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Abstract
Radios are a major consumer of energy in wireless sensor nodes. Reduction of this energy con-
sumption can be a large push towards a cost effective realization of perpetual wireless sensor
networks (perpetual WSN). Backscatter radio is an interesting candidate technology for realizing
this objective, since it can significantly reduce the power and energy spent on radio transmis-
sion.

Backscatter radio enjoys several favourable properties for a sensor node, such as micro-watt
level power consumption of data communication, however it’s wide-spread usage is constrained
by very limited range. This thesis aims to improve the range of backscatter transceiver(s) by
investigating the relationship between range and radio properties such as sensitivity, communi-
cation throughput and power levels.

This thesis describes a design space exploration tailoring towards the specific requirements
of WSNs. The design and implementation of a backscatter transceiver is demonstrated, while
reviewing the applicability to perpetual WSN.

The results of this thesis are the design of an experimental backscatter platform, which
allows for experimentation with backscatter communication. The design includes the low power
exploration of modern analog and digital parts.

The design and implementation of a low power backscatter transceiver will be shown, which
is expected to have an active power consumption of less than 100µW.Measurements have been
performed to characterize the link budget of the backscatter transceiver. The most important
insight is how backscatter communication range can be improved.

Keywords: wireless sensor networks, backscatter radio, radio transceivers, low power de-
sign
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Glossary
ambient backscatter Ambient backscatter is a variant of bistatic backscatter communication,

where the continuous wave exciter has been replaced by an ambient communication bea-
con, for example a FM radio station, TV tower, WiFi access point, etc.

baseband signal The baseband signal is the communication signal before or after mixing with
the RF carrier frequency.

bistatic backscatter In bistatic backscatter, the reader is separated from the exciter. Tags can
use the exciter signal for backscatter communication, while other tags can receive the
backscatter using their receiver for tag-to-tag communication.

chirp A chirp is defined within the CSS modulation, and describes the frequency sweep for a
specific symbol.

duty cycling In the context of efficient electronics, duty cycling refers to the process of switching
on and off a clock or power domain such that power can be saved. A domain can be as
little as a few transistors up to whole boards and modules.

exciter An exciter provides an incident signal which can be scattered by tags in the network.

gateway A (often central) device that performs communication between the WSN and an ex-
ternal network, for example the internet.

isotropic radiator An isotopic radiator is an ideal representation of an antenna, which receives,
transmits or "scatters" the same magnitude of electromagnetic waves on all directions.

mesh network A mesh network consists of multiple nodes or tags, which communicate be-
tween each other to relay packets so that the radio coverage is extended.

monostatic backscatter In monostatic backscatter, the exciter and reader are integrated into
a single device called an interrogator. Tags can then communicate using backscatter. In
this thesis, this arrangement is also called single-hop backscatter.

Range-Reach Budget (RRB) The product of the range (transmitter to receiver distance) and
the reach (exciter to transmitter distance).

reflection coefficient The reflection coefficient, denoted by the symbol Γ, is a complex number
that denotes the magnitude and phase of a reflected signal (also see scattering).

relay node All WSN nodes can perform relaying duties, where packets are relayed (received
and retransmitted) such that it propogates through the network. A relay node sole purpose
is relay functions.

scattering Scattering describes the reflection of electromagnetic waves, much like a diffuse
surface may reflect light. The magnitude and phase of scattering is expressed using the
reflection coefficient. load impedance modulation can be used to transmit symbols.
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Glossary

sink node A sink node is the target to which sample measurements is sent.

subcarrier A subcarrier is a concept of a baseband signal, where data is modulated on an
intermediate frequency. When this intermediate frequency is then backscattered with a
RF carrier, a frequency spacing is created equal to the subcarrier frequency.

tag-to-tag Communication among tags in a RFID network, often with the purpose to increase
the networks range.

TSS Tangential Signal Sensitivity. For a square law / diode detector, this is typically the signal
at which 8dB SNR remains after detection. It is typically modeled using Johnson-Nyquist
noise of the dynamic impedance of the diode across the defined bandwidth.

wireless sensor node A device that can sample sensors and communicates the measure-
ments wirelessly through a combination of relay node, sink node or gateway to an user.

vi



Acronyms
RFID Radio Frequency Identification

IoT Internet of Things

ASK Amplitude Shift Keying

PSK Phase Shift Keying

FSK Frequency Shift Keying

MCU Microcontroller Unit

DMA Direct Memory Access

LDO Low-Dropout Regulator

RCS Radar Cross Section

ME Modulation Efficiency

LNA Low Noise Amplifier

WSN Wireless Sensor Network

CDMA Code Division Multiple Access

FDMA Frequency Division Multiple Access

TDMA Time Division Multiple Access

OOK On-Off Keying

PA Power Amplifier

COTS Complete Off The Shelf

GBW Gain-Bandwidth Product

CSS Chirp Spread Spectrum modulation

SWD Serial Wire Debug

MPN Manufacturer Part Number

BSP Board Support Package
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1 | Introduction
1.1 Parking Sensor Networks

Parking lots can be equipped with smart capabilities where each parking space has an occu-
pancy sensor. A small wireless sensor node is installed that monitors the occupancy and com-
municates this to a gateway[1]. The gateway communicates the received samples to a server,
which allows the road manager insight into the usage statistics of the parking facility.

Current generation sensor nodes are battery operated devices, with a typical battery life
span of 3 to 5 years[2]. Sensor networks can span potentially multiple hundreds of devices,
resulting in high maintenance costs. This thesis will study the application of backscatter in this
industry application.

However, backscatter is often limited by its operating range. A current generation relay node
product has a range of approximately 35m[2]. Range experimentation from backscatter literature
show results an order of magnitude lower[3], [4], typically only several meters. It has been shown
that exceptions are possible, however, these experiments have used very high exciter transmit
powers[5] (several km, 90dBm TV tower as exciter, "passive" receiver consuming 0.54 µW) or
high sensitivity receivers[6] (2.8km, 30dBm exciter, -149dBm receiver, consuming 22mW).

If these sensor networks are going to be used in assistance of autonomous driving vehicles,
for example, to guide them to free parking spaces in a busy city area, then the availability of WSN
will play a crucial role. Availability is depletion of energy for individual sensor nodes, which may
result in part(s) of a parking infrastructure to fail.

WSN’s that contain perpetual sensor nodes could provide the necessary hardware to achieve
such high availability while managing the maintenance costs. Perpetual operation can be im-
plemented with the use of energy harvesting, where the energy supply originates from energy
sources such as radio waves, heat, solar or other means.

Sensor networks with perpetual levels of operation require sufficient energy harvesting, im-
proved energy and power management, in particular, energy efficient radios that offer sufficient
communication range.

1.2 Backscatter radio

Radio is the major consumer of energy in a wireless sensor node[7], [8]. Reduction of this
energy budget can be a key driver in the realization of perpetual sensor networks. Backscatter
radio is an interesting candidate for realizing this objective since it can significantly reduce the
power spent on a sensor node.

This thesis will focus on backscatter radio and will assume that accompanying energy har-
vesting is sufficiently scalable to be used in the µW to mW of power range. However, ultimately
any efficiency gains can result in less strict requirements, which may reduce the device form
factor or bill of material costs.

Saving energy can also be accomplished in other means, which are summarized by Anastasi
et al.[8]. Common techniques include hardware and data-based techniques, such as radio &
CPU duty cycling and local data processing to reduce radio usage.

Bachir et al.[7] discusses multiple access protocols that reduce energy consumption by tun-
ing the access scheme close to the traffic properties of the application: interval, quantity and

1



CHAPTER 1. INTRODUCTION

traffic direction.
The techniques described in these studies may apply to the sensor network built in this thesis

as well but will be outside the scope of discussion.

1.3 Thesis Outline & Contributions

First background information is given about the operation of backscatter radio for IoT in gen-
eral. Given this background information, an analysis can be performed about the application of
backscatter for long-range wireless sensor networks, which will result in a proposal for a network
design. The proposal includes key design constraints on the radio hardware level combined with
the intrinsics of tag-to-tag communication.

Given this information, the focus shifts towards the sensor node components and the op-
timization of the radio power consumption. A brief design space exploration is performed to
select the best (individual) components for a sensor node. A discrete radio transceiver employ-
ing backscatter will be designed combined with a low power receiver. Based on the theoretical
model and performance simulations, some experiments will be performed to identify the corre-
lation between these predictions.

The main contributions of this thesis are the extension of the operable range of backscatter
sensor networks. This is accomplished by analyzing the properties of communication channels
in a backscatter tag-to-tag network. These properties suggest hardware changes that could
potentially increase the range of backscatter sensor networks. In addition, the low power design
of a sensor node is shown using COTS (complete off the shelf) components.

2



2 | Background
This section aims to introduce the reader into backscatter radio. Common patterns and key
constraints in the literature of backscatter sensor networks are highlighted, which are connected
with the application to formulate the research questions of this thesis.

2.1 Backscatter Networking

Figure 2.1 shows the concept of a parking lot sensor network that employs backscatter. Each
parking space has a red dot indicating a sensor node, which is located under a vehicle when
the space is occupied. Each sensor will communicate the parking space status to a central sink
node, which collects sensor data and can relay this to a gateway.

The backscatter network has a centralized exciter (depicted as "E"). The exciter transmits a
continuous tone (single frequency) at a fixed power level, i.e. a radio signal with no modulation
applied. At each node, information can be ’transmitted’ by scattering the radio signal from the
exciter. The scattering is accompanied in some power being absorbed or reflected back at the
antenna of the node back to the exciter, hence the name back-scatter.

Note that "transmitting" is not in the literal sense (i.e. actively sending out power), although
this type of radio will be called "scattering transmitter" in the remaining of this thesis. The term
transmitter is used to indicate that it is a radio which is sending data (i.e. transmitting). The
process of scattering these radio signals can be accomplished by changing the load impedance
on the antenna[9].

Introducing backscatter into a wireless sensor network poses a few challenges. Each node
will have a path loss proportional to r2 with respect to the exciter, making it such that the scat-
tering transmitter at each node has a different range. In addition, after scattering there is an
additional path between the scatterer and receiver is present (also proportional to r2), creating
a large path loss proportional up to r4 ([9], eq 26).

Moreover, the receiver then needs to receive the information signal from a combination of
the exciter signal (called incident wave) and the scattered signal (the desired information). This
problem is different from conventional receivers, since the "interference" in this case could be
in-band.

2.2 Backscatter Radio

2.2.1 Modulated Scattering Technique

Scattering is the process of scattering electromagnetic waves originating from an exciter source
using an antenna[9]. The scattering can electronically be modulated to reflect or absorb the
signal, realized by varying the load impedance on the antenna.

Figure 2.2 shows this process in the application setting of RFID, where an interrogator/reader
(exciter + receiver) and a backscatter tag is shown. The exciters emits a single tone that reaches
the backscatter tag. The tag modulates the load impedance of the antenna to scatter this single
tone, which emission approaches an isotropic radiator[10]. The modulated scattering can then
be picked up by the receiver in the interrogator/reader.
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E

Figure 2.1: A smart parking lot with backscatter infrastructure

Figure 2.2: RFID communication setup using backscatter

Scattering can be realized both with real (resistive) and complex (capacitive, inductive) load
modulation. This results in amplitude (ASK) and phase modulation (PSK) [11]. FM (FSK) mod-
ulation in backscatter can be realized by using AM/PM modulation and a subcarrier, introducing
a frequency shift from the exciter tone frequency[12].

Backscatter implies that the scattered signal is destined to reach back to the exciter, however,
this is not necessary. The scattering antenna can approach an isotropic radiator[10], which
means that the signal can be picked up by other devices from all directions.

2.2.2 Backscatter Transmitter

Scattering is established by (mis)matching the load and antenna impedance. The quantity of
mismatch can be expressed using S11 (further referenced as reflection coefficient ΓL,i, as de-
fined in figure 2.3)[13]:

ΓL,i =
ZL,i − Z∗a
ZL,i + Za

(2.1)

where ZL,i is the load impedance, i is the index of the load, Za is the antenna impedance
and Z∗a is the complex conjugate of Za. This equation shows that ΓL,i = 0 when ZL = Z∗a .

Figure 2.3 shows a binary backscatter transmitter. The antenna is loaded with impedance
ZL,1 or ZL,2 depending on the (electronic) switch position. Equation 2.1 applies individually for
each load, depending on the switch position, resulting in ΓL,1 and ΓL,2.
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Figure 2.3: Binary backscatter transmitter showing dualities with a one-port scattering network

The figure shows tones with frequency fc and ft, where fc indicates the carrier (or incident
wave) from the exciter and ft the symbol stream to transmit.The scattering modulation leads to
a mixing effect between fc and ft, scattering the dominant frequency components fc + ft and
fc−ft [12], [14]–[16]. Since the impedance modulation is performed using discrete levels, many
harmonics may be emitted as per the square wave frequency spectrum[6].

Several improved designs of the scattering transmitter exist, most commonly scaling to 4
load impedances. These can be used to transmit multiple bits per symbol period[16]–[18], such
that higher throughput can be sustained in favourable channel conditions.

More than 2 load impedances may also be needed to perform phase cancellation[19], [20].
Phase cancellation uses a combination of ASK and PSK modulation in order to maximize the
received amplitude at the receiver, depending on the arrived phase of the propagated scattered
wave versus that of the exciter[20].

Zhang et al. [21] shows that a single side-band backscatter signal can also be created by
backscattering the carrier twice with slight delays of the baseband signal.

The realization of multiple reflection coefficients does not require 4 distinct load impedances.
Daskalakis et al.[16] uses an RF transistor being driven by a DAC to vary the impedance level.

2.2.3 Radar Cross Section & Modulation Efficiency

Scattering is also commonly used in radar applications, where the quantity of scattering is ex-
pressed using the radar cross section RCS. The RCS expresses how large the cross section
(expressed as a surface area) of an imaginary sphere needs to be to represent that object[22].
The sphere is used, since its cross section remains the same independent of the direction at
which the object is viewed.

The RCS of an antenna can be described as the field scattered from the structural mode
contribution and antennamode contribution. Herein the structural mode describes the scattering
from the physical representation of the antenna. The antenna mode contribution, however,
depends on the load impedance matching of the antenna and can be modulated[23]. Bolomey
et al. uses the following definition for the antenna-mode contribution of the RCS[9], [23]:

σAMT =
λ2G2

T (Re{Za})2

π|ZL,i + Za|2
(2.2)

where λ is the wavelength of the exciter signal and GT is the gain of the tag antenna. The
differential RCS is the difference between 2 load impedances ZL,1 and ZL,2. The differential
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RCS can be described as [9], [24]:

∆σAMT =
λ2G2

T

4π
|ΓL,1 − ΓL,2|2 (2.3)

The change in power received by the exciter in backscatter is then [9], [24]:

∆PRCSAM =
λ2G2

R∆σAMT
(4π)3r4

Pa =
λ4G2

TG
2
R

(4π)4r4
|ΓL,1 − ΓL,2|2Pa (2.4)

where GR is the gain of the reader antenna, r is the distance between the interrogator and tag
and Pa is the power output of the exciter.
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Figure 2.4: Smith chart with Za = 50Ω representing two example binary impedance pairs of
ZL,i = (10Ω, 250Ω) (red) and ZL,i = (25jΩ,−100jΩ) (blue).

Equation 2.4 shows that power change is maximized when the distance between ΓL,2 and
ΓL,1 is maximized. Bolomey et al.[9] have introduced the termmodulation efficiency (ME) for this
scalar value, which expresses the effectiveness of the chosen backscatter impedance loads:

ME = |ΓL,1 − ΓL,2|2 =
4R2

T |ZL,1 − ZL,2|2

|Za + ZL,1|2|Za + ZL,2|2
(2.5)

where 0 ≤ME ≤ 4.
The Smith chart of figure 2.4 shows 2 binary impedance example pairs withZLi = (10Ω, 250Ω)

(red) and ZLi = (25jΩ,−100jΩ) (blue). The scalar factor ME is 1.78 for the red impedance pair,
and 4 for the blue impedance pair, highlighting the importance of choosing "conjugate" modu-
lation loads to maximize the magnitude of the chosen impedance pair.

2.2.4 Carrier Configurations

Borrowing terminology from radar, the setup is shown in figure 2.2 was a monostatic backscatter
configuration. The exciter and receiver are integrated into the same device, which is a typical
configuration used in RFID. Figure 2.5 shows two alternative exciter configurations.

In bistatic backscatter, the exciter and receiver are now separated, however, the incident
wave on the backscatter transmitter is still a single tone. In ambient backscatter a similar setup
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Figure 2.5: Bistatic and ambient backscatter carrier configurations[25]

as bistatic is used, however, an already modulated incident wave (e.g. a GSM or WiFi signal) is
used as excitement signal.

Ambient backscatter has received increasing attention in the literature. Iyer et al.[26] shows
a cross-protocol (back)scattering where a BlueTooth signal is used as an exciter source, and
the (back)scattered signal is modulated and translated to be compatible with WiFi. This allows
compatibility with existing devices such as laptops and smartphones, and does not require ded-
icated infrastructure (pure tone exciters) to function. The low power properties of backscatter
allow these devices to be used in new applications where power is hard to apply, such a patient
monitoring.

However, it is considerably more difficult to utilize ambient signals in sensor networks due to a
poor link budget, resulting in poor range[27], [28]. The poor link budget originates primarily from
the significant path loss from the ambient exciter signal to the backscatter transmitter[28]. In
addition, the ambient exciter location is unpredictable/uncontrollable, which makes the network
design highly unpredictable.

2.2.5 Backscatter Receivers

A "backscatter receiver" can be little different from regular RF receivers, as shown in studies [6],
[12], [21]. However, the unique issue in backscatter receivers is that they must function with the
presence of a strong exciter signal, which is in-band. This results in extremely low modulation
indices (<1%)[29].

Mixer based receiver architectures are seldom used in low power radios, due to high power
components such as oscillators and active mixers. Typically diode envelope detectors and ASK
modulation is used (as shown in figure 2.6), in which the sensitivity is roughly -40dBm to -50dBm
[30], [31].

Figure 2.6: Schematic diagram of a low power envelope detector [5]
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Karimi et al.[29] shows a variant of this receiver while adding base-band amplification be-
tween the detector and comparator. The amplification is configured to only pass the symbol
frequency band. Due to the additional gain and relative carrier suppression, the design can
receive signals with a modulation index of 0.6%[29]. More importantly, an expression for the
modulation index has been identified using the channel length rr between the scattering trans-
mitter and receiver:

m(rr) =
1

1 + k(rr)
with k(rr) = 2 · 4πrr

GTλ

√
PRX
PTX

(2.6)

where PRX is the incident power at the receiver, and PTX is the incident power at the trans-
mitter. The modulation index decreases for a longer transmitter-receiver channel, but also for a
higher exciter incident power at the receiver (the scattered signal has proportionally weakened),
or less incident power at the scattering transmitter.

2.2.6 Link Budget

Backscatter has a unique link budget, in that it has two RF channels with only a single excitation
source. In an ideal model, where the RCS of the scattering antenna is ideal[10], the exciter and
scattered signal spread using an isotropic radiation pattern. Effectively, this means that two Friis
transmission equations (free space path loss for an isotropic radiator) must be put together to
calculate the link budget. The path loss in a single path channel using the Friis transmission
equation is:

L(r) = GTGR

(
λ

4π

)2 1

rn
(2.7)

where n is the path loss exponent (typically n = 2..4). Consequently, if an arrangement such
as the one in figure 2.7 is made, then the received scattered power is[9], [32]:

PR(rt, rr) = PTL(rt)|ΓL,1 − ΓL,2|2L(rr) = PTG
2
TG

2
R|ΓL,1 − ΓL,2|2

(
λ

4π

)4( 1

rt · rr

)n
(2.8)

where PT is the exciter transmit power, rt is the channel length of the exciter to backscatter
transmitter, and rr is the channel length of backscatter transmitter to the receiver. Equation 2.8
can be rewritten into[4]:

rt · rr =
n

√(
λ

4π

)4 PT
PR

G2
TG

2
R|ΓL,1 − ΓL,2|2 (2.9)

where PR now resembles the minimum signal strength at the receiver (sensitivity).

Figure 2.7: Example of a backscatter link
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A crucial insight is that the maximum channel length is determined by the product of and not
the sum. The minimum "range" rd = rt + rr is achieved by choosing rr = rt. This non-intuitive
behaviour has often been observed in backscatter literature[6], [12], [27].

2.3 Related Work

This section discusses some trends in the literature of WSN and RFID employing backscatter.

2.3.1 WSN nodes and RFID tags

The boundaries between RFID and WSN are fading. Both RFID and WSN implementations are
appearing that are passive (using energy harvesting) and active (battery) powered.

RFID is used for identification purposes, which can also be seen as a variant of sensor sam-
pling, however, the sampling event is often triggered by proximity or a physical event. Another
key differentiation in RFID is the protocol role of each device, such as the EPCglobal Gen2
specification [33]. Here the interrogator always initiates communication with tags, while tags
only respond to incoming commands.

This is in contrast to wireless sensor networks where nodes operate autonomously. Nodes
adhere to a MAC scheme and communicate with each other to create a network of nodes[7].
The firmware on each node can decide when it needs to sample & process sensor data, rather
than an external device triggering it.

There is common literature applying backscatter communication in both contexts. Through-
out this thesis, the terms nodes and tags may be used interchangeably, as it depends on the
application context which role a device may serve.

2.3.2 Energy harvesting

A reliable source of energy is necessary such that backscatter tags/nodes can operate perpet-
ually. Since batteries result in a limited lifetime, it is necessary to include energy harvesting to
create perpetual sensor nodes and networks.

Common energy harvesting sources include solar (photovoltaic cells), vibration (piezoelec-
tric), thermoelectric (peltiers), magnetic (inductive coupling) or RF (electromagnetic). The latter
2 are commonly used in RFID tags, where inductive coupling requires a short range (<1 meter)
and RF energy harvesting tends to be applicable in mid-range applications (several meters).

Although RF energy harvesters are popular to combine with backscatter radio, it’s limita-
tions must also be highlighted. RF energy harvesters found in literature can operate down to
-25.7dBm with 37% efficiency[34], yielding 1µW of power.

Although this is a useful amount of power; there are 2 issues in relying on the stretching
of this performance boundary. First, 1µW is typically the leakage of conventional electronics
(typically also in the neighbourhood of 1µW)[35], meaning there is scarce energy budget to
perform additional networking functions.

In addition, -30dBm equals 1µW of power; meaning that pushing the efficiency of harvesters
to lower power levels will not yield a satisfactory increase in realizable range, as the absolute
amount of available power will also decrease. Accompanying the decreasing amount of avail-
able power, energy harvesters will be proportionally less efficient due semiconductor threshold
voltages[34].

A range example: a typical exciter is limited to approximately 30dBm by many government
regulations[36]. Thereby a 55dB of path loss is tolerable that can yield 1.0µWenergy harvesting
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when an energy harvester is realized with 37% efficiency at -25.7dBm[34]. A free-space path
loss of 55dB at 868MHz is reached for a line of sight channel of only 15.5 meters.

If perpetual operation is necessary outside of this range, then it is necessary to use alterna-
tive energy harvesting sources.

2.3.3 Network Size

The range is defined by the link budget, which is bound by the exciter output power (up to
30dBm[36]) and the receiver sensitivity. Typical passive (wake-up) receivers are sensitive to
approximately -50dBm with single-digit kilo-bits per second[31] and <100µW (868MHz band),
resulting in 80dB link budget. Then in a monostatic backscatter configuration, a range of 7.5m
is possible[4].

Although the link-budget can be increased by using active coherent receivers and/or LNAs,
this is typically at the dramatic increase of power consumption. Talla et al. performed an ex-
periment using a LoRa radio with -149dBm sensitivity at 18bps[6], however, the chipset had a
power consumption of 22mW. In this experiment, a link budget resulted in a range 2.8km, by
placing the scattering transmitter only 5 meters from the exciter.

Although the experiment shows that theoretically backscatter can be used to create very
large communication links, the chosen radio is not a terrific match for this application due to the
power consumption. In addition, the experiment also showed that the range dropped dramati-
cally as soon as the transmitter was placed further from the exciter.

2.3.4 Processing energy costs

It has been shown that it is possible to build backscatter transmitters and receivers with a very
low analog power consumption (<0.5 µW, 1kbit/s)[5]. The dramatically reduced cost of radio
transmitting may break the rule of thumb which states that local processing is cheaper than
radio usage[37].

Microcontrollers are popular in WSN because of their low power operation, low cost per sen-
sor node, and high flexibility in custom applications. Modern 16-bit and 32-bit microcontrollers
are available with power consumption figures of approximately 200µW at 1MHz[38]–[44]. De-
spite these efficiency figures, such microcontrollers can only run at an average clock speed of
250Hz for it not to dominate the energy budget (neglecting any leakage in sleep).

2.3.5 Offloading

With the relatively high cost of processing, a popular architecture is to offload as many com-
putations onto a central unit that is less bound by an energy budget. The most intuitive node
of choice would be the data sink which collects all sensor data and communicates it to the
necessary equipment for usage[45].

In an abstract way backscatter is also a form of offloading. The cost of transmitting RF power
is offloaded onto an exciter, which enables backscatter transmission at a very low cost for the
node.

However, offloading may have some side effects. If the data processing is offloaded to a
central node, then it is to be expected that the volume of traffic to that node will increase. This
puts pressure on the available bandwidth in the network and would require higher bitrate radios
to be used. This is in contrast with many backscatter implementations that are low bit rate
(≥10kbit/s)[35].
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Additionally, when radios are used in a tag-to-tag or multi-hop network, nodes will need to
act as relays for neighbouring nodes traffic. This means that the energy expenditure of a single
node is a function of its own duties but also the neighbour’s traffic output. The energy savings
on a single node may be ruled out by the inflation of relaying traffic.

2.3.6 Backscatter within IoT

Backscatter radio implementations for IoT can be subdivided into twomajor categories: RFID/WSN
and personal media devices. Tag/sensor nodes typically operate in the 434MHz and 868MHz
ISM frequency bands, which are used by conventional IoT and WSN devices. Most implemen-
tations use a custom protocol and FM0 encoding taken from the EPCglobal gen2 protocol[33],
although there has also been work performed on LoRa[6] and 802.15.4[46].

Personal media devices aim to operate directly with consumer media equipment such as
home routers, computers and smartphones. Typically these devices use BlueTooth[12], [47] or
WiFi[21], [26] protocols, with a mixture of pure tone and ambient exciters.

Although both categories reside in the IoT design space, the used radio technologies are
different. 2.4GHz multimedia communication standards often use frequency-hopping, higher
order modulation schemes such as QAM and therefore need coherent receivers to obtain the
amplitude and phase (I/Q) information[26].

Sensor network radios focus on the best sensitivity (range), and while maintaining efficient
& low power operation. Typically this limits the modulation type to simpler variants such as (a
mixture) of ASK or PSK modulation schemes[29]. Then an ASK/OOK receivers can be built
using a non-coherent architecture, which can be largely passive as figure 2.6 has shown.

2.3.7 Multiple access for simplex and duplex radios

In a sensor network, multiple nodes may want to use the RF spectrum simultaneously to com-
municate. A multiple access regime, either at a physical or packet level is needed, to deal with
the potential collisions of symbols.

When considered at a physical level, this subject ties directly into the necessity for simplex
or duplex radios.

In order to strive for low cost and power sensor nodes, networks using only a backscatter
transmitter have been shown to work[15] using FDMA. This results in multiple communication
channels of about 5kHz per sensor. Although the work uses FM modulation, it is foreseeable
that digital symbols (e.g. FSK or OOK) are used instead.

One problem is that scaling such a sensor network results in a large number of channels
to be assigned for each sensor. Additionally, the sensors showed by Kampianakis et al.[15]
continuously transmit measurement data, while most sensor applications only need to sample
data occasionally (once per second or minute).

Spectrum reuse is temporally non-existent since transmit-only nodes cannot adhere to a
TDMA or contention based MAC scheme (synchronization needs a receiver). Spectrum reuse
thereby needs to be established spatially, such as a frequency plan (depending on their location)
for each sensor node before deploying them. The latter can be accomplished by using different
subcarrier frequencies in the transmitter[15].

Netscatter[45] shows an alternative solution for sensor networks where multiple access is
needed. In this work, a synchronous CDMA scheme is created using CSS coding and OOK.
Each sensor node is assigned a single symbol of a traditional CSSmodulation (allowing CDMA).
Sensors then modulate symbols using OOK.
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The complexity of receiving this CDMA scheme is significant, removing the possibility of a
mesh network. Nodes however, still need a receiver with accurate synchronization to the exciter,
since the CSS chirps are very sensitive to cyclic shifts from time latencies of the chirp.

2.3.8 Low power active radios

Although backscatter is promising as a low power transmitter in sensor nodes and tags, it is im-
portant not to forget how these implementations compare to state-of-the-art active transceivers.

The RF power amplifier (PA) is dominant in the power consumption of a transmitter. A CMOS
implementation by Pandey et al.[48] has been demonstrated that consumes 90µW at -17dBm
output (20µW) and 200kbps, with a PA efficiency of 22%. Additionally, higher power transmitters
have been shown with PA efficiencies in the order of 35 to 40% [49] [50].

State-of-the-art CMOS receivers also significantly outperform discrete counterparts. For ex-
ample, Huang et al.[51] has shown a 123µWwake-up receiver with -81dBm sensitivity (100kbps).

Hypothetically, if designs from Pandey et al.[48] and Huang et al.[51] are cherry-picked into
a single transceiver, then a link budget of approximately 64dB is established with˜100µW (as-
suming half-duplex operation with full power gating support) of active power consumption. A
64dB link budget in the 868MHz band could allow a range of up to 43m (using eq 2.7).

Huang et al.[52] demonstrated an ASICOOK envelope detector receiver, which can bemade
power-scalable and bit-rate scalable to influence the required sensitivity. Here it is observed
that a higher amplification factor yields more sensitivity, but also increases power consumption.
However, a lower bit-rate can also be used to increase the sensitivity of the receiver at the same
power level.

This raises the question whether a similar trade-off and improvement can be made in a
backscatter receiver, where the bit-rate is traded for sensitivity at a fixed power level. It was
shown in equation 2.9 that receiver sensitivity plays a major role in the achievable distances of
a backscatter communication system.

2.4 Research Boundaries

Wireless radios are becoming increasingly energy efficient, which is not limited to just backscat-
ter radio technology. Without overstating the promise of backscatter radio, it is clear that both
active and passive radios are an interesting option for wireless sensor networks.

Backscatter radio has the advantage of using fixed-power transmitters due to the absence
of a power amplifier in the design. However, the range, and in particular the variability, is a
bottleneck. It has been shown that monostatic backscatter is unfavourable in terms of range[12],
[27]. A bistatic configuration, where either the exciter-transmitter or transmitter-receiver channel
is minimized, allows for a significant range improvement[6].

However, bistatic backscatter implies that nodes must perform relay duties as well (tag-to-
tag or multi-hop radio). This increases the radio duty cycle on a node, thereby increasing its
energy consumption. In particular nodes near the gateway (and exciter, as per the introduction),
which is at a central position in the network, must relay more packets.

Spatial information about these nodes suggests that the radios can trade some sensitivity
for increased throughput, which could reduce the radio duty cycle again. Likewise, spatial in-
formation about nodes in outer regions tells that their relaying traffic is limited, and as such can
communicate at a reduced bitrate for improved sensitivity, and potentially improved range.
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This thesis will perform research to qualify and quantify backscatter radio range improvement
by using bitrate as the main parameter to influence of the backscatter transceiver, that can be
used for multi-hop backscatter. Design, dimensioning and experimentation are performed using
an experimental backscatter node. Experimental results will be compared with models to prove
or disprove the hypothesis.

2.5 Research Questions

The main research question is:

Can lowering the bitrate of a backscatter transceiver be used to increase the range of a
multi-hop backscatter network?

The sub-research questions are as follows, with parenthesis indicating which chapter discusses
the question:

1. What is the relationship between link budget and range in a single-hop and multi-hop
backscatter network? (Chapter 3)

2. How (much) will a multi-hop network improve the range in a backscatter network over a
single-hop network? (Chapter 3)

3. What is the design space of a backscatter radio to be used in wireless sensor networks?
(Chapters 4, 5, 6 and 7)

4. What is the relationship between symbol frequency and receiver sensitivity? (Chapter 6)

5. What is the power consumption of such a radio in transmit and receive? (Chapter 8)

6. What is the backscatter range and throughput while staying under 100µW active power
consumption for the complete backscatter node? (Chapter 8)
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3 | Tag-to-tag channel model
This chapter will quantify the performance of backscatter channels and nodes placement. In
addition, the model can indicate the required receiver such that a sufficient range can be real-
ized.

3.1 Introduction

Figure 3.1 shows a typical backscatter channel. The exciter and 2 tags are placed along a
one-dimensional line, with distances d1 and d2 separating them. Both tag 1 and tag 2 have a
receiver and scattering transmitter (depicted in the figure as an impedance modulator), which
can be used as a half-duplex radio transceiver.

In a forward channel (abbreviated as FW channel), where tag 1 sends a message to tag 2,
the path length of the exciter to the receiver (direct path; rd) is rFWd = d1 + d2. The product of
path lengths exciter-transmitter (transmitter path; rt) and transmitter-receiver (receiver path; rr)
is rFWt rFWr = d1d2.

In a wireless sensor network with tag-to-tag communication, a node may reply to packets
(handshaking) or must relay them. Figure 3.2 shows the case where the same node positions
are taken, but the scattering channel is reversed creating a "backward" channel, i.e. tag 2 sends
a message to tag 1.

In a backward channel (abbreviated as BW channel), the path length definitions change.
Now the exciter-receiver path is rBWd = d1, while rBWt rBWr = (d1 + d2) · d2 = d1d2 + d22.

Figure 3.1: A forward facing channel. Figure 3.2: A backward facing channel.

In both figures, the distance parameter d1 is varied, which places "tag 1" closer or farther
from the exciter. The channel lengths rt and rr are defined separately for each channel, where
rFWt = d1, rFWr = d2, rBWt = d1 + d2 and rBWr = d2. The length d1 + d2 is kept constant at
10m, meaning that d2 = 10 − d1. The line of sight path loss functions for the FW channel and
BW channel are:

LFW (d1) = L(rFWt )L(rFWr ) = L(d1) · L(10− d1) (3.1)
LBW (d1) = L(rBWt )L(rBWr ) = L(10) · L(10− d1) (3.2)

The value of d1 for which the maximum loss is present in the channel is when:

arg max
d1∈[0,10]

LFW (d1) = d2 (3.3)

arg max
d1∈[0,10]

LBW (d1) = 0 (3.4)
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In an FW channel, the maximum loss is when d1 = d2 and since d2 = 10− d1, it means that
2d1 = 10 and thereby d1 = d2 = 5m. The importance of this difference is shown in figure 3.3
and 3.4. The figures plot LFW (d1) and LBW (d1) using equation 2.7 with λ = 300

434 .
For the BW channel, the worst path loss is attained when d1 is minimized. This behaviour

highlights that while scattering channels may work in a forward configuration, however, they may
fail in a backward configuration.
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Figure 3.3: Path loss in a FW channel as
a function of d1
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Figure 3.4: Path loss in a BW channel as
a function of d1

3.2 Symbols

Some symbol representations will be used to make the drawing of node layouts simpler. Figure
3.5 shows the 4 vertices (nodes) and 2 edges (channel) to be used in the remainder of this
thesis. The "I" node stands for interrogator and refers to an exciter with a reader. The "E"
symbol is an exciter only. The "T" and "R" gray symbols both indicate a tag equipped with a
half-duplex radio. The symbol shows whether the transmitter ("T") or receiver ("R") is active.

I E T R
rd, rt rr

Figure 3.5: Symbols used in this chapter

The 2 edges indicate the communication channels. A blue solid edge indicates an unmod-
ulated incident signal from the exciter. When the edge is connected to a transmitter, it indicates
the reach rt. When the edge is connected to a receiver, it indicates the incident wave of the ex-
citer on the direct path rd. A green dashed edge indicates a scattered signal, which is between
the transmitter and receiver and is the range rr.

3.3 Symmetric & Asymmetric channels

In the introduction, the path loss for an FW and BW channel was shown when nodes are placed
on a line in 1 dimension. This placement shows the largest difference in path loss between both
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communication directions. However, it also possible to create symmetric channels when nodes
are placed on a 2-dimensional grid.

Figure 3.6 shows the various arrangements of backscatter nodes. Part (a) shows 2 symmet-
ric channels, where both tags are placed at an equal distance from the exciter. In both directions
of channel rr, the exciter-transmitter rt and exciter-receiver rd distances are equal, thus rt = rd.
Thereby the scattering channel behaves symmetrically.

In parts (b) and (c) however, when the channel rr is reversed, a large difference in the
exciter-transmitter rt and exciter-receiver rd is observed. This highlights the loss characteristics
of paragraph 3.1, where a backward channel is far less favourable than a forward channel.
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Figure 3.6: Symmetric and asymmetric (forward & backward) channels in backscatter

3.4 Range-Reach Budget

The previous section(s) showed a unique property of scattering radio systems, where their radio
link performance is dependent on two channels. Naming either one of these channels "the
range" is confusing. Specifically, the product of rt and rr shows that either the distance from
exciter (in rt and indirectly in rd) or the distance between tags (rr) can be optimized.

Conventional radio systems use the term "range" to name the channel length with modulated
information (rr). However, backscatter radio introduces an unmodulated channel rt which is also
crucial in the size of a backscatter network. Thereby, the term "reach" will be used to measure
how far a transmitter is placed from the exciter.

With the observed channel product, the combination of both distances gives the range-reach
product (or "budget", since it must be adhered to). Equation 2.9[4] showed that the product of
range rr and reach rt can be calculated using the link budget of the radio system. The following
equation 3.5 repeats that expression (eq 2.9[4]):

B = rt · rr =
n

√(
λ

4π

)4 PT
PR

G2
TG

2
R|ΓL,1 − ΓL,2|2 (3.5)

where B is the range-reach budget (shortened as Range-Reach Budget (RRB)) and has a
unit of m2. In the remaining of this chapter, it is assumed that GT = GR = 1, ΓL,1 − ΓL,2 = 1,
λ = 300

434 and n = 2, unless stated otherwise.
Figure 3.7 indicates of representative range-reach budgets for such a radio system. In the

parking terrain application, the goal is to create a network with a range of rr = 3m and a reach
of rt = 30m, requiring an RRB of 90m2. This means a link budget of ≥90dB is necessary, which
can be realized with a 30dBm exciter and -60dBm sensitive receiver. These are quite rather
optimistic sensitivity values for passive receivers, as was found in the literature background.
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Figure 3.7: Feasible range-reach budgets as a function of link budget

3.5 Range vs Reach Analysis

This section will focus on the maximum reach and range that can be created for a particular
carrier configuration. Since the exciter tone at the receiver is not of interest, the channel rd will
be omitted throughout this section.

3.5.1 Monostatic backscatter (single-hop)

Figure 3.8 shows amonostatic backscatter scenario. In this configuration, the exciter transmits a
pure tone to the scattering transmitter. The scattered signal from the transmitter is then received
by a reader inside the interrogator, which is at the same location as the exciter.

I T

rSHt

rSHr

Figure 3.8: Monostatic backscatter or single-hop communication

In this situation, the defined terminology range and reach have little meaning, since the
dimensions are rSHt = rSHr . However, to calculate the maximum value for rSHt , rSHr , the range-
reach budget will still be used (eq 3.5):

rSHt rSHr = B =⇒ rSHt =
√
B (3.6)

Figure 3.9 shows the distance that can be reached as a function of link budget. Equation
3.5 is substituted into equation 3.6:

rSHt =
√
B =

2n

√(
λ

4π

)4 PT
PR

G2
TG

2
R|ΓL,1 − ΓL,2|2 (3.7)

And rewritten assuming n = 2:

rSHt =
√
B =

(
λ

4π

)√
GTGR|ΓL,1 − ΓL,2| 4

√
PT
PR

(3.8)
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Finally when using the assumptions of antenna gains and ME are all 1, then:

rSHt =
√
B =

(
λ

4π

)
4

√
PT
PR

(3.9)

In equation 3.9, it is clearly visible that improvements in PT
PR

by e.g. +10dB (10x) only results
in a factor 4

√
10 = 1.78 improvement in rSHt .
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Figure 3.9: Range/reach for a monostatic
backscatter system as a func-
tion of link budget
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3.5.2 Bistatic backscatter (multi-hop)

Figure 3.11 shows an FW and BW backscatter channel, with nodes positioned at the same
distances d1 and d2. The only difference then is the reversal of the backscatter communication
channel rr. In this paragraph, a multi-hop analysis is performed for a forward channel (since it
is the most favourable), where it will be distinguished as rMH

t , rMH
r and rMH

d .

E T R E R T
rFWt

rFWd

rFWr

rBWt

rBWd rBWr

d1 d1d2 d2

Figure 3.11: Multi-hop backscatter node communication arrangement

This shows that a backwards channel always requires more range-reach budget. Thereby,
for backscatter radio to facilitate a generic wireless network, the analysis will remain focus on
the backward channel.

Since B = rMH
t rMH

r , it follows that rMH
t = B

rMH
r

and rMH
r = B

rMH
t

. In bistatic backscatter,
it is possible to vary rMH

r and rMH
t independently, in contrast to monostatic backscatter where

rSHt = rSHr . Then range-reach budget (eq 3.5) is substituted, a more favourable scaling of link
budget and range relationship appears:
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rMH
t =

B

rMH
r

=

n

√(
λ
4π

)4 PT
PR
G2
TG

2
R|ΓL,1 − ΓL,2|2

rMH
r

(3.10)

rMH
r =

B

rMH
t

=

n

√(
λ
4π

)4 PT
PR
G2
TG

2
R|ΓL,1 − ΓL,2|2

rMH
t

(3.11)
Then when the same assumptions as in the monostatic backscatter calculation are applied

(n = 2, GT = GR = 1 and ME=1), then:

rMH
t =

B

rMH
r

=

(
λ

4π

)2

√
PT
PR

rMH
r

(3.12) rMH
r =

B

rMH
t

=

(
λ

4π

)2

√
PT
PR

rMH
t

(3.13)

Compared to the result of monostatic backscatter in equation 3.9, it shows a far more
favourable dependency on the link budget: a 4

√ has been replaced by 2
√. Although both formu-

lations also show an extra λ
4π factor, it is reasonable to expect that

√
PT
PR
� λ

4π .
Figure 3.10 shows the (potential) range of a multi-hop compared to single-hop. The maxi-

mum reach rMH
t is plotted against a chosen rMH

r of 3 or 9 meters. The dashed line indicates
the goal reach of 30m. The single-hop trace is the same as from figure 3.9.

The intersection between rSHt and rMH
t occurs at the point where the achievable range of

rSHr becomes equal to rMH
r . This means that multi-hop backscatter can give a reach improve-

ment (rMH
t ), but only under the condition that for the given link budget a single-hop link is also

able to sustain the range of rMH
r . Namely, rSHt < rMH

t can only occur if and only if rSHr > rMH
r ,

where rSHt = rSHr and the same range-reach budget: rSHt rSHr = rMH
t rMH

r = B(PT
PR

).
The graph shows that multi-hop can be used to increase the reach of a backscatter WSN,

however, it must be assured that relatively high link budgets are available. For 3m hop distance
to be beneficial, at least 70dB link budget is required. However, the reach scales far faster in
multi-hop than in single-hop. To achieve 30m reach with multi-hop using rMH

r = 3m, around
90dB link budget is required. Single-hop would require around 110dB, which is 20dB more.

3.6 Node Positioning

Having established that multi-hop can provide either a range or reach improvement over single-
hop, this section will relate the positioning of nodes to the range-reach budget of equation 3.5.

3.6.1 Definitions

Figure 3.11 shows an FW and BW bistatic backscatter channel that can be used to realize
a wireless network. In a BW channel, d1 represents the exciter-receiver distance and d2 the
transmitter-receiver distance.

The following formulations are defined for the reach rt, the range rr and exciter incident
signal rd using d1 and d2, in both FW and BW configurations:

rFWr = d2 (3.14)
rFWt = d1 (3.15)

rFWd = rt + rr = d1 + d2 (3.16)

rBWr = d2 (3.17)
rBWt = d1 + d2 (3.18)

rBWd = rt − rr = d1 (3.19)

Using these formulations, it is possible to show that a BW channel always requires more
range-reach budget than a forward channel:
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rBWt rBWr ≥ rFWt rFWr (3.20)
(d1 + d2)d2 ≥ d1d2 (3.21)

Which is always true when d1 > 0 and d2 > 0. Using this remark, the remaining of this section
will analyze the BW channel since it gives a more pessimistic expectation on the realizable
distances in a backscatter network.

3.6.2 Exciter-receiver distance d1

The reach in a BW channel is defined as rBWt = d1 + d2, which means that d1 is not a direct
representation of the reach. However, for fixed values of d2, then d1 will need to be used such
that the reach can be maximized.

From the formulations, the following equation needs to be solved for d1:

B = (d1 + d2)d2 = d1d2 + d22 (3.22)

Which is equal to:

d1 =
B

d2
− d2 (3.23)

For example, if a tag-to-tag distance of d2 = 3 meters is required while B = 30m2, then the
maximum value of d1 is 30

3 − 3 = 7m. The reach is then d1 + d2 = 10m.
The formula also shows that large values of d1 can be accomplished by increasing the range-

reach budget B, or by decreasing the tag-to-tag distance d2 (range). For example, if B = 60m2

with d2 = 3m, then d1 = 60
3 − 3 = 17m with a reach of d1 + d2 = 20m. This behaviour shows

that the exciter-receiver distance d1 can scale faster than the factor 2 improvement in the RRB.

3.6.3 Transmitter-receiver distance d2

The maximum tag-to-tag distance d2 is dependent on the range-reach budget B and d1. Again
using the range-reach budget formula for the BW channel:

B = (d1 + d2)d2 = d1d2 + d22 (3.24)

Which can be rewritten into:

d22 + d1d2 −B = 0 (3.25)

Solved for d2 (using the quadratic formula):

d2 =

√
d21 + 4B − d1

2
(3.26)

Then, for a range-reach budget of B = 30m2 and a maximum exciter-receiver distance d1
of 7m, then d2 = 3m. It is important to note that d2 does not increase that quickly with B in a
BW channel, due to the value d2 being proportional to the square root of B. For example, when
B = 60m2 and d1 = 7m, then d2 increases to only 5m.
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3.7 Modulation Index

The modulation index is an interesting property in backscatter systems, as it depends on the
node locations and the contributing incident power of the exciter and scattering transmitter in
its definition. This section aims to characterize the minimum modulation index that an ASK
backscatter receiver may observe, as a function of node positions or the range-reach budget.

3.7.1 Definition

The range-reach model is based on using transmit power and receive sensitivity only. However,
from the background study (equation 2.6), the modulation index was found to be[29]:

m(rr) =
1

1 + h(rr)
with h(rr) = 2 · 4πrr

Gλ

√
PRX
PTX

(3.27)

It is assumed that G represents antenna gain(s) to simplify the initial modelling of the mod-
ulation index. Here the formulations of the incident powers at the receiver PRX and transmitter
PTX can be added accordingly:

PTX(rt) = PEL(rt) = PE(
λ

4π
)2

1

rnt
(3.28) PRX(rd) = PEL(rd) = PE(

λ

4π
)2

1

rnd
(3.29)

where PE is the power transmitted by the exciter.
Since the power available at the receiver and transmitter is dependent on the channel lengths

rt, rr and rd, it is possible to find a lower bound on the modulation index for a forward and
backward channel. The loss equations in equations 3.28 and 3.29 are substituted into equation
3.27:

m′(rt, rr, rd) =
1

1 + h′(rt, rr, rd)
with h′(rt, rr, rd) = 2 · 4πrr

Gλ

√
rnt
rnd

=|n=2
8π

Gλ

rrrt
rd

(3.30)

Wherem′(rt, rr, rd) and h′(rt, rr, rd) express the modulation index as a function of the reach
rt, range rr and exciter-receiver distance rd.

3.7.2 Minimum index in forward channel

Using the formulations for an FW channel given in paragraph 3.6, the modulation index for an
FW channel can be expressed using rFWt , rFWr and rFWd with equation 3.30:

mFW (d1, d2) =
1

1 + 8π
Gλ

d1d2
d1+d2

(3.31)

To find the worst positioning of d1 and d2 w.r.t. the modulation index, the following equation
needs to be solved:

min
d1,d2

mFW (d1, d2) = min
d1,d2

1

1 + 8π
Gλ

d1d2
d1+d2

(3.32)

which, when optimizing only d1 and d2, means that the solution needs to be found for:

max
d1,d2

d1d2
d1 + d2

(3.33)

The maximum ratio can be found when d1 = d2. It has previously been observed that the
worst position (in terms of signal strength) for the transmitter is the middle of the channel. To find
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a solution for d1 and d2 while subject to d1d2 = B, then d1 = d2 =
√
B, such that d1 + d2 = 2

√
B

and:

max
d1,d2

d1d2
d1 + d2

=
B√

B +
√
B

=

√
B

2
(3.34)

The result in equation 3.34 is substituted into equation 3.31:

MFW (B) =
1

1 + 4π
√
B

Gλ

(3.35)

WhereMFW (B) expresses the minimum modulation index in an FW channel as a function
of range-reach budget B.

Equation 3.35 shows that the minimum modulation index in an FW channel is a function of
the range-reach budget. As an example, if B = 30m2, G = 1 and λ = 300

434 , then the minimum
modulation index is 0.99%.

3.7.3 Minimum index in backward channel

The minimum index in a backward channel needs additional boundaries to create a practical
lower bound. Namely, from equation 3.30, it can be seen that the lowest theoretical modulation
index is reached when rd = 0, i.e. when the tag is located at the position of the exciter:

lim
rd→0

m′(rt, rr, rd) = 0 (3.36)

However, in a practical WSN it is that rd will have a lower bound due to the placement of
tags. When it is that rd = s, where s is the minimum excite-receiver distance, then it is possible
to find a more usable minimum.

Using the formulations for a BW channel given in paragraph 3.6, the modulation index for a
BW channel can be expressed using rBWt , rBWr and rBWd with equation 3.30:

mBW (d1, d2) =
1

1 + 8πrtrr
Gλrd

=
1

1 + 8π(d1+d2)d2
Gλd1

(3.37)

Where again the minimum modulation must be found:

min
d1,d2

mBW (d1, d2) (3.38)

As by definition of equation 3.5 it is that rtrr = B, the following result can be found for the
minimum modulation index of a BW channel:

MBW (B, s) =
1

1 + 8πrtrr
Gλrd

=
1

1 + 8πB
Gλs

(3.39)

WhereMBW (B, s) expresses the minimum modulation index in a BW channel as a function
of range-reach budget B and minimum exciter-receiver distance s. As an example, if B=90m2,
G = 1 and s = 2λ = 2300

434 = 1.38m, then the minimum modulation index is only 0.0422%
(422ppm). However, for the parking systems, it is more likely that s is in the order of 3m. Thereby
with B=90m2 and s = 3m, the minimum modulation index of a backward channel is 0.092%
(920ppm).
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3.7.4 Comparison

Figure 3.12 and 3.13 show the modulation index as a function of d1 and d2 respectively.
From figure 3.12 it is visible that the modulation index in a forward channel is always greater

than that in an identically placed backward channel. In particular near the exciter, the backward
channel suffers far more than a forward channel.

In addition, figure 3.14 shows the large difference in minimum modulation index for both
channel configurations. Again, the graph highlights that for s = 2λ an unrealistically low mod-
ulation index is calculated for larger range-reach budgets. For a minimum reach of 3m, then a
minimum modulation index of about 0.04% is to be expected.

This value is still incredibly low. For example, Karimi et al. [29] demonstrated an ASK re-
ceiver design that was able to function at modulation indices of 0.6%. The design, however, was
demonstrated using symmetric channels, which did not show the worst-case tag arrangement
possible in a network.
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4 | Node Design
This chapter will perform a design space exploration on the components that can be used to build
an energy efficient backscatter sensor node. The final section will display the block diagram of
the board schematic of this node.

4.1 Node System Architecture

The top-level block diagram of an energy harvesting wireless sensor node is shown in figure
4.1. The functions are described in the upcoming paragraphs.

Figure 4.1: A perpetual wireless sensor node with energy harvesters and backscatter radio

A duplex radio is needed for tag-to-tag communication. The radio consists of a backscatter
transmitter that will be used to send data with the help of the exciter’s carrier tone. A receiver
tailored towards backscatter and low power will be used to receive symbols from other nodes.

The controller will need to perform the translation between (digital) symbols and data pack-
ets. These packets form the basis of typical protocol stacks. Conventional radios focused at
sub-GHz IoT networking have a packet buffer size between 64 and 128 bytes[53], [54].

The sensors used are application specific and have a big influence on design decisions in
for example firmware (e.g. sampling interval, processing, etc.). The goal of this thesis is to
investigate and improve backscatter radio. As a proof of concept, a temperature and humidity
sensor is going to be used.

Although energy harvesting and management is an essential part of perpetual wireless sen-
sor networks, this thesis will focus on improving range and/or decreasing the power consumption
of the backscatter radio.

A hypothetical infinite energy source will be implemented using a standard CR2032 Lithium
battery. The power and energy measurements will indicate of the energy harvester require-
ments.

4.2 Design Space Exploration

This section will offer several design space options to implement the various components as
shown in the system diagram of figure 4.1.

4.2.1 Backscatter transceiver (analog)

The backscatter transceiver allows for tag-to-tag communication while targeting link budgets of
at least 70dB as shown in chapter 3. However, figure 3.10 also shows that for a reach of up to
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20m, a link budget of at least 85dB is necessary. Thereby, if the backscatter transceivers are
paired with an exciter of 30dBm, then a receiver with -55dBm sensitivity is required.

To build an experiment with backscatter tags to characterize the range-reach budget, a dis-
crete low-power ASK receiver will be required. At the time of writing this thesis, there were no
off-the-shelf designs available for this task. The receiver will be designed in conjunction with
the backscatter transmitter.

Non-coherent type receivers based on diode detectors are primarily built when the aim is
a low power receiver with compromised sensitivity, as diode detectors omit the need for active
components such as mixers and VCO’s. The non-coherent property restricts the modulation
types to non-constant envelope based approaches, such as ASK modulation. This will also be
the chosen modulation for this backscatter tag-to-tag communication.

The input of the analog transceiver section is digital (to control the RF switch). The output
of the receiver is a digital signal created with a comparator. The use of a comparator omits
the need for A/D converters, as those add additional power consumption to the system design.
However, the performance may be constrained by noise, in-band interferers and signal ampli-
tude, however, this will be discussed in more detail in chapter 6.

4.2.1.1 Transmitter

The backscatter impedance modulation that is shown in figure 4.1 suggests that a variable
impedance is used. The choice of impedances has 2 axes of freedom: namely resistance and
reactance. In equation 3.5 it was shown that the range-reach budget is proportional to the
magnitude of the reflection coefficient difference. To build the most effective transmitter, the
magnitude of ∆ΓL,i must be maximized.

Daskalakis et al.[16] has shown a backscatter modulator that can accomplish a variable
impedance by using an RF field effect transistor and 5-bit DAC. This design, however, requires
an active DAC, introducing additional complexity and power consumption.

Thereby a programmable load impedance will be realized using an RF switch between the
antenna and an array of impedances. The ME is maximized when ΓL,1 = 1 and ΓL,2 = −1

is chosen (short and open circuit). To combat phase cancellation, the complex reflection coef-
ficients ΓL,1 = j and ΓL,2 = −j will also be needed using a matched inductor and capacitor
load respectively. This requires at least a 4-load RF switch to facilitate the scattering pairs
ΓL,A = (1,−1) and ΓL,B = (j,−j) .

However, as the receiver will also need to be connected to the antenna, which typically will
have a 50Ω impedance, it is necessary for the RF switch to create a bypass connection such
that the receiver can become active.

4.2.1.2 Receiver

The goal of the low power receiver is to receive ASK symbols that are modulated on top of the
strong exciter incident signal. This causes the modulation index to be very low (� 1%) as shown
in chapter 3.

As suggested, a non-coherent diode detector receiver architecture can be used to realize
a low power receiver. Many existing backscatter implementations have looked at "passive"
receivers, where there is no active amplification of the received signal. These receivers are
very low power (<1µW[5]), however, do not have outstanding sensitivity to create sufficient range
(order of -45dBm).
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The sensitivity can be improved by adding gain into the receiver path, as was shown by
Karimi et al.[29]. The choices and effects on the pass-band characteristic will be discussed in
chapter 6. The output of the receiver chain is a digital output,

4.2.2 Power Management

All components will be powered from a single supply voltage of 1.8V. When powered from a 3V
source (Lithium CR2032 coin cell), a linear regulator will dissipate approximately 3−1.8 = 1.2V

times the load current, as it performs constant-current regulation. Thereby only 60% of the
consumed power is used to perform work.

A switched-mode regulator can perform this conversion with up to 90% efficiency. For this
design, the TPS62740[55] switching buck regulator has been chosen, due to its 90%+ efficiency,
but most importantly it’s very low quiescent current of 0.36µA. Thereby a high efficiency is
realized even for the low loads since the part has a static dissipation of roughly 1µW.

The receiver will be powered through a power switch since it will consume a large portion
(up to 36 µW) of the power budget. The TPS22917[56] load switch will be used, as it has a
quiescent current of 10nA. The transmitter RF switch and sensor are not controlled via a load
switch since all of these components have satisfactory quiescent currents of 50 to 100 nA.

4.2.3 Backscatter transceiver (digital) & Controller

The low power consumption of a backscatter transmitter and receiver design puts extra em-
phasis on efficient digital processing. Off-the-shelf WSN sensors are typically built using a
combination of a radio ASIC and microcontroller. The radio ASIC handles the RF and base-
band processing functions and integrates a preamble detector, packet/framing engine and even
built-in CRC checks. The microcontroller can then access the radio registers over a serial bus
to receive or transmit packets. The bitrate of these radio chipsets for IoT is often relatively low
(<1Mbps).

A microcontroller is well suited to the task of wireless sensor networks, because the radio
protocol stack is a large portion of the node’s responsibilities, and often customized to suit the
application. Protocol stacks also rely heavily on control flow.

In addition, static power consumption is also a crucial criterion for battery operation. FPGAs
and CPLDs are outclassed in static power consumption by microcontrollers. The IGLOO nano
series from MicroSemi is a series of small FPGAs (100 to 3000 logic elements) with 2 to 24 µW
power in freeze mode, respectively[57].

A search among other FPGA vendors (Intel, Xilinx and LatticeSemi) did not yield any results
with lower power FPGAs. In contrast, modern microcontrollers typically consume 1 to 2µW of
static power in sleep (with RAM retention and RTC running)[38]–[44].

4.2.3.1 Interfacing with RF transceiver

The output of the receiver is a digital output created by a comparator. The backscatter trans-
mitter requires several digital lines that select the correct load impedance on the antenna. The
microcontroller should measure or create these timed signals for communication.

Microcontrollers contain (multiple) hardware timers which can be used for this purpose. In
case of transmitting, it is possible to create a variant of pulse-width modulation (PWM) such that
different symbols can be transmitted that vary in pulse width (such as in FM0 encoding). The
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PWM can typically be created using the timers programmable time base and compare registers,
which set the pulse width of the output waveform.

The received could be sampled with a fixed period, and then iterated through a software
algorithm that measures the high/low pulse widths for each symbol. However, most micro-
controller timers also have the capability of a capture input, which allows for hardware-based
measurements of the signal high and low pulse widths.

Virtually all modern microcontrollers have the aforementioned capture & compare functional-
ity built into their timer peripherals. Some microcontrollers allow the combination of a sequence
of timer capture or compare events and DMA to even further offload the data transmission &
reception into hardware. Then the CPU is only responsible for encoding or decoding a set of
symbols from the hardware.

4.2.3.2 Part Survey Methods

To narrow down the large selection of available microcontrollers, the EEMBC ULPmark[58]
benchmark has been used as a basis for this survey. EEMBC designs processor benchmarks
for embedded applications. The ULPmark focuses on low power/energy consumption of pro-
cessor plus peripherals, and has 3 different suites[58]:

• ULPmark-CP The Core Profile quantifies the efficiency of duty cycling the processor
between active and sleep periods (including overhead from wake-up latency and peak
power), as well as the efficiency for short computational bursts. Note that "idle", where
oscillators are active but the CPU is clock gated off, is not used in this benchmark.

• ULPmark-CM The CoreMark profile measures the execution efficiency (performance per
Watt or Joule) of the processor. The standard "CoreMark" suite (a set of tasks that ex-
ercises a fixed workload) is run several times, while the energy consumption for those
executions is measured.

• ULPmark-PP The Peripheral Profile measures the peripheral consumption in the absence
of the processor by using the idle mode of the processor. The microcontroller ADC, timer,
SPI and RTC peripherals are used with a low (32.768kHz) and high (>= 16MHz) clock
frequency. This benchmark contains 10 tests that are combined to a single score.

Any low power/energy application can be a combination of all 3 tests, with some applications
having a stronger dependence for 1 test than others. In the case of the low-power sensor node,
the following requirements have been identified:

• The ULPmark-CP primarily quantifies the sleep power consumption and wake-up over-
head. This will not be a good indicator of performance in this application. In active radio
operation, the processor cannot be duty cycled into sleep because a "high-frequency" (HF)
oscillator is required for receiving symbols (timer pulse measurement, DMA). Most micro-
controllers require the system to stay in idle operation to keep an HF oscillator running.
Some microcontrollers offer low-power timers that can operate at the low-frequency clock
domain (32.768kHz), however, these cannot be used in conjunction with DMA.

• The (initial) processing requirements are relatively low due to the bitrate and simple algo-
rithms. Although a good ULPmark-CM score will contribute to efficiency, it is expected to
be a relatively small contributor to the overall energy consumption.
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• Thereby the high duty cycle of the high-frequency oscillator is expressed in the ULPmark-
PP benchmark, making this the primary benchmark to select controllers on.

Table 4.1 enumerates several low power microcontrollers found sorted on the ULPmark-PP
benchmark score (higher is better)[59]. The score is calculated as ULPmarkPP = 10000

Econsumed
,

where Econsumed is the total number of µJ consumed for all 10 tests.
The columns list for eachmicrocontroller it’s CPU core architecture, the ULPmark CP and PP

scores, along with the available amount of memory (FLASH and RAM) and power consumption
(in µW) for different power modes. Bold-faced figures are interpolated using a linear model
Pfig(f) = Pdynamic · f + Pstatic which is based on higher-clocked consumption figures from the
datasheets. Although the power consumption for microcontrollers is rarely linear over the whole
range of clock configurations (e.g. from 32kHz up to 80MHz), however within the same range
(e.g. 1 vs 4MHz from same oscillator source) is typically fairly linear, and thereby a reasonable
approximation.

4.2.3.3 Part Investigation

The ATXMEGA32E5[44] and MSP430FR5969[43] are popular in academic literature due to
their accessible programming tools, learning environment support and excellent documenta-
tion. However, as can be observed from the raw benchmark scores, their power consumption
efficiency is not the best. These controllers often rely on vendor-specific peripheral event sys-
tems such that the microcontroller peripherals can perform more complex tasks while the CPU
remains in deep(er) sleep modes.

The APOLLO2[42] boasts excellent µA/MHz at maximum clock frequency, yielding an ex-
cellent ULPmark-CP score. However, the quiescent current of the oscillator is relatively high,
contributing to a low ULPmark-PP score.

The STM32L011[41] does not feature a very strong ULPmark-PP score, due to the relatively
high power consumption of the internal 32.768kHz oscillator (0.4 µA). The power consumption
of the high-speed oscillator is 0.6µA at 131kHz and 4.5µA at 1.05MHz[41].

From the consumption figures, the STM32L431[40] compares close to the STM32L412[38]
part: however the PP benchmark scores are significantly different. This is presumably because
of the largely different testing conditions and supply voltage. Based on the datasheets of both
parts, their power consumption figures are almost identical. Therefore the STM32L431 has
been chosen due to the richer peripheral set and significantly more memory.

The ATSAML11E16A[39] ULPmark-PP score was published on 1 March 2019, which is 2
months after the choice for the STM32L431 part had been made. The ULPmark-PP subscores
suggest this part could be an even better choice because the subscore for test 9 (which uses
a high-frequency oscillator for timers) was almost two times better than the STM32L412 (29µJ
STM32L412 vs 17.1 µJ ATSAML11E16A).

4.2.3.4 Power optimization & estimation

There are several optimizations which can be utilized to further improve the energy efficiency
of the system. The timer is used to digitize the square wave output of the ASK receiver (pulse
width measurement). The digitized pulses will be moved to SRAM using DMA such that the
CPU can remain off for these transfers.

The high-frequency oscillator must remain active continuously for the timer to operate. To
minimize the active consumption, the oscillator is set at the lowest frequency possible of 100kHz.
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Part Core CP PP FLASH RAM Active Idle Sleep
STM32L412[38] Cortex M4F 247 167 128kB 40kB 198 66 0.5
ATSAML11E16A[39] Cortex M23 280 167 64kB 16kB 214 121 2.3
STM32L431[40] Cortex M4F 253 121 256kB 64kB 203 70 0.5
STM32L011[41] Cortex M0+ 161 82.9 16kB 2kB 248 83 0.97
APOLLO2[42] Cortex M4F 377 54.8 512kB 64kB 239 103 0.94
MSP430FR5969[43] MSP430 124 n/a 64kB 2kB 220 77 0.88
ATXMEGA32E5[44] AVR 80 n/a 32kB 4kB 279 99 1

Table 4.1: Comparison of microcontrollers[38]–[44]. Columns active, idle and sleep figures are
in µW, with fcpu = fsys = 1MHz for active and fcpu = 0Hz, fsys = 1MHz for idle.

The power consumption of FLASH is relatively high. The program could also be run from
SRAM such that the FLASH can be turned off. This optimization is possible on all processors
except for the ATXMEGA32E5, as this processor is a Harvard architecture. The other micro-
processors are a modified Harvard machine, where the instruction memory bus can access the
SRAM memory through the AHB cross-bar.

The STM32CubeMX design tool[60] has been used to extract a design-time power consump-
tion estimate of the microcontroller. The overall system consumption can be estimated when
combined with the RF transceiver power consumption and buck regulator efficiency. It is esti-
mated using that the active and idle power consumption of the microcontroller is 43 and 24µW
respectively.
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5 | Backscatter Transmitter
This chapter will discuss the design and unique problems found in backscatter radio. First,
the basic concept of amplitude and phase modulation is described using load impedances.
Then, the aliasing of the modulated signal with the exciter is described, to explain how PSK
modulation can be used with an ASK receiver in backscatter. The aliasing is then used to
repeat the background of phase cancellation, and why a tag-to-tag radio must be equipped with
countermeasures.

5.1 Backscatter Modulation

5.1.1 Amplitude and phase modulation

Figure 5.1 shows the Smith chart of amplitude modulation. The chart contains 2 impedances
ZL,i, where 1 is matched to the antenna impedance ZA (ZL,1 = ZA,ΓL,1 = 0) and one is
unmatched with a short circuit (ZL,2 = 0Ω,ΓL,2 = −1).

When ΓL,1 = −1 and ΓL,2 = 1 (or with complex impedances, ΓL,1 = j and ΓL,2 = −j) is
used, then a BPSK modulation output is created. This is shown in figure 5.2. The use of this
modulation pair is attractive since the ME is 4 (modulation efficiency), which should result in a
more effective scattering.

Figure 5.3 shows a QPSK modulation system. Jumping from ΓL,i = −1 to ΓL,i = ±j will
result in a 90-degree phase shift of the reflected incident wave since the mismatch transitions
from a resistive (ZL = 0,ΓL,i = −1) to an inductive (ΓL,i = j) or capacitive (ΓL,i = −j) state.
Since 4 of these points can be defined with a 90-degree difference of each other, a QPSK
constellation can be created. However, the ME in the QPSK example is only 2.
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Figure 5.1: Example of an ASK modula-
tion pair with ME=1.
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Figure 5.2: Example of a BPSK modula-
tion pair with ME=4.

5.1.2 Aliasing of BPSK modulation

The receiver sees a combination (superposition) of the exciter and the scattered signal. In ASK
modulation, a non-constant envelope signal is scattered back to the receiver which intuitively
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Figure 5.3: 1 constellation of QPSK
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Figure 5.4: Example of a carrier and reflected signal using ASK modulation. Left shows the
individual signals, right shows the addition of them at a receiver

can be detected. In BPSK, the receiver normally observes a constant envelope signal, where
the signal is in phase or out of phase with the carrier.

However in conventional radio, typically carrier suppression is performed. The reasons are
twofold: first, the PA of the transmitter should not waste power on transmitting the carrier tone
which contains no information. Secondly, the carrier can be seen as a large in-band interference.

Figure 5.4 and 5.5 show the ASK and BPSK modulations (green) in combination with the
exciter tone (red). In ASK, the signal is scattered in-phase, resulting in an addition of the waves’
amplitudes at the receiver. After cycle 4 a matched impedance is connected, reducing the
scattered signal to zero, thereby leaving only the carrier signal at the receiver.

In the BPSK example, the same situation occurs in cycle 0 to 4. After that, the signal is scat-
tered completely out-of-phase. This results in subtraction of both amplitudes at the receiver. The
receiver observes a twice as big amplitude difference. This process makes BPSK modulation
usable even with ASK receivers.

5.1.3 Phase cancellation

The previous section assumed that the signals are either perfectly in-phase or out of phase.
However, phase shifts may be introduced at various places, such as a transmission line or time
of flight in the communication channel.
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Figure 5.5: Example of a carrier and reflected signal using BPSK modulation. Left shows the
individual signals, right shows the addition of them at a receiver

This arbitrary phase offset can result in a complete cancellation of the exciter and scattered
wave. An example would be when the signal is offset by π

2 , leading to the addition of sine and
cosine, where intuitively cos2(x) + sin2(x) = 1. The observable amplitude and phase change
observable is almost negligible.

Figures 5.6 and 5.7 shows this effect for ASK and BPSK modulation respectively. In this
case, the scattered signal has been changed from a sine to a cosine function, effectively intro-
ducing a π

2 phase shift. This problem is called phase cancellation in the literature.
To mitigate these effects, the channel properties must be known such that any backscatter-

ing can be performed using either a modulation pair that scatters in-phase or as a quadrature
variant[19]. Shen et al.[20] showed mathematically that the phase shift of π2 is most effective at
reducing the effects of phase cancellation.
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Figure 5.6: Phase cancellation with ASK modulation. Here a sine-wave exciter and cosine
scattered signal are added, resulting in almost complete cancellation.

5.2 Transmitter Design

Figure 5.8 shows the Smith chart of the transmitter. The transmitter will be realized with a multi-
pole switch, which can connect the antenna to different load impedances, as is depicted in figure
5.9. The red line indicates the scattering pair ΓL,A, and blue the scattering pair ΓL,B. The green
dot indicates the switch connected to the receiver.

The required load impedance can be calculated using[13]:

ZL,i = Za
1 + Γ

1− Γ
(5.1)
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Figure 5.7: Phase cancellation with BPSK modulation. Here a sine-wave exciter and cosine
scattered signal are added, resulting in almost complete cancellation.
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Figure 5.8: 2 scattering pairs (red, blue)
and receiver (green).

Figure 5.9: Block diagram of the
backscatter transmitter

with Za = 50 + 0jΩ. The ZL,i for each ΓL,i are listed in table 5.1. The component values have
been calculated using ZL = jωL and ZC = 1

jωC with ω = 434 · 106 · 2π:

ZL = 50j = j · 434 · 106 · 2π · L =⇒ L = 18.336nH ≈ 18nH (5.2)

ZC = −50j =
1

j · 434 · 106 · 2π · C
=⇒ C = 7.334pF ≈ 7.3pF (5.3)

5.3 Component schematic

The impedance switching as depicted in figure 5.9, requires an RF switch that can load the
antenna with 5 different impedance levels. This is possible by using a 4-pole RF switch which
an enable signal, where a disabled reflective switch will create an open circuit impedance state
(Z4 of table 5.1).

The switch must have switching times that are sufficiently quick to modulate symbols at 1 to
10 kHz, thereby introducing a requirement that the switching times of the switch are far smaller
than 100µs (10kHz).

Only the Analog Devices ADG904-R[61] was found to satisfy the following requirements:
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Zi ΓL,i ZL,i Component
Z1 −j −50jΩ 7.3pF RF capacitor
Z2 j 50jΩ 18nH RF inductor
Z3 −1 0 Ω 0Ω resistor / jumper to ground
Z4 1 ∞Ω Open circuit
Z5 0 50Ω SAW filter of receiver

Table 5.1: Load impedances for the backscatter transmitter.

• Single pole 4 taps (SP4T) RF switch

• Reflective ports (no termination)

• >434MHz -3dB bandwidth

• Fast (�100µs) switching times

• Operable at any point between 1.8V
to 3.0V

• Low quiescent power (<10 µA)
Figure 5.10 shows the schematic of the backscatter transmitter. The mapping between the

block diagram and pins on the schematic do not match, as the pin selection has been optimized
for board layout. Pin RF3 is used for the receiver. Components marked as "DNP" indicate Do
Not Place (leave open).

Figure 5.10: Schematic diagram of ADG904-R based switch circuit used as a backscatter trans-
mitter and signal bypass for the receiver.
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6 | Low power ASK receiver
6.1 Block Diagram

The signal path of the receiver is shown in figure 6.1. The antenna is connected through the
backscatter transmitter, but the transmitter has been omitted in this diagram for simplicity. The
receiver input acts as a 50Ωmatched input for the antenna, which could be used as a backscatter
load.

The antenna signal is first filtered through a SAW filter, to attenuate out-of-band signals and
select the 433.92MHz band. The signal is then demodulated using a square law detector, which
passes only the envelope of the RF signal (removing the carrier). The signal is band-pass filtered
to only keep the symbol frequencies. The signal is then amplified using the programmable
gain amplifier (PGA), which can be controlled digitally via the microcontroller. The PGA has a
switchable gain and band-pass frequency response.

The PGA output signal is put into a symbol decision circuit. The circuit decides which symbol
is being received by comparing the instantaneous and averaged PGA output. The symbol output
is a digital output which can be decoded further into bits and packets using the microcontroller.

Figure 6.1: The architecture of ASK low power receiver

6.2 Circuit Design

A more detailed schematic diagram of the receiver is shown in figure 6.2. The band selection
filter is implemented using a SAW (surface acoustic wave) filter. These filters have some inser-
tion loss (several dB), however,offer a very sharp roll-off for signals that are outside the band.
This is necessary since the square law detector does not have selectivity.

The impedance of the antenna, SAW filter and detector diode ports are impedance matched
to optimize for maximum power transfer. SMA-style antenna’s and SAW filters are typically avail-
able in 50Ω variants, where some custom or PCB style antennas may have varying (complex)
impedances. The impedance of the detector circuit is however,hard to quantify since it con-
tains a non-linear demodulation diode. It has been chosen to add an LC tank, which output
impedance is matched to allow maximum power transfer for the weakest input signal.

The output of the diode detector is then filtered using 2 combinations of R-C filters. A low-
pass filter is created using R3 & C2 and a high-pass filter is created using R5 & C3. The opamp
is biased through R5 at Vbias =VDD /2 = 0.9V .

The opamp circuit is a modified non-inverting voltage amplifier. The feedback path through
R1 has been modified with the addition of an AC coupling capacitor. This makes the opamp
circuit a voltage-follower for DC signals, however,it has a set gain for the pass-band and then
have the gain roll-off due to the finite gain-bandwidth product (GBW) of the opamp.
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The ratio of the R1 and R2 will set the gain of the amplifier and thereby the low-pass -3dB
of the pass-band. The high-pass -3dB frequency is set using R1 and C1. Since R1 + C1 are in
series and connect to ground, it is possible to add a second parallel circuit with a different R+C
time constant. Since R1 is involved in setting the gain (which sets the low-pass frequency) and
the high-pass frequency, it is possible to program the pass-band using a parallel R′1 +C ′1 circuit
and a signal transistor (MOSFET).

Figure 6.2: Circuit schematic of ASK low power receiver

6.2.1 Envelope Detector

A square law detector element is used in this design, which detects the amplitude envelope of
the RF signal. In literature, the Qualcomm HSMS-285x[62] and HSMS-286x[63] series of RF
detector diodes are very popular for their nominal 50mV/µW voltage sensitivity.

The diode tangential signal sensitivity (TSS) specifies the sensitivity at which the output
SNR is 8dB[64]. The noise equivalent power (NEP) of a detector diode is typically modelled as
a resistor Rj (the dynamic impedance), where the value of Rj = ∂VD

∂ID
= NvT

IS+IB
[62], and depends

on the diode saturation current IS (fixed) and biasing current IB. The TSS can be calculated
using[64]:

PTSS =
2.5
√

4kTRjBv

γ
(6.1)

where
√

4kTRj is the noise equivalent power (NEP) of Rj (Johnson-Nyquist noise), Bv is the
video bandwidth (typically specifications assume 2MHz), and γ is the voltage sensitivity per
power (V/W).

TheHSMS-285x series has anRj = 8829Ω and a specified TSS of -57dBm forBv=2MHz[62].
For 1kHz bandwidth, the TSS should theoretically decrease to -74dBm. At 10kHz bandwidth, the
TSS increases to -69dBm. The HSMS-286x series is better suited at higher frequency bands,
however, it has an Rj = 529kΩ. Although this impedance can be lowered with bias current, this
will require extra quiescent power. Without bias, the HSMS-286x series has a TSS of -65dBm
at 1kHz and -60dBm at 10kHz.

6.2.2 Opamp 1/f noise mitigation

For extremely low-bit rate ASK receivers, the pass-band of the amplifier will be well into the 1/f
input voltage noise density curve. The high amplification of this 1/f noise results in a very high
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noise at the output, and defeats the purpose of using lower bandwidths with higher gain in the
amplifier.

Appendix A presents an analysis of receiver noise performance. It was shown that the
opamp voltage noise contributes significantly to the output noise, and it is an important selection
criterion for the chosen opamp in the circuit. A so-called chopper operational amplifier can be
used to mitigate most of the 1/f flicker noise.

A chopper opamp performs an internal chopping operation twice, such that the input spec-
trum is mirrored around fchop, effectively putting DC signals nearby fchop. The chopping is
performed once more after amplification to put fchop back to DC. The added flicker noise by the
internal high-gain amplifiers will be present at fchop in the output. Since fchop can be far outside
the band of interest, it can be suppressed sufficiently with a 1st order low-pass filter.

Chopper amplifiers typically have extremely low DC offset voltages, high open loop gain and
little 1/f noise (i.e. flat noise density curve).

6.3 Circuit Analysis

The complete analysis (including small-signal linearization, transfer functions and noise perfor-
mance) can be found in appendix A. The performance analysis section will take the results from
this appendix as a base to predict and quantify the performance of the receiver.

6.4 Part Choice

6.4.1 Opamp Comparison

The performance of a wide selection of op-amps has been predicted using aMathematica script.
The script performs a circuit simulation according to the model (available in appendix A). The
model incorporates the filter dimensioning & noise models.

For each available design using a particular opamp and bitrate, an expected sensitivity is di-
mensioned. This sensitivity is then used to calculate an RRB using equation 3.5. The expected
power consumption of each part is also available using the datasheet typical power consump-
tion. The opamp is expected to drive a high impedance load (� 100kΩ), so it is not necessary
to incorporate the load impedance in the power consumption.

The power consumption of each design also incorporates the expected power consumption
of the STM32L431microcontroller[40], which will is expected to consume 30µWwhen running at
a clock speed 100kHz. This clock speed should be sufficient to implement the digital baseband
processing functionality. For more details see chapter 7.

A figure-of-merit has been used that measures the trade-off between sensitivity and power.
The FOM takes the reciprocal of RRB and power and is defined as FOM = B

P , where B is in
m2 and P in µW.

Tables 6.1 to 6.4 show an overview of all opamp parts that were considered in this cal-
culation. Part selection is based on the parametric search engines of analog semiconductor
suppliers TI, Maxim, Analog Devices, Microchip and STMicroelectronics. Over 25 parts have
been investigated with current consumption up to 30µA at 1.8V. The calculated range-reach
budget is calculated using f = 434MHz and an exciter power of 20dBm (100mW).

As can be seen from the tables, the TLV333 is not the best part for any chosen symbol fre-
quency. However, it’s performance remains fairly consistent in the top 4 rankings of all reviewed
parts, making it an excellent choice for an experimental backscatter node platform.
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Rank
Part

Power
Sensitivity

R
R
B

FO
M

1
LTC

2066
36.5

-69.0
85.6

2.35
2

TLV379
30.2

-66.3
62.6

2.07
3

TLV333
53.6

-69.8
93.8

1.75
4

ADA4051-1
50.0

-68.9
84.1

1.68
5

ISL28133
55.4

-69.2
87.1

1.57
6

LM
P2231

41.0
-66.4

63.5
1.55

7
N
C
S333

60.8
-69.1

85.8
1.41

8
O
PA193

77.0
-69.6

91.7
1.19

9
TSZ121

78.8
-69.7

92.6
1.17

10
ADA4505-1

39.2
-61.4

35.5
0.91

11
M
C
P6421

32.9
-59.8

29.5
0.90

12
LT6000

46.4
-62.7

41.1
0.89

13
AD

8505
52.7

-63.0
42.7

0.81
14

N
C
S20091

59.0
-63.5

45.1
0.76

15
O
PA317

60.8
-63.3

44.1
0.73

16
N
C
S325

60.8
-63.2

43.7
0.72

17
M
AX4240

48.2
-56.2

19.6
0.41

18
M
C
P6231

59.0
-55.9

19.0
0.32

19
TSV711

41.0
-50.1

9.63
0.23

20
M
AX9914

59.0
-48.5

8.06
0.14
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6.4.2 Passives

All passives are chosen to create the smallest possible pass-band for the receiver. For the circuit
depicted in 6.1, it has been chosen that R3 = R4 = 100kΩ, R5 = 200kΩ C2 = C3 = 18nF ,
C4 = 100nF , R2 = 348kΩ and the pairs of R1, C1 are 1kΩ / 680nF for 1kHz bitrate, and 10kΩ /
6.8nF for 10kHz bitrate.

6.4.3 Performance

Tables 6.5 and 6.6 show the overall noise calculation for 1kHz and 10kHz bit-rates respectively,
while using the HSMS-285B detector[62] diode and TLV333 amplifier[65]. It can be seen that
the noise floor of the circuit increases by a factor of

√
10 for a 10x higher gain factor.

Part Flatband Density σout (mV)
HSMS-285B 12nV/

√
Hz 0.167

R3 41nV/
√
Hz 0.0513

R5 41nV/
√
Hz 0.166

vn opamp 55nV/
√
Hz 0.763

in non-inv 100fA/
√
Hz 0.032

in inv 100fA/
√
Hz 1.30 E-3

R1 4.1nV/
√
Hz 1.05

R2 76nV/
√
Hz 2.98 E-3

R4/C4 41nV/
√
Hz 0.2 E-3

Total 1.56

Table 6.5: Noise contributors in TLV333-
based PGA tuned for 1kHz

Part Flatband Density σout (mV)
HSMS-285B 12nV/

√
Hz 0.052

R3 41nV/
√
Hz 0.016

R5 41nV/
√
Hz 0.052

vn opamp 55nV/
√
Hz 0.240

in non-inv 100fA/
√
Hz 0.002

in inv 100fA/
√
Hz 0.412 E-3

R1 1.3nV/
√
Hz 0.319

R2 76nV/
√
Hz 9.0 E-3

R4/C4 41nV/
√
Hz 0.2 E-3

Total 0.406

Table 6.6: Noise contributors in TLV333-
based PGA tuned for 10kHz

6.4.4 Comparator Hysteresis

The comparator hysteresis level is chosen depending on the noise level. For example, if an
SNR of 10dB is desired to keep the BER sufficiently low, then the worst noise magnitude is
taken and increased with 10dB. In this case, a hysteresis of approximately 8mV is needed to
accommodate the 1kHz and 10kHz receiver modes with the same comparator.

The sensitivity at 1kHz and 10kHz can then be estimated as follows. It is given that the com-
parator needs 8mV amplitude to detect a symbol and that the (nominal) conversion gain is 350x
and 35x for 1kHz/10kHz respectively. This gives a minimum input voltage amplitude of 23 to
229 µV. According to the HSMS-285B[62] datasheet and assuming a modest voltage sensitivity
of 30mV/µW (50mV/µW advertised), then a sensitivity of -54dBm / -44dBm for 1kHz/10kHz can
be expected.

It is important to note that if a receiver is built which is dimensioned only for 10kHz, then a
comparator hysteresis of only 2.5mV (

√
10 smaller) is needed. The sensitivity of the receiver

at 10kHz is then -49dBm, which is 5dB (=
√

10) better than the receiver with bitrate switching
capability.

6.5 Bitrate efficacy on sensitivity

Having established that lowering the bitrate significantly improves the sensitivity of a receiver
given the right circuit design, it is possible to investigate to what limits these modifications can
work. From the previous analysis, it is possible to define 3 constraints which limit the sensitivity
of a receiver when it is specifically tuned to a particular bitrate:
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• GBW:A higher bit-rate receiver requires more bandwidth, but also sufficient gain to amplify
the incoming input signal such that it is sufficient to surpass the hysteresis level of the
comparator.

• Circuit Noise: If the bitrate and thus bandwidth is lowered, then it is possible to exploit
more gain an opamp (given constant GBW). However, at some point, the circuit noise will
dominate over the amplified signal and the SNR becomes insufficient. A required SNR of
10dB is considered in this analysis.

• AV OL: All op-amps have a specified open-loop voltage gain. Typically op-amps are used
with gains where a highly linear amplifier is realized with insignificant residual errors. At
extremely low bitrates (e.g. 10Hz) the desired gain introduces a limitation. An upper bound
for the voltage gain of the PGA is set at AV OL/50, where a factor of 50 is chosen such
that the part has sufficient loop gain left to provide an accurate output.

Figure 6.3 shows the sensitivity for various bitrate tuning (x-axis) of the diode detector and
PGA. As was described, the comparator hysteresis has been chosen such that an SNR of 10dB
remains when the amplifier is configured to operate at 1kHz. This is visible in the plot since the
GBW limit (i.e. not enough signal amplitude for reliable detection) becomes the bottleneck at
1kHz.

If a lower comparator amplitude is chosen, then the GBW limit line will move downwards,
which could suggest a similar sensitivity at 1kHz while yielding a better performance at 10kHz.
However, in that case, many false glitches will be detected due to noise.

The black line indicates the "worst-case" of all 3 regions. Since the slope (in the logarithmic
domain) of the GBW limit is constant, the efficacy of the programmable bitrate design is also
constant. For a given distance, in this example factor 10 was chosen, an equiproportional gain
in sensitivity (10dB) is achieved, which translates to an increased range-reach budget of

√
10.

Choosing an even lower bit-rate design requires different gain values (which is modelled
in this graph), but also a different comparator threshold (not modelled in the graph). With the
comparator threshold, the GBW limit boundary will shift accordingly. Overall, the performance
can then improve by 5dB per decade, up to the AV OL limit.
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Figure 6.3: Symbol rate versus predicted sensitivity, with comparator hysteresis set to 8mV.
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7 | Radio Firmware
The microcontroller will handle all digital functions for the radio; this includes the physical layer
and upwards in a standard OSI model. Thereby it puts requirements on processing raw symbols
from the analog receiver to bits, communication packets and application-specific tasks.

7.1 Software Architecture

Figure 7.1 shows an informal representation of the firmware architecture. The arrows indicate
which modules are called by other software modules. The following distinct layers are visible:

Figure 7.1: Informal graphical representation of firmware architecture

• CMSIS driver package The manufacturer ST supplies a supplementary driver package
called the "Cortex Microcontroller Software Interface Standard" (CMSIS). This software
package provides C functions, such as initialization and using peripherals, for the par-
ticular microcontroller series and model. All other blocks (BSP and above) are custom
firmware of this thesis project.

• BSP The Board Support Package provides C/C++ functions for the sensor application
and radio network stack to make use of the available hardware. The BSP hides hardware
implementation specific code, thereby allowing interchangeability between hardware im-
plementations or even environments (PC simulation).

• Radio Stack The current radio stack covers 3 layers:

– Radio Phy The physical layer accepts blocks of (half) symbols from the DMA trans-
fers and decodes these into bits, finds synchronization (preamble) and performs CRC
checking on complete packets. In transmit, it takes a raw packet and encodes it into
symbols, while including CRC, preamble and synchronization.
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– Radio Data Link The data link assists in CRC checking, provides packet buffering
and contains finite state machines (FSM) for the physical layer. In later revisions, this
layer will also be responsible for MAC functions.

– Radio Network Layer In the context of multi-hop routing, this layer will decide if a
received packet needs forwarding or processing by the sensor application.

• Sensor Demo Application The demo application will periodically poll the radio stack for
packets. If needed, it can access the BSP to sample the Si7034 temperature & humidity
sensor and transmit this information using the radio stack.

In the remaining of this chapter, a top-down description will be given starting at the radio
data link layer. For a complete proof of concept of the intended sensor application, the network
(multi-hop routing) and sensor demo (sampling, gateway, etc.) must also be implemented. This
is, however, due to time constraints, outside the scope of this thesis.

Experiments will thereby test the range and reach improvement of a single tag-to-tag link
only, as was analyzed in chapter 3.

7.2 Radio Physical & Data Link

7.2.1 Tight Coupling

In the current implementation, the data link and physical layers are tightly coupled. The reason
for this tight coupling is because symbols are to be processed in blocks as captured by the DMA
hardware.

DMAwas chosen since it can reduce the power consumption of the firmware implementation.
This is because of reduced overhead from interrupts entry & exit (CPU cycles ’wasted’ on stack
pushing and popping). In addition, when the radio routines are waiting for a DMA transfer to
complete, the CPU can be used for other tasks or turned off, causing the device to enter a power
efficient state (sleep/idle) faster.

On the downside is that DMA may increase the latency depending on the DMA block size
and processing requirements.

The choice for using DMA at an early stage does complicate the proof-of-concept radio
processing routines. However, by investing time early into a more optimized implementation, it
can be avoided that the software architecture must be redefined at a later stage of the project.

7.2.2 FM0 Encoding

FM0 is a line encoding scheme used to remove DC bias in the transmitted symbols. The "low"
or "high" time should be about one half on average; regardless of whether a continuous stream
of 1s or 0s is sent.

Figure 7.2 shows an example of FM0 encoding. Each bit period toggles the current symbol
value. However, a ’0’ has an extra toggle at half of the symbol period.

Each bit now requires 2 symbols to be sent: either a single (stretched) toggle for a ’1’, or
2 successive toggles. The encoding is also level insensitive, since flipping the symbols won’t
corrupt the data.
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Figure 7.2: Example of a few bits encoded in FM0

7.2.3 Radio Frames & Packet definitions

The data link layer communicates with the network layer using small packets. Table 7.1 shows
the structure of a data packet. The packet contains a small header of 4 bytes and a variable
size payload.

The length field indicates the size of the complete packet, including the header, making that
the payload size n is length − 4. Thereby the length value must be between 4 and 4 + nmax,
where nmax is the maximum packet size allowed due to fixed buffer sizing (32 bytes in this
implementation).

The header contains source and destination fields for basic routing functionality. Further,
the packet contains a checksum by using a CRC with polynomial B7h.

In the data link & physical layer, the translation is performed between frames and packets.
A frame encodes information in an array of pulse lengths, alternating between an indication of
the high and low time. The high/low times thus describe an FM0 symbol, where 1 long pulse
indicates a "1" and 2 short pulses indicate a "0" (matching figure 7.2). Table 7.2 shows an
abstract representation of the fields in a frame. A frame also contains a preamble and unique
ID, which are used by the receiver to synchronize with the data transmission.

The high and low pulse width times are measured by a hardware timer, which is abstracted
inside the BSP layer. A frame symbol value is equal to the number of clock ticks of the hardware
timer, after which it must toggle its output. Likewise, for receiving, an input toggle event will be
used to capture the counter value of the timer, which is the measurement of the pulse width.
The exact implementation of the STM32L431 timers is described in the BSP section.

The radio phy requires interaction with the BSP to know what clock frequency the timer
peripheral counts at, such that it can determine the required pulse widths for short and long
pulse duration. The calculation of the short and long pulse duration is as follows:

long =
ftmrclk
bitrate

(7.1)

short =
long

2
(7.2)

With ftmrclk = 100kHz, bitrate = 1kHz, then long = 100 cycles and short = 50 cycles.

7.2.4 Transmitter Implementation

Algorithm 1 shows the procedure for FM0 encoding. The algorithm shows that first the preamble
and synchronization bytes are encoded. After that, each byte of the packet is processed and
turned in ’short’ and ’long’ symbols. These symbols indicate the pulse width of a zero or one
that is sent.

Figure 7.3 shows a graphical representation of a packet to be transmitted as a frame. The
rectangle colours indicate the field of a packet to be encoded. During encoding of a frame, the
preamble and synchronization ID are prepended. A packet is always encoded one-to-one into
a frame representation, meaning that the frame buffer must be sufficiently sized to contain the
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Field Type Contents
Length uint8 n = length− 4

Src uint8 node ID
Dst uint8 node ID
CRC uint8 checksum
Payload uint8[n] data

Table 7.1: Memory structure of a data
packet

Field Type Contents
Preamble uint8[..] [F0h, ...]
Sync uint16 2DD4h
Length uint8 n = length− 4

Src uint8 node ID
Dst uint8 node ID
CRC uint8 checksum
Payload uint8[n] data

Table 7.2: Abstract representation of a
frame

worst-case size of a packet. An EOF (End of Frame) is inserted by keeping the transmit output
constant for multiple symbol periods.

The maximum size of a packet is 36 bytes: up to 32 byte payload and a 4 byte header. In
addition, a 2-byte synchronization ID and a (configurable) 4 byte preamble are added. This
results in a total of 42 bytes for 1 packet.

The payload and header length is based on existing industry radio chipsets, such as the
CC110L[54], which has a similar configuration. The datasheet of this chipset recommends a 4
byte preamble, 2-byte or 4-byte synchronization word, single byte node addressing and supports
packets up to 64 bytes in total (including header etc.)

A zero symbol is represented using 2 pulses in the FM0 line encoding scheme. Therefore a
total of up to 16 pulses must be stored for each byte. If a peripheral clock frequency of 100kHz
is used in combination with a 100Hz bit rate, then the longest time duration of an edge is in the
order of 10ms and requires a 16-bit time resolution measurement. Thereby each pulse will be
stored as a 16-bit unsigned integer. The total size cframe is then:

cframe = (32 + 4 + 2 + 4) · 8 · 2 · 2 = 1344 bytes (7.3)

This is a significant memory overhead for using DMA since 1344 bytes is an expansion of
37.3x compared to the size the original 1 packet. The overhead could be reduced by encoding
a packet over multiple frames as is needed when time progresses, rather than performing the
encoding step in 1 burst.

7.2.5 Receiver Implementation

7.2.5.1 Finite State Machine

Algorithm 2 shows the basic procedure for FM0 decoding. The algorithm accepts a block of
symbols (pulse widths) and translates these into bits (for synchronization) and eventually a
complete packet.

The algorithm does not show implementation details of preemption, that were required when
processing is performed without the aid of a preemptive RTOS. Preemption is necessary as the
packet may span across multiple frames. This behaviour is shown in figure 7.3. The frame size
cframe has been set to support the maximum size of a frame. Thereby in an ideal case, the
same symbols have been transferred using DMA into the buffer and can be parsed starting at
index zero.

However, due to interference or bit errors (insufficient SNR), the receiver buffer might contain
"garbage" symbols (shown in red as interference) before the actual packet that was transmitted.
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Figure 7.3: Ideal packet and frame translation, versus additional noise.

Then it is required that synchronization is first established by making use of the transmitted
preamble and synchronization word.

The synchronization word has been added, such that the preamble can of variable size. The
receiver looks for a combination of a 2 byte preamble and a 2 byte synchronization word. The
transmitter, however, transmits 4 bytes of preamble, such that old hardware state of the radio
front-end is "flushed" first.

To support preemption of the radio algorithm, the receiver contains a state machine along
some additional state variables to support the parsing across 2 frames. The finite state machine
has 3 phases of decoding:

• Synchronization The received symbols are decoded and appended to a shift register.
Once the shift register matches a magic word (a combination of preamble and synchro-
nization bytes), then the next state is entered which will decode the rest of the packet.

• Header (Length) The first byte of the header contains the packet length, which is neces-
sary to determine how many bytes should be received by the decoder. The length byte
is checked for lower and upper bounds (4 < length < 4 + 32). Once successful, it pro-
ceeds to the packet state. If the length is out of bounds, then the synchronization phase
is entered.

• Packet All bytes are read from the frame symbols. Once received, the CRC is computed
by the BSP driver (hardware acceleration) and checked with the transmitted CRC of the
packet. If the checksum fails, the packet is rejected silently. If it succeeds, the packet will
be handed over to the network layer.

If the state machine is called when a partial or complete frame has been received by hard-
ware. A complete frame is defined as when the DMA has filled the complete buffer that was
allocated for the reception. A partial frame could occur when an EOF (end of frame) event
occurs, which is when a symbol timeout occurs of 10 symbol periods.

7.2.5.2 Preemptive Decoder & Decoding Granularity

The difficulty with parsing symbols (but also bytes) across 2 frames, is that support must be
added for preemption of the decoding in the first frame, such that it can be resumed in the
second frame.

Figure 7.4 shows a potential case of data corruption when this is not properly implemented.
In this case, frame 0 contains 8 line symbols, where an "S" sample denotes a short pulse be-
tween pin toggle, and "L" denotes a long pulse. In FM0, a single long pulse denotes a "1" symbol
value, while 2 short pulses denote a "0" value.
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The decoder assumes that if a short symbol is observed in the list, that the next symbol must
also be short (otherwise a bit error would occur), and thereby it is a reasonable optimization to
skip the second "S". This is shown in figure 7.4, where the decoder starts at decoding at index
1 of frame 0, then jumps to index 3 and then 5. At index 5 a long pulse is sampled, so only
a single jump is made to index 6. The decoder then jumps to index 8, and finally to index 10.
Index 10 is out of bound of the buffer, indicating that decoding of this frame has completed.

However, symbol 8 of frame 0 and symbol 1 of frame 1 are 2 short pulses that belong to the
same FM0 symbol. This means that incorrect parsing occurs if the decoder resumes at index 1
of frame 1 since it incorrectly skips over the "L" at index 2 of frame 1. A correct implementation
is shown in figure 7.5 where the "half" symbol status of frame 0 is copied over to frame 1 at index
0. This index 0 is a virtual index, which is not filled by hardware but is rather over provisioning
which the decoder can use to move leftovers from frame 0 into.

Figure 7.4: Incorrect half FM0 symbol decoding

Figure 7.5: Correct half FM0 symbol decoding

The concept of over-provisioning is also explained in figure 7.6, but with the application of
larger granularity decoding. To minimize the number of cycles spent per decoding of an FM0
symbol, it has been chosen to support 2 levels of decoding granularity: on a bit or byte level.

In the synchronization phase, it is not yet known at which symbol a new byte starts, so it is
necessary to perform a bit level sampling of the symbol buffer until the synchronization word
has been found. At this point, it is possible to decode a whole byte at once. By decoding 8 bits
at once, as was also shown in algorithm 2, the compiler can unroll the decoding loop for 8 bits,
and perform optimizations on a bit level (such as hardcoded bit and buffer indexing).

Additionally, only 1 buffer underflow check is performed per byte, further reducing the num-
ber of cycles spent per byte. This then also ties into the over provisioning requirement: if it has
been detected that a buffer underflow can occur when 1 byte is read at once, then basically a
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similar situation of a "half" symbol occurs as shown in figure 7.4 and 7.5. In figure 7.7, it is then
shown what happens if a byte is split in half across frame 0 and 1: the decoder will recognize
the buffer underflow, and move the leftovers to the over-provisioning space of frame 1. When
the decoder is then called for frame 1, it can now successfully decode the leftovers from frame
0.

To ensure that this preemptive decoder works under all these optimization and mitigation
techniques, a series of unittests (testbenches) has been written using theGoogleTest unit testing
framework. These unit tests were then run on a workstation PC, such that an exhaustive sweep
of all possible frame offsets can be verified to function correctly.

Figure 7.6: Incorrect preemption decod-
ing

Figure 7.7: Preemption decoding support

7.3 BSP

7.3.1 Timer & DMA

The radio functions are implemented using one of the STM32L431 hardware timers. Timer
peripherals at their basis have an up- or down counter, which is clocked at (an integer fraction
of) the peripheral or system frequency. The current timer value can be used to compare against
fixed values using a compare match module (e.g. to generate a PWM). A timer also features
capture channels which can be used to measure the time(span) of rising and/or falling edge.

The STM32L4 timer contains various counting modes. The standard mode is a upcounting
timer with period/autoreload. In this mode, the counter value is compared to a period value, and
when matched, the counter value will be loaded with an autoreload value (which is commonly
zero). The reload event can also be generated using an (external) trigger event, e.g. from an
I/O pin directly (trigger + reset mode) or another timer compare output (slave timer mode).

In addition, timers can be configured to generate CPU interrupts or DMA requests using the
events as mentioned earlier, for example, a counter overflow or trigger. These events are used
in transmit and receive mode to move the pulse width symbol data from SRAM to the peripheral
(transmit) or peripheral to SRAM (receive), even while the CPU is clock gated off. The transfer
size is set at the frame size to be transmitted, or the maximum size of the receive buffer. Once
all bytes have been transferred, the DMA peripheral generates an interrupt which will wake-up
the CPU and jumps to the DMA interrupt routine to inform the radio stack about the hardware
event.

7.3.2 Radio RTL equivalent description

Figures 7.8 and 7.9 show the equivalent RTL diagrams of the microcontroller timer peripheral
configuration for the transmit and receive functions.
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Figure 7.8: Transmitter RTL diagram.

Figure 7.9: Receiver RTL diagram.

7.3.2.1 Transmitter

The transmitter RTL is shown in figure 7.8. The timer counter CNT runs in a continuous up-
counting mode. Once the timer value reaches the PR (period) value, the timer is reset to zero.
The timing waveform is shown in figure 7.10. The register CCP3 holds a compare value with
the timer counter value and generates a match for the fixed value zero. This value is used to
toggle the I/O pin of the radio. The mechanism described up until now will generate a square
wave with fixed pulse widths.

To send the symbols in those pulse widths, the compare match will also trigger a DMA
transfer event. The DMA transfer has been set up to write a new pulse width to the PR register,
which will change the time at which the timer will reset and a pin toggle is performed.

Although the DMA transfer may have some latency as it must propagate through the micro-
controller peripheral bus structure (not shown in figure 7.10), the typical pulse widths will be long
enough for this not to be a limitation (in the order of 50 cycles).

7.3.2.2 Receiver

The RTL of the receiver is shown in figure 7.9. The period register PR is not used. The timer
is still run in a continuous up-counting mode. The edge detector logic has been set to create a
trigger event on both the rising and falling edge. Once this trigger occurs, the CCP1 (capture
compare channel 1) register will capture the current timer counter value. In addition, the counter
value will be reset to zero. The trigger will also initiate a DMA transfer request, which will copy
the contents of CCP1 into SRAM. The timing waveform is shown in figure 7.11.

Not pictured in figure 7.9 is CCP2, which has been set up to generate a processor interrupt
on a bit timeout. This timeout can be used to abort the current DMA transfer and process any
values that were captured. The EOF interrupt is meant to reduce the latency to processing since
otherwise, the system will keep waiting till the DMA transfer has filled the maximum allocated
buffer space.
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Figure 7.10: Timing in transmitter operation Figure 7.11: Timing in receiver operation

Algorithm 1: Algorithm for FM0 encoding
Input: RF packet P
Output: array of pulsewidths
Output: j no of pulses
Data: preamble: array of bytes ( F0h, F0h, F0h, F0h, 2Dh, D4h )

1 j← 0
2 for each byte B in preamble do
3 for bit← 7 to 0 do
4 if B & (1 « bit) then
5 edges[j]← LONG;
6 j← j + 1;
7 else
8 edges[j]← SHORT;
9 edges[j+1]←SHORT;

10 j← j + 2;
11 end
12 end
13 end
14 for each byte B in P do
15 for bit← 7 to 0 do
16 if B & (1 « bit) then
17 edges[j]← LONG;
18 j← j + 1;
19 else
20 edges[j]← SHORT;
21 edges[j+1]←SHORT;
22 j← j + 2;
23 end
24 end
25 end

50



CHAPTER 7. RADIO FIRMWARE

Algorithm 2: Algorithm for FM0 decoding
Input: array of pulsewidths
Input: size: no of pulses
Output: P: RF packet
Data: i: byte index in P
Data: sr: preamble synchronization shift-register

1 i← 0;
2 sr← 0;
3 for j← 0 to size do
4 if edges[j] > (SHORT+LONG)/2 then
5 sr← (sr « 1) | ’1’;
6 else
7 sr← (sr « 1) | ’0’;
8 j← j + 1;
9 end

10 if sr = F0F02DD4h then
11 goto decode-packet
12 end
13 end
14 return PREAMBLE-FAILURE;
15 decode-packet:
16 for j← up to size do
17 data← 0;
18 for bit← 7 to 0 do
19 if edges[j] > (SHORT+LONG)/2 then
20 data← data | (1 « bit) j← j + 1;
21 else
22 j← j + 2;
23 end
24 end
25 P[i]← data;
26 i← i + 1;
27 end
28 if CRC of P is invalid then
29 return CRC-FAILURE
30 else
31 return P
32 end
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8 | Implementation & Measurements
An experimental platform for backscatter tag-to-tag research has been designed to demonstrate
the range and reach variation as a function of receiver sensitivity. In addition, the prototype is
meant to show that building a backscatter radio even with COTS (Complete Off The Shelf)
components can yield a low power consumption.

8.1 Experimental Platform

8.1.1 Board Design

Figure 8.1 shows a block diagram of the hardware design for the sensor node. A PCB has
been designed from this hardware block diagram, which is shown in figure 8.2 as a 3D CAD
rendering. The 4-layer PCB has a dimension of 44x44mm, and it’s shaped to fit in a 50x50mm
low-cost (MPN: Hammond 1551RBK) plastic enclosure. The schematic and bill of materials can
be found in appendix B.

Figure 8.1: Block diagram of node hardware design

Figure 8.2: 3D CAD rendering of the PCB design for an experimental tag-to-tag backscatter
platform

The antenna connects using an SMA connector to ADG904 RF switch, which then connects
to the ASK receiver. The switch can also select 4 different other load impedances for the an-
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tenna. The ASK receiver is power gated to reduce power consumption. The antenna chosen
for initial experiments is a small-band 433.92MHz miniature antenna (MPN: TI.10.0111) from
Taoglas.

The tag is powered from a CR2032 3V Lithium coin-cell. However, all board components
operate at 1.8V, which is converted using a linear or buck regulator. The STM32L431 microcon-
troller is used to implement the digital radio and tag specific functions. It can be programmed
using SWD (Serial Wire Debug) over an industry standard 10-pin Cortex Debug connector. Al-
though the board contains footprints for a 32.768kHz and high-frequency crystal, the STM32
internal clock sources will be used for initial experiments.

8.1.2 Power Consumption

An overview of the power consumption for each device on the board is presented in table 8.1.
The table lists the typical current consumption from the datasheet while being operated at a
particular supply voltage. The last column P then states the power consumption for that device.
Some devices have different operational modes, so multiple numbers are available that must
be combined for the particular function or state the board is operating in.

Device Functionality and operational mode IDD (typ) VDD P

STM32L431 Microcontroller, 100kHz, CPU Running 28.38µA 1.8V 51.1µW
STM32L431 Microcontroller, 100kHz, CPU Idle 19.9µA 1.8V 35.8µW
STM32L431 Microcontroller, Sleep 0.52µA 1.8V 0.94µW

ADG904-R Transmitter (RF switch), 0Hz 0.10µA 1.8V 0.18µW
ADG904-R Transmitter (RF switch), 10kHz 0.16µA 1.8V 0.28µW

SI7034 Sensor (idle) 0.05µA 1.8V 0.09µW
SI7034 Sensor (sampling) 337µA 1.8V 0.61mW

TLV333 Receiver (opamp) 17µA 1.8V 30.6µW
LPV7215 Receiver (comparator) 0.58µA 1.8V 1.04µW
Bias Network Receiver (biasing) 0.90µA 1.8V 1.62µW

TPS22917 Load switch (power gating), on 0.50µA 1.8V 0.90µW
TPS22917 Load switch (power gating), off 0.01µA 1.8V 0.02µW
TPS78318 LDO, quiescent 0.50µA 3.0V 1.5µW
TPS62740 Buck regulator, quiescent 0.36µA 3.0V 1.08µW

Table 8.1: Nominal power consumption of each component.

The power numbers for the microcontroller are with the program code executed from FLASH.
These can be decreases slightly when configured to run the program code from SRAM. In
addition, the idle power consumption is also presented here, but it is not assumed that duty
cycling will is used at this stage of the experimental development.

The standby power consumption when is all components are an idle state, the microcon-
troller is in sleep and the receiver turned off (load switch off). The board components then
consume 1.23µW from the 1.8V supply rail. When the board is powered from a 3V source, the
total power consumption is 2.45µW with the buck regulator and 3.55µW with the low-dropout
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(LDO) regulator.
When transmitting data, the peak power consumption of the board 51.49µW from the 1.8V

supply rail. The total power consumption is 58.3µW with a buck regulator and 87.3µW with
the LDO regulator. In receive mode, the receive circuitry will be turned on which consumes an
additional 34.16µW. The total power consumption is then 96.1µW with a buck regulator and
144.1µW with an LDO regulator. These numbers show that the desirable 100µW from the
research question can be met.

Table 8.2 summarizes the current and power consumption for the different operational power
profiles and the two regulator types. These will be verified with measurements to characterize
power usage, and which parts (e.g. firmware or hardware, including MCU configuration) may
be a limitation or subject to further optimizations.

The conversion from current consumption in the 1.8V domain to LDO and buck converter
is done as follows. For a linear regulator, the output current is equal to the input current minus
the part’s quiescent current. The power is then calculated assuming a fixed 3V voltage source.
For the buck regulator, the part performs a constant-power conversion between 1.8V and 3V:
thereby the output power is equal to the input power while taking into account the conversion
efficiency and the part’s quiescent current.

It is assumed that the conversion efficiency is 90%, regardless of load power. Note that
conversion efficiency does not equal to the total power supply efficiency, as the latter also takes
into account the quiescent power draw of the buck regulator itself. This is a major reason why
total efficiency will drop off significantly at low output powers. At high load powers, the con-
version efficiency will drop off due to non-linear losses (e.g. PR = I2 · R), however, it is a fair
approximation that these are not dominant for sub mA load currents.

Function Radio IIN LDO IIN Buck PIN LDO PIN Buck
CPU shutdown Off 1.18µA 0.81µA 3.55µW 2.45µW
Receive CPU run RX 48.0µA 32.0µA 144.1µW 96.1µW
Receive CPU idle RX 39.5µA 26.4µA 118.5µW 79.1µW
Transmit CPU run TX 29.1µA 19.4µA 87.3µW 58.3µW
Transmit CPU idle TX 20.6µA 13.8µA 61.9µW 41.3µW

Table 8.2: Expected power consumption for the different board power profiles

8.2 Measurements

8.2.1 Base-band Packet Tests

To test the radio firmware functionality (in particular the BSP connecting to the radio phy and
data link layer), a full radio packet has been synthesized such that it can be replayed on an
arbitrary waveform generator (AWG). An AWG generator can be programmed to output any
waveform using a series of digital samples.

Figure 8.3 shows the measurement setup. The diagram shows the receiver block diagram.
The AWG generator is connected through the RF switch, with position fixed at 5 (bypass to the
receiver). This measurement setup will also be used for sensitivity measurements, although the
AWG generator is then replaced with a vector signal generator.

The packets that were being replaced by the AWG waveform, were successfully received by
the receiver and firmware. The receiver has been verified to work for 1kHz and 10kHz bitrates.
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The transmitter was manually verified by using an oscilloscope.

Figure 8.3: Baseband signal test of receiver using AWG

8.2.2 Sensitivity without exciter presence

The receiver sensitivity has beenmeasured by applying a known amplitudemodulated RF signal
to the receiver. The measurement setup from figure 8.3 is also used here. Note that the SAW
filter was not installed. The receiver has been programmed to then count the number of bit
errors compared to the known test sequence. A status indicator will be turned on when the bit
error of above 1% is detected.

A test has been performed with a continuous sequence of zeros and a continuous sequence
of ones. For a 1kbit/s bitrate, a continuous sequence of zeros in FM0 line encoding can be
created by programming a 1kHz ASK modulation at 100% modulation index. Similarly and a
sequence of ones can be created with 500Hz modulation (1kbit/s throughput). The test signal
has been generated at the 433.92MHz carrier frequency using an Agilent Technologies E8267D
vector signal generator.

The sensitivity has been measured separately for each test sequence, and then the worst
power figure has been taken at the sensitivity. It was found that for a continuous sequence
of zeros, less conversion gain was available (due to -3dB of opamp circuit), and thus the sen-
sitivity was slightly worse. This measurement approach also does not measure intersymbol
interference (ISI), however, at this stage, the sensitivity improvement is of interest.

For a 10kHz test signal (10kbit/s), the minimum power level required for <1% BER was -
43.2dBm. When the frequency is decreased to 1kHz, the minimum power level improves to
-52.9dBm, which is 9.7dB better. This is almost exactly the improvement as was suggested in
chapter 6.

The assumed voltage sensitivity of 30mV/µW was verified by applying a -30dBm test signal
and verify the diode output amplitude, resulting in good correspondence with figure 6.3. The
conversion gain of the diode detector and PGA amplifier was 41.9dB for 1kHz (50.8dB nominal)
and 24.7dB for 10kHz (30.8dB nominal).

8.2.3 Sensitivity with exciter presence

The previous test assumed that the modulated signal has a modulation depth of 100%, and
thereby there is no exciter presence. Table 8.3 and 8.4 show measured minimum modulation
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index for a given average antenna port power Pin. Then, the Psig and corresponding range-
reach budget B (with an exciter of 30dBm) is calculated accordingly.

The signal power can be calculated from average power Pin and the modulation indexm. In
an ASK modulation, the generator will fluctuate the output power by a factor +m and −m:

Pin = Pin
1−m

2
+ Pin

1 +m

2
(8.1)

The signal power is then defined as the difference between the "high" output power and the
"low" output power:

Psig = Pin
1 +m

2
− Pin

1−m
2

= Pin ·m (8.2)

This suggests that a -60dBm sensitivity with 0dBm exciter incident wave, requires a receiver
that can handle a modulation index of 10

0−60
10 = 1ppm. This is in contrast with chapter 3, where

greater modulation indices of 400ppm or more were assumed. A 0dBm incident power level
can be expected when a tag is deployed 3 meters from a 30dBm 434MHz exciter. Even at 30
meters from the exciter, an incident power level of -25dBm can be expected.

The results from 8.3 and 8.4 show that a backscatter receiver will always operate at these
high power levels with degraded sensitivity. This is best visualized in graph 8.4, which plots the
input power Pin against the signal sensitivity for 1kHz and 10kHz bit rates. In this compression
region, the sensitivity of the receiver does not improve by a nominal 10dB any more if the bitrate
changes by a factor of 10. Although the range-reach budget does improve for a lower bit rate,
it is not by the expected

√
10 as was predicted in chapter 3 and 6.

Pin [dBm] m Psig [dBm] B [m2]
0 0.107% -29.7 2.9
-5 0.169% -32.7 4.1
-10 0.273% -35.6 5.8
-15 0.496% -38.0 7.6
-20 0.975% -40.1 9.7
-25 2.13% -41.7 11.7
-30 5.36% -42.7 13.1
-35 14.9% -43.3 13.9
-40 41.3% -43.8 14.9
-43.2 100% -43.2 13.8

Table 8.3: Sensitivity test with exciter in-
terference for a symbol rate of
10kHz

Pin [dBm] m Psig [dBm] B [m2]
0 0.026% -35.9 5.9
-5 0.033% -39.8 9.4
-10 0.042% -43.8 14.8
-15 0.063% -47.0 21.4
-20 0.109% -49.6 29.0
-25 0.240% -51.2 34.7
-30 0.630% -52.0 38.1
-35 1.85% -52.3 39.6
-40 5.70% -52.4 40.1
-45 17.0% -52.7 41.3
-50 48.0% -53.2 43.7
-52.9 100% -52.9 42.3

Table 8.4: Sensitivity test with exciter in-
terference for a symbol rate of
1kHz

8.2.4 Board Power Consumption

Table 8.5 shows the power measurement from the current firmware implementation. The micro-
controller has been set-up as described in chapter 7. The power values have been determined
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Figure 8.4: Sensitivity versus input power for 1kHz and 10kHz bitrate

by measuring the current consumption of the board with a multimeter, and then multiplying this
with the supply voltage (nominal 3.0V).

In the CPU shutdown functionality, only the quiescent currents of all components matter.
The receiver is turned off. From the expected power consumption (table 8.2), the board should
consume 1.18µA (LDO) and 1.12µA (buck). The power consumption PIN can be calculated by
multiplying the currents with the nominal 3.0V supply voltage. For both power supplies, a 1.3µA
consumption was measured, which is very close to the expected value.

When the board operates in receive mode, the microcontroller is either in active or idle mode,
with the ADG904-R transmitter in idle, and the receiver active (load switch on). The current
consumption on the 1.8V power domain is 47.51µA (CPU run) and 39.03µA (CPU idle). The
LDO requires 0.5µA for regulation, thereby the expected current consumption is 48.01µA and
39.53µA for CPU run and idle respectively. The idle consumption is thereby 9.9µA higher than
expected, and 17.3µA for sleep mode.

For transmit a similar result is shown: as it is expected that the board consumes 29.15µA
and 20.67µA respectively (Transmit CPU run and idle respectively). The transmit idle is very
close to expected (LDO), but in run it does not.

Giving the discrepancy in receiver idle, and an increased discrepancy when the microcon-
troller CPU is running, this suggests that both receiver and CPU has a greater than nominal
power consumption.

The buck regulator converter, however, is working as expected. With a nominal efficiency of
90% at these low load currents (<100µA), it is indeed visible that the consumed power drops by
approximately 33% when compared to the LDO implementation.

8.2.5 Observations

After the sensitivity tests and separate firmware verification, some informal tests have been
performed to verify the backscatter operation with a +15dBm exciter. The exciter has been
set up using the vector signal generator set at a fixed frequency and output power, and no
modulation enabled.
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Function Radio IIN LDO IIN Buck PIN LDO PIN Buck
CPU shutdown Off 1.3µA 1.3µA 3.9µW 3.9µW
Receive CPU run RX 65.3µA 44.8µA 196µW 134µW
Receive CPU idle RX 49.4µA 34.4µA 148µW 103µW
Transmit CPU run TX 39.8µA 26.9µA 119µW 80.7µW
Transmit CPU idle TX 20.7µA 13.4µA 62.1µW 40.2µW

Table 8.5: Measured power consumption for the different board power profiles

It was verified that backscatter transmission and reception works in using the 433.92MHz
15dBm carrier signal. It was also observed that the output amplitude of the detector has strong
and weak spots, as was described as the phase cancellation problem by Shen et al.[20].

Tag-to-tag communication has been observed with distances up to 6 meters from the exciter,
however, in this case, the transmitter and receiver antennas were placed next to each other (few
centimetres apart). At 3 meters from the exciter, it was possible to place the tags more than half
a meter apart. The firmware did not yet take advantage of the real and complex modulation
pairs, so these distances may increase if these mitigations are implemented. It is important
to stress then that these distance measurements are only a preliminary observation and not a
conclusive measurement.

Unfortunately, the lab environment was not arranged such that larger range measurements
could take place with a high level of confidence. With the motivation that is better to perform
and document 1 good measurement rather than many bad measurements, it has been decided
that in the interest of time to postpone these measurements to future work.

8.3 Results

The performed measurements and observations show that functioning tag-to-tag communica-
tion has realized using backscatter.

The power consumption measurements show that backscatter communication can be per-
formed with low active power consumption while using off the shelf components. In this stage
of implementation, the receive power is 134µW (no CPU duty cycling). The energy/bit figure
of merit is then 134nJ/bit at 1kHz and 13.4µJ/bit at 10kHz. For backscatter transmission, the
energy/bit drops to 42.2nJ/bit and 4.22nJ/bit respectively.

This thenmeans that radio reception is more expensive than transmission, which is the same
conclusion as was found by Majid et al.[3]. The realized 134µW is slightly higher than the set
goal as in the background research questions, but with further optimizations, sub-100µWshould
be possible with the current hardware design.

The improvement in range-reach budget without exciter presence is as expected. How-
ever, it was observed that a P1dB compression point is present at -30dBm, which dramatically
decreases the radio performance. Resolving this compression point is potentially much more
important than lowering the bit-rate at this stage of the investigation.

The compression point is observable in the datasheet of the HSMS-285B diode, as it the
point at which the square law region starts. In addition, the ADG918 is electrically specified
at a power level of 0dBm, and a maximum input power of 18dBm. The measurements were
carried out without a SAW filter, thereby leaving only the detector circuit (in particular diode) as
the cause for this compression.
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9.1 Conclusion

The main research question that was raised at the start of this thesis was:

Can lowering the bitrate of a backscatter transceiver be used to increase the range of a
multi-hop backscatter network?

From the mathematical definitions found in chapter 3, it was possible to find a first-order relation-
ship between radio link budget and range for single-hop and multi-hop backscatter links. The
definitions highlight the trade-off between the range (tag-to-tag distance) or reach (exciter-to-tag
distance) choice in a backscatter tag placement, which is bounded by the range-reach budget,
that can be calculated using the link budget.

Multi-hop backscatter network configurations can allow for a more efficient expenditure of the
range-reach budget. From a two-dimensional placement analysis, it was reasoned that forward
and backward channels exercise the best and worst placement for tag-to-tag communication
respectively. By making use of tag-to-tag communication, it is possible to significantly improve
the range or reach of a backscatter network.

The range-reach budget also highlights that a more sensitive receiver (more link budget) is
required to satisfy the reach requirements. Even by utilizing multi-hop, a link budget of around
90dB is required to get up to 30m reach. Reducing the radio bit rate could be used to aid this
goal. The receiver design chapter suggests, without accounting for compression point of the
receiver, that at a bitrate of tenths of symbols per second, a "passive" receiver with -60dBm
sensitivity could be realized.

An experimental tag platform has been designed which includes the backscatter transmit-
ter (chapter 5), ASK receiver (chapter 6), firmware for controller (chapter 7) and power supply
(chapter 4) to operate from a coin cell battery. The tag prototypes and energy optimized firmware
show that it is possible to implement a tag with COTS components while staying close to the set
goal of 100 µW system power consumption.

However, despite the popularity of diode detectors in RFID and backscatter literature, it was
found that these detectors have a significant dynamic range limitation, due to the strong pres-
ence of exciter power. A lower bitrate does show sensitivity improvements when considered
without exciter, however, these improvements did not scale as expected.

The measurements show that only 6.2dB improvement was realized when a 0dBm exciter
incident wave is present, whereas approximately 10dBwas expected. This resulted in the range-
reach budget only being doubled from 2.9m2 to 5.9m2, where an improvement to 9.2m2 was
expected (

√
10). But perhaps most importantly is that the compression of the receiver degraded

the range-reach budget by 86%.
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9.2 Future Work

This work has shown that the design of a low power sensor node that is suitable for backscatter
communication. After this master thesis work, the intention is to finalize the firmware, implement
more power optimizations to approach the expected power consumption figures and build a
sensor demonstrator on the platform.

In a survey of wake-up receivers[31], it was found that CMOS radio implementations outper-
form COTS variants significantly. However, wake-up receivers do not operate with the strong
presence of an exciter signal, which is a special property of backscatter networks. Research
into backscatter receivers with improved dynamic range is needed to improve the performance.

The assumption that multi-hop routing can be used in backscatter to improve the network
coverage looks like it is still a valid promise, but needs to be demonstrated while adhering to
the range-reach budget model. The model may need to be expanded to take additional radio
parameters into account, such as fading, multi-path and other losses and higher path loss ex-
ponents. In addition, the trade-off between additional energy costs for relaying functions of tags
and range/reach improvement remains unexplored.

Furthermore, the exciter has been assumed to be a static component in the network. How-
ever, if the exciter also has a scarce energy supply, then it could be useful to vary the exciter
output power in time. The design space is open for future investigation.

Finally, as a general observation, the robustness of backscatter networking needs to be
improved for wide-spread use. During experimentation, the issues such as phase cancella-
tion, multi-path and non-linearity (compression) phenomena are assumed to be a limiting factor,
where backscatter communication works only for a small fraction of the space.
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A | Receiver Circuit Analysis
A.1 Model

In order to analyze the linear amplifier and filters in between, a model has been made as shown
in figure A.1. The model is driven by the characterized output voltage VD of the HSMS285x[62]
diode detector, with output impedance Rj being the dynamic impedance of the diode. The
output Vout is defined as a differential voltage output that is seen by the comparator. An inter-
mediate voltage Vin is defined that specifies the voltage to GND at the non-inverting input of the
operational amplifier. The output of the operational amplifier is named Vop.

Figure A.1: Circuit of baseband processing part of the receiver

The opamp is replaced with a first order small signal model in figure A.2. The small signal
model models an open-loop voltage gain with a finite bandwidth. The bandwidth is modelled us-
ing a single pole roll-off. This pole frequency can be calculated according to the gain-bandwidth
product (GBW) from the opamp specifications. This refinement is needed to get accurate results
for the AC performance, since the aim is to have a relatively high gain for a small pass-band. The
differential input voltage of the opamp has been called Va. The output supply Vop is a voltage
dependent voltage source, and it’s transfer function and output voltage Vop is defined as:

Hv−op(s) =
Vop
Va

=
AV OL
1 + sτ

(A.1) Vop(s) = Va
AV OL
1 + sτ

(A.2)

with AV OL the DC voltage open-loop gain of the amplifier, and τ the frequency roll-off of this
amplifier. The GBW, AV OL and τ can be calculated accordingly:

fGBW =
AV OLτ

2π
(A.3) τ =

2πfGBW
AV OL

(A.4)

With this definition, the opamp has an unity voltage gain at GBW frequency, i.e. |Hv−op(2πfGBW )| ≈
1.
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Figure A.2: Small signal model of the baseband processing circuit

A.2 Transfer Functions

This section models the transfer functions of all linear components in the receiver. The square
law detector has been added into the input band-pass filter stage. It is assumed that the detector
diode is unbiased, and a simple linearised model is assumed.

A.2.1 Input Band-pass filter

A small-signal AC model of the input band-pass filter has been drawn explicitly for analysis of
the transfer function. The bias network Vbias has been replaced by the output impedance Rbias.
The goal is to find Hf =Vin /VD .

Figure A.3: Diode detector low-pass filter, and AC-coupling high-pass filter

The analysis of the circuit is performed by making use of 2 current loops I1 and I2, and
formulating a set of equations that describe the relationship between VD and the circuit:

VD = Zf (I1 + I2)−RjI1 (A.5) VD = (ZC3 +R5 +Rbias)I2−RjI1 (A.6)

where ZCx = 1
sCx

with x = 2, 3 and Zf =
R3ZC2
R3+ZC2

= R3
1+sR3C2

. The voltage Vin can be found
by using Vin = −I2(R5 +Rbias). Therefore the set of equations is written in a linear system and
solved for I2 using Cramer’s rule:
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(
Zf −Rj Zf

−Rj ZC3 +R5 +Rbias

)(
I1

I2

)
=

(
VD

VD

)
(A.7)

(
a1 b1

a2 b2

)(
x

y

)
=

(
c1

c2

)
(A.8)

With Cramer’s rule, x = c1b2−b1c2
a1b2−b1a2 and y = a1c2−c1a2

a1b2−b1a2 . The solution for I2, Vin and Hf is:

I2(s) =
(Zf −Rj)(VD)− (−Rj)(VD)

(Zf −Rj)(ZC3 +R5 +Rbias)− (Zf )(−Rj)
(A.9)

I2(s) =
ZfVD

(Zf −Rj)(ZC3 +R5 +Rbias)− (Zf )(−Rj)
(A.10)

I2(s) =
VD

(1− Rj

Zf
)(ZC3 +R5 +Rbias) +Rj

(A.11)

Vin(s) = −I2(R5 +Rbias) = − VD(R5 +Rbias)

(1− Rj

Zf
)(ZC3 +R5 +Rbias) +Rj

(A.12)

Hf (s) =
Vin
VD

= − R5 +Rbias

(1− Rj

Zf
)(ZC3 +R5 +Rbias) +Rj

(A.13)

Hf (s) =
Vin
VD

= − R5 +Rbias

(1− (1 + sR3C2)
Rj

R3
)( 1
sC3

+R5 +Rbias) +Rj
(A.14)

This equation suggests that it is optimal to choose high values (� Rj) for R5 and Rbias.
However, as will be shown more explicitly in the noise discussion, there is a trade-off between
insertion loss and noise.

The denominator of Hf (s) shows an interesting term (1− Rj

Zf
). By matching the magnitude

of Zf (R3 and C2 in parallel) to match Rj , the most optimal transfer can be reached.
To not defer from the datasheet specification of the HSMS-285B diode[62], R3 = 100kΩ as

a nominal load. It is important to realize that the capacitor C2 is charged through Rj = 9kΩ, but
discharged through R3 = 100kΩ. The -3dB frequency of this low-pass filter must then not be
limited by τ = C2 ·R3. For 10kHz bandwidth then the maximum value of C2 is:

|ZC2 | = |
1

j2π104C2
| = 100kΩ→ C2 = 159pF (A.15)

It has been chosen to use C2 = 100pF .
For the high-pass section, capacitor C3 must be chosen high enough such that it will dom-

inate the ZC3 + R5 + Rbias term. If R5 + Rbias = 600kΩ and the minimum symbol frequency is
100Hz, then |ZC3(s)| � R5 +Rbias:

|ZC3(2π100)| = | 1

j2π102C3
| � 600kΩ→ C3 � 26.5pF (A.16)

Since the capacitor is part of a voltage divider, it is reasonable to pick a value several orders
of magnitude higher than the calculated bound (10nF to 100nF).
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A.2.2 PGA Transfer Function

The voltage transfer function of a feedback circuit can be formulated using the classic feed-
back formula H(s) = Y

X (s) = A(s)
1+A(s)β(s) where A is the open-loop gain, and β is the feedback

circuit[66]:

A(s) =
AV OL
1 + sτ

(A.17) β(s) =
Z1

Z1 + Z2
(A.18)

Hv(s) =
Vop(s)

Vin(s)
=

AOL(s)

1 + β(s)AOL(s)
=

AV OL
1+sτ

1 + Z1
Z1+Z2

AV OL
1+sτ

=
AV OL

1 + sτ + Z1
Z1+Z2

AV OL
(A.19)

Hv(s) =
AV OL

1 + sτ +
R1+

1
sC1

R1+R2+
1

sC1

AV OL

=
AV OL

1 + sτ + sC1R1+1
sC1(R1+R2)+1AV OL

(A.20)

Hv(s) =
AV OL(sC1(R1 +R2) + 1)

(sC1(R1 +R2) + 1)(1 + sτ) + (sC1R1 + 1)AV OL
(A.21)

Solving for the poles and zeros in this transfer function results in the following solutions:

z1 = −1

τ
(A.22)

p1 = −1

τ
(A.23)

z2 = − 1

C1(R1 +R2)
(A.24)

p2,3 = −
α±

√
α2 − 4(1 +AV OL)(R1 +R2)C1τ

2C1(R1 +R2)τ
(A.25)

with α = τ + C1(R1(1 +AV OL) +R2). When R2 = (G− 1)R1Ω, then z2 and p2,3 are:

z′2 = − 1

R1C1G
(A.26) p′2,3 = −

α′ ±
√
α′2 − 4(1 +AV OL)R1C1Gτ

2R1C1Gτ
(A.27)

with α′ = τ +R1C1(G+AV OL).

A.2.3 Resonance

It is important to note that this design can exhibit resonance if the value ofC1 is chosen too small,
as the square root of p2,3 can go negative. This creates a constraint α2−4(1+AV OL)GR1C1τ ≥ 0

which can then be solved for C1:

C1 ≥
AV OL(2G− 1)τ −G− 2

√
AV OL(AV OL(G− 1)−G)G

(AV OL +G)2R1
(A.28)

Despite the complexity of this equation, it shows that for lower values of R1 a bigger value
of C1 must be used. However practical reasons may bound the value of R1, as C1 may get
infeasibly large (hundreds of µF), especially for extremely low bit rates where an extremely low
zero frequency is necessary. Large capacitance values, beside their physical footprint, will also
start to suffer from higher leakage which may influence the AC response of the PGA.
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A.2.4 Comparator

The output voltage of the linear model is the differential voltage between the instantaneous
PGA output and a filtered version. The transfer function of the output filter can be defined as
Hlp = Vout

Vop
:

Vout(s) = Vop(s)(1−Hlp(s)) = Vop(s)
(
1− 1

1 +R4C4s

)
= Vop(s)

( R4C4s

1 +R4C4s

)
(A.29)

Equation A.29 shows that the output circuit of the overall circuit is a high-passed variant of
the operational amplifier output. From this relationship, it can be learned that τcmp = R4C4 must
be chosen such that it cuts off frequencies below the lowest symbol frequency.

A.2.5 Complete Transfer Function

The previous paragraph have described the transfer functions from the band-pass filter, amplifier
and comparator filter. Then the total front-end can be modelled as:

Hbb(s) = Hf (s)Hv(s)Hlp(s) =
Vin
VD

Vop
Vin

Vout
Vop

=
Vout
VD

(A.30)

where Hbb stands for the transfer function of the base-band signal processing. Figures A.4 and
A.5 show bode plots for the TLV333 receiver tuned for 1kHz and 10kHz symbol rates respec-
tively. The simulation show a conversion gain of 50dB for 1kHz and 30dB for 10kHz.

Figure A.4: Bode plot of baseband transfer function configured for 1kHz

Figure A.5: Bode plot of baseband transfer function configured for 10kHz
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A.3 Noise Sources

A.3.1 Diode detector

TheHSMS-285x has a flicker noise specification of -162dBV/Hz at 100Hz[62]. This figure equals
to a noise density of 7.94 nV/

√
Hz. However, at lower frequency the flicker noise increases

with 10dB/decade, which will limit SNR at lower bitrates. The graph A.6 shows how the noise
temperature ratio as a function of frequency. The noise temperature ratio is calculated with the
fraction of the diode’s noise divided by the noise of a resistor R = Rv[62].

Thereby, the reference of the graph at "0dB" can be calculated by using R = Rv = 9kΩ. The
baseline noise density is 12.2nV/

√
Hz (-158dBV/Hz) 1.

Figure A.6: Spectral noise density of HSMS-285x[62] as a function of frequency, with the ref-
erence of 0dB set at vn = 12.2nV/

√
Hz[62].

Other noise sources in the diode detector include R3 = 100kΩ, which magnitude can be
deceiving. A 100kΩ resistor has a voltage noise density of 41nV/

√
Hz, which would suggest

that the detector diode circuit performance is severely limited by this resistor, however this is not
the case by examining the circuit qualitatively (by using figure A.3):

With superposition the voltage source VD will be shorted to ground. When analyzing the
circuit for LF, all capacitors can be seen as open-circuit. By removing C3, any transfer defined
as H = Vin

VN−R3
is inhibited, and thereby H(0) = 0.

Since the input filter creates a pass-band filter, it must be that R5C3 � R3C2 (high-pass pole
must be above low-pass pole), and thereby there is a mid-band frequency where C3 becomes
rather low-impedance while C2 is still high impedance. In that case the transfer function is
roughly Rj

Rj+R3
≈ 9

109 . This introduces about 21dB of attenuation.
At higher frequencies, when C2 starts to become low impedance, the resistor noise will be

a low-pass filtered, exhibiting a kT
C behavior[66]. With R2 = 100kΩ and C2 = 18nF , a pole of

88Hz will be created. Combined with 21dB of mid-band damping, the -3dB frequency of the
noise source is at 1kHz.

With the 21dB attenuation, the resistor R3 will introduce 3.7nV/
√
Hz measured at Vin.

1For some unknown reason, this is a more pessimistic figure than the frontpage specification
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A.3.2 Opamp bias network

Through LTspice simulations it has been determined that the bias network is important in the
performance of this receiver. It was chosen that R5 = 100kΩ for biasing the input of the opamp.
The bias supply Vbias will be created using a resistive voltage divider of 2x 1MΩ resistors and a
100nF capacitor in parallel.

Likewise with the detector circuit, relatively high impedance values are used. However, un-
fortunately any noise generated by R5 has a direct transfer to Vin whenever C3 is not conducting
yet (for low frequencies at several Hz).

For mid band and higher frequencies, fortunately components R5, C3 and C2||Rj will create
a potential divider to ground. Using LTspice simulations, it was determined that withC3 = 100nF

the noise density at vin is 10 - 12nV/
√
Hz at 1kHz and 100Hz respectively.

This is about equal magnitude as the detector diode, so not severely performance limiting,
especially considering the creation of the bias supply costs 0.9µA.

A.3.3 Opamp voltage noise

Typical low power op-amps have rather poor noise characteristics when compared to the afore-
mentioned noise densities of passive and discrete components. Voltage noise densities as high
as 160nV/

√
Hz has been seen for the MAX9914 amplifier[3].

Some op-amps suffer from flicker noise with relatively high corner frequencies of 1 to 10kHz.
These high corner frequencies means that the noise density is severely elevated at frequencies
of interest.

In contrast, chopper operational amplifiers can have virtually no flicker noise altogether, since
their input stage incorporates a chop function that mirrors the frequency spectrum. The output
stage then "unmirrors" the frequency spectrum. Since all high-gain amplification occurs at non-
DC frequencies, it is possible to avoid flicker noise. These architecture of op-amps are strongly
preferred for receivers that target very low bit rates.

The transfer function vin
vvn−op

is unity. In addition the transfer function from Vin to Vout is also
already known, making calculations from all noise sources to/from input or output possible with
the previous definitions.

Figure A.7: Small-signal circuit of voltage noise of opamp
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Figure A.8: Small-signal circuit of invert-
ing current noise of opamp

Figure A.9: Small-signal circuit of non-
inverting current noise of
opamp

A.3.4 Opamp current noise

An operational amplifier also suffers from current noise, which can be modelled as a current
source parallel to each input. The small signal model circuits is shown in figure A.8 and A.9 for
inverting and non-inverting terminals, respectively. The transfer functions for these sources to
the output voltage of the opamp is shown in equations A.31 and A.32, for inverting and non-
inverting terminals, respectively.

Hin−inv(s) =
vop

iin−inv
= R2

AV OL

AV OL + (1 + sτ)(1− sR2C2
sR1C2+1)

(A.31)

For the inverting transfer function, high values of R2 (to support high gain) will result in a
rather high transconductance. Thereby the value of R2 must be kept relatively low to set high
gains. Fortunately the ratio AV OL

AV OL+(1+sτ)(1− sR2C2
sR1C2+1

)
is always unity or less, since R2 � R1,

thereby not elevating the already high transconductance of the noise source.

Hin−non(s) =
vop

iin−non
= Rs

vop
vin

= RsHv(s) (A.32)

For the non-inverting noise transfer, the output impedance of the band-pass filter is modelled
as a single "resistor" Rs. This value must be kept low such that any generated noise is not
amplified byHv(s). As was mentioned in the bias network section, withR5 = 100kΩ andRbias =

500kΩ, the source impedance Rs = R5 +Rbias = 600kΩ.

A.3.5 Opamp feedback network

The noise contribution of R2 to the output is almost unity, as shown in equation A.33

Hvn−r2(s) =
vop

vvn−r2
=

β

1 + β
(A.33)

ForR1 however, the opamp will directly see any noise on it’s input pins. The transfer function
for R1 is expressed in equation A.34.

68



APPENDIX A. RECEIVER CIRCUIT ANALYSIS

Figure A.10: Small-signal circuit of R1

feedback resistor (in Z1)

Figure A.11: Small-signal circuit of R2

feedback resistor (in Z2)

Hvn−r1(s) =
vop

vvn−r1
= − R2

Z1+R2

AV OL

1+AV OL−AV OL
R2

Z1+R2

(A.34)

= − R2

R1+R2+
1

sC1

AV OL

1+AV OL−AV OL
R2

R1+R2+
1

sC1

(A.35)

= − sR2C1
s(R1+R2)C1+1

AV OL

1+AV OL−AV OL
sR2C1

s(R1+R2)C1+1

(A.36)

= − AV OLsR2C1

(1+AV OL)(s(R1+R2)C1+1)−AV OLsR2C1
(A.37)

When GBW roll-off w.r.t. AV OL is neglected and assumed that AV OL � 1, the expression
can greatly simplified to show the pass-band gain of the noise source.

Hvn−r1(s) ≈ −
sR2C1

s(R1 +R2)C1 + 1− sR2C1
= − sR2C1

sR1C1 + 1
≈ −R2

R1
(A.38)

This confirms the intuition that the noise source is amplified like in an inverting voltage am-
plifier circuit. Therefore vvn−r1 has a much higher gain than vvn−r2.

A.3.6 Comparator filter

The R-C low pass filter is a classical example of a kT
C circuit, where the value of the capacitor

determines the noise power (Razavi, [66]). ForC4 = 100nF , the noise contribution is only 0.2µV.

A.3.7 Total Result

Since the receiver will potentially be dealing with very low frequencies (tens of Hz), the 1/f noise
has also been included. An example calculation is shown below for the input voltage noise of
the operational amplifier. The calculation performs an integration of the spectral noise density
Svn−op−dens(s) across all frequencies, while taking into account the transfer function (Razavi,
[66], p205-210).

v2vn−c =

∫ ∞
0

Sv−c(s)|Hv−c(s)|2ds (A.39)
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where vvn−c is the total noise voltage for component c, Sv−c is the noise voltage density as
a function of s, and Hv−c is the transfer function of the noise source to the node of interest.

For resistors the noise density is flat, where the transfer function will introduce a frequency
dependent noise behaviour to the output. For semiconductor devices, some flicker noise may
be present (some op-amps or HSMS-285x diode [62]), which will be modelled using a single
zero in the function of Sv = Sv−c(1 + sz1). In order to make the integral of A.39 convergent and
computable in reasonable time (often only numerical results are computable), the integration
bounds has been adjusted to 1mHz (10−3) to 1MHz (106).

The noise amplitude of the complete receiver can be calculated by summing all v2vn−c’s and
taking the square root:

vvn−out =

√∑
c∈C

v2vn−c (A.40)

where vvn−out is the noise of the output node of interest, and the summation of component
c in all of C will sum all noise sources (for each component) in the model.

The results of this model can be found in chapter 6.

A.4 Comparator Hysteresis

To prevent weak signals and/or noise from creating glitches and false switches on the com-
parator, some hysteresis must be set such that only the intended received signal is seen by the
digital processor.

Figure A.12 shows a circuit to add positive feedback to the comparator such that this can be
accomplished. The input level where Vout transitions from Vout|L (output low) to Vout|H (output
high) is when:

Vin|H
R2

R1 +R2
+ Vout|L

R1

R1 +R2
> Vref (A.41)

This inequality describes the switching point when the non-inverting terminal is greater than
the inverting terminal (neglecting comparator offset voltage). The non-inverting terminal voltage
can be described as a superposition of the positive feedback from output through R2 and the
input voltage through R1.

The transition Vout from Vout|H to Vout|L is when:

Vin|L
R2

R1 +R2
+ Vout|H

R1

R1 +R2
< Vref (A.42)

If then Vin|L = Vref − Vhys and Vin|H = Vref + Vhys:

(Vref + Vhys)
R2

R1 +R2
+ Vout|L

R1

R1 +R2
> Vref (A.43)

(Vref − Vhys)
R2

R1 +R2
+ Vout|H

R1

R1 +R2
< Vref (A.44)

These 2 inequalities can be turned into equalities to create a set of linear equations. Then:
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(Vref + Vhys)
R2

R1 +R2
+ Vout|L

R1

R1 +R2
= Vref (A.45)

(Vref − Vhys)
R2

R1 +R2
+ Vout|H

R1

R1 +R2
= Vref (A.46)

Subtracting bottom from top equation:

2Vhys
R2

R1 +R2
− (Vout|H − Vout|L)

R1

R1 +R2
= 0 (A.47)

R2 =
Vout|H − Vout|L

2Vhys
R1 (A.48)

For the LPV7215 comparator circuit, then Vref = 0.9V , Vhys = 25mV , Vout|L = 0.1V and
Vout|H = 1.7V . This can be satisfied with R1 = 10kΩ and R2 = 32R1 = 320kΩ.

Figure A.12: Positive feedback loop in comparator to add hysteresis
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B | Schematic & Bill of materials
Designator Qty Comment Manufacturer MPN
ANT 1 5-1814832-1 TE Connectivity 5-1814832-1
BAT1 1 CR2032 holder THT Keystone 1066
C1, C2, C3, C4, C10, 13 100nF 16V X7R 0402 Generic
C17, C18, C19, C20,
C21, C27, C29, C30
C12 1 1p5F 50V C0G 0402 Wurth Elektronik 885012005002
C22, C23, C24, C25, 6 10uF 6.3V X5R 0603 Generic
C26, C34
C28 1 6.8nF 10V X5R 0603 Generic
C33 1 680nF 10V X5R 0603 Generic
C5, C6 2 15pF 50V C0G 0402 Generic
C7, C8 2 18pF 50V C0G 0402 Generic
C9 1 10nF 16V X7R 0402 Generic
C14 1 100pF 16V X7R 0402 Generic
D1 1 HSMS-285B-BLKG Broadcom HSMS-285B-BLKG
D2, D3 2 LED 0805 Green Generic
F1 1 433.92MHz SAW filter Epcos B39431B3721U410
J2 1 2x5 1.27mm pin header Generic
L1 1 MLK1005S82NJ TDK MLK1005S82NJ
L2 1 ELG-TEA2R2NA Panasonic ELG-TEA2R2NA
Q1, Q2, Q3 3 Signal NFET, 1Vthr Rohm RUC002N05HZGT116
R1, R36, R13, R14 5 0402 1% 1K Generic
R15
R11, R28, R31, R32, 7 0402 1% 22R Generic
R33, R34, R37
R2, R9 2 0402 1% 10K Generic
R22, R23, R24, R25, 8 0402 1% 0R Generic
R29, R38, R39, R40
R27 1 0805 1% 0R Generic
R3, R4 2 0402 1% 1M Generic
R5, R7, R10, R12, 6 0402 1% 100K Generic
R30, R26
R8 1 0402 1% 348K Generic
RN1 1 EXB-N8V470JX Generic
U1 1 ADG904BRUZ-R Analog Devices ADG904BRUZ-R
U2 1 STM32L431CCU6 STMicroelectronics STM32L431CCU6
U3 1 TLV333IDCKR Texas Instruments TLV333IDCKR
U4 1 LPV7215MF/NOPB Texas Instruments LPV7215MF/NOPB
U5 1 SI7034-A10-IM Silicon Labs SI7034-A10-IM
U6 1 TPS62740DSST Texas Instruments TPS62740DSST
U7 1 TPS22917DBVT Texas Instruments TPS22917DBVT
U8 1 TPS78318DDCT Texas Instruments TPS78318DDCT
X1 1 ABS10-32.768KHZ-9-T Abracon ABS10-32.768KHZ-9-T
X2 1 12MHz 3.6x2.5mm Generic

C11 1 Backscatter Load 1 18nH 0402 inductor (Wurth Elektronik, MPN: 744765118A)
C13 1 Backscatter Load 2 7.3pF 0402 capacitor (Kemet, MPN: CBR04C739B5GAC)
C15 1 Backscatter Load 3 DNP
C16 1 Backscatter Load 4 0402 1% 0R

Table B.1: Bill of materials of experimental radio board, listing component designators, quantity
(qty), generic description and manufacturer with unique MPN (manufacturer part
number).
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