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M A N A G E M E N T S U M M A RY

Information Technology (IT) plays a major role in keeping up in the
financial world, reliable data is needed in order to do so. However,
it is not always possible to use the available data, and it may not
be trustworthy enough for the intended purpose, as it is subject to
quality and accessibility issues. It is still largely unexplored what the
potential of Data Management would be to tackle such challenges in
the IT organisation of a large financial institution in Northwestern
Europe. In this study we identify the value of data for IT, we identify
challenges with data, we discuss how Data Management could tackle
these challenges and we explain how an existing Data Management
framework could be adapted such that it is suited for IT.

In our case study with 16 expert interviews we explain that two main
challenges arise: Unclear relations between IT landscape components,
and quality issues with data. The first challenge can be tackled with a
common data model within IT, while the second needs a typical Data
Management approach to provide clear accountability, data source
administration, distribution and data quality management.

We propose three IT supporting capabilities as focus areas, in ad-
dition to the use of an existing Data Management Framework. These
capabilities focus on: eliminating the need for key Data Management
processes with the use of automatic generation of data; raising under-
standing of manual data creation by showcasing of the usage of data;
and tracking the added value of data and data management.

We present the following key findings:
• Being in control of data needs a shift in mindset;
• Standardisation is an important part of controlling IT data assets;
• Responsibility for data assets is the key to adoption;
• DevOps and CICD lead to more IT control, Data Management

enables control of data;
• Traceability is the key to value creation within IT.

The findings are limited by the large influence of organisation-
specific context, the limited results per functional area of the case
study participants and the defined scope of IT. The findings of this
thesis could also be applicable to other financial institutions and IT
organisations in companies outside the financial services industry.

In the literature review we describe a foundation for a data-driven
organisation with six capabilities; besides Data Management, the im-
portance of Management, Skilled Personnel, Culture, Analytics and
Infrastructure is indicated. We found that especially Data Manage-
ment in combination with DevOps and CICD facilitate improvement
in these areas.
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1
I N T R O D U C T I O N

The financial world is changing fast and is subject to rising compe-
tition from technology entrepreneurs who are entering the financial
services market [41]. Customers want fast and reliable service anytime
and anywhere, while regulators request more data with higher fre-
quency and higher precision from traditional banks. These financial
technology (Fintech) entrepreneurs are not burdened by regulators,
legacy IT systems, branch networks or the need to protect existing
businesses [53]. Traditional financial institutions are and want to keep
up and so are transforming their organisation. Information technology
plays a significant role in this transformation [6].

The financial institution Fortran Bank is working on its IT trans- ’Fortran Bank’ is a
pseudonym for a
large financial
institution in
Northwestern
Europe who shall
remain anonymous
in the continuance of
this thesis

formation. The institution has previously introduced Agile principles
throughout the organisation, which opts to increase the agility of the
organisation. The IT organisation, which is mainly responsible for the
development, deployment and maintenance of software, takes the next
step and is transitioning to the integration of IT Development and IT
Operations teams to DevOps, which also needs a new approach to
deal with strategic partnerships. This transformation is accelerated by
Continuous Integration & Continuous Delivery, Public Cloud and the
cleaning of legacy IT landscape.

Reliable data is an essential asset in this transformation. It is needed
to comply with regulation, to improve operational excellence, to im-
prove the customer experience, as well as to innovate. The data avail-
able is, however, not always possible to use or reliable enough for
the intended purpose. This data is subject to quality and accessibility
issues. Data quality is a critical issue that can reduce the likelihood
that value will be created from data [58].

Data Management can be used as an approach to get control of
data sources on organisation-wide level. Within Fortran, relatively
new guidelines for Data Management have been determined for the
whole bank by a central organ, but decentralised teams carry the
responsibility to translate this into practice for their department. It has
remained mostly uninvestigated what it means for their organisation
to be Data Driven, what the issues with data within IT are and what
the potential of Data Management could be for IT within Fortran to
tackle these challenges.

This research aims at addressing this gap in knowledge and aims at
setting up a Data Management roadmap for the IT organisation in the
financial institution Fortran and provides a guiding framework which
is suitable for IT.

1



2 introduction

1.1 thesis structure

• Chapter 2 explains the context and scope of the research.

• Chapter 3 covers the approach of the research.

• Chapter 4 discusses capabilities for large data driven organisa-
tions.

• Chapter 5 provides Data Management models present in litera-
ture, explains the relation with the model used by Fortran and
consults literature on Data Management in IT.

• Chapter 6 explains the methods used for the case study.

• Chapter 7 presents the case study results and discusses the main
challenges with data.

• Chapter 8 describes the role of Data Management to tackle
these challenges, presents recommendations for the practical
application within Fortran and presents a prioritised model with
three added IT enabling capabilities.

• Chapter 9 provides feedback from validation participants based
on what is discussed in Chapter 7 and 8.

• Chapter 10 reflects on a data-driven capabilities for Fortran IT,
provides a discussion on the research questions, explains the key
findings of the research and lists the key contributions.
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B A C K G R O U N D

Background information is needed to understand the context of this
research. This chapter describes the organisational scope and serves
as a reference for the rest of the thesis.

2.1 about fortran

Fortran is a listed bank in Northwestern Europe with thousands of
employees. The organisation consists out of 7 business lines, which are
large umbrella departments for the different services the organisation
offers. These business lines are composed of smaller business units,
with their own specific functions. Figure 2.1 displays the bank’s or-
ganisational structure and the business units of the IT & Operations
business line.

Our research focuses on the IT organisation within the bank, which
employs 6000 employees, spread over more than 450 teams. The IT
department is intertwined with the rest of the organisation. Part of
it supports the departments with applications and other IT services.
Another part of the IT department is primarily responsible for the
creation and maintenance of IT products, for customers as well as for
stakeholders within the bank.

This research focuses on the last type of IT departments within
Fortran, Figure 2.1 highlights the IT departments. Other departments
in the IT & Operations business line are left out of scope; their respon-
sibilities do not fit within our definition of IT.

2.2 about the it department within fortran

Fortran needs many software applications to serve their clients, as well
as their internal stakeholders. Designated teams are responsible for
delivering those software applications, and can be seen as a large ‘IT
organisation’ within the organisation. This organisation is responsible
for all stages involved in the value chain, from problem definition to
deployment and maintenance. IT can be described as a combination
of the business units CTO, CIO and CISO. The following sections
describe those units within Fortran.

2.2.1 IT Business Units

corporate technology office (cto) The Corporate Technol-
ogy Office (CTO) provides all tools, procedures and processes to the

3



4 background

Figure 2.1: Fortran organisational structure and research scope

organisation to design, maintain, manage and improve the way IT
is used. The business unit is responsible for managing the running
software and hardware, and includes IT support for clients.

corporate information office (cio) The Corporate Informa-
tion Office (CIO) is split into two different departments which serve
different business units within the bank. The CIO departments are
mainly responsible for creating software solutions.

chief information security office The Chief Information Se-
curity Office (CISO) is the department that sets out security guidelines
for the whole bank, which includes IT.

2.2.2 Split of activities within IT

The IT Value Chain by the Open Group [33] is used by Fortran to
depict the IT lifecycle within the bank, the top row in Figure 2.2
displays the IT Value Chain. The main activities of the CIO and CTO
organisations can be described with it. Four value streams depict this
value chain. The process of developing IT services starts with the first
stream Strategy to Portfolio, which is about managing the portfolio
from business idea to items on the backlog of teams. This stream
is about planning the project, evaluating the business strategy and
designing the project plan. The next stream Requirement to Deploy is
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about developing, building, testing and releasing functionality. Request
to Fulfill takes the software to production and makes IT available
to users. The last stream Detect to Correct ensures availability and
monitors the running IT services. Request to Fulfill is not defined
clearly within Fortran IT; the theoretical definitions are placed under
the other streams in practice. This stream is, therefore, left out in
further reference to the IT value chain in this research.

Figure 2.2: Open Group IT Value Chain mapped to AWS DevOps Model [3]

2.3 main initiatives within fortran it

2.3.1 DevOps

The bank originally split up software development and run activities
over separate departments and teams. These teams used to work in
isolation, in which the responsibility of a release of software created
by development is passed over to operations, which creates a ‘wall’
between Dev and Ops. The bank is making a transition to integrate the The mismatch

between Dev and
Ops is sometimes
called the ‘Wall of
Confusion’

change and run worlds; this movement is referred to as DevOps.
We found that DevOps can be described as an overarching term for

several best practices, including a change in team composition and
CICD (Section 2.3.2). The DevOps process models we found online
are quite similar to the IT Value Chain model, such as [26], [3] and [5].
We created a mapping between the IT Value Chain streams and the
different stages of the DevOps model by Amazon Web Services [3],
see Figure 2.2.

DevOps changes the work teams perform. As a result, the compo-
sition of the organisation changes, since different roles are required.
Some call the bank an off-shoring organisation, meaning that much
of IT is outsourced to vendors in other countries. A large number
of teams that work separately (and remotely) at vendors, will work
together in teams of the bank when DevOps is adapted. A challenge
within IT is to adapt to those organisational transformations.
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2.3.2 Continuous Integration and Continuous Delivery

The goal of Continuous Integration and Continuous Delivery (com-
monly abbreviated as CICD) is to integrate tools such that the de-
velopment process can be automated. It was found that the terms
Continuous Delivery and Continuous Deployment are used inter-
changeably in literature [50]. Continuous Integration is a practice in
which developers integrate their work frequently with each other. The
work can be automatically deployed and released at any moment [50].
The goal at Fortran is to provide every team with the skills and tools
to implement CICD practices. The main aspect of this implementation
is to connect all tooling in order to create an automated pipeline. Each
part of the IT Value Chain (see Section 6.3.1) can be linked with each
other, in order to speed up the development process, reduce the num-
ber of manual actions and to get an end-to-end overview of how the
final product has been created.

An end-to-end overview of the IT value chain can be created once
these tools are connected.

IT is introducing the use of Public Cloud as a hosting platform for
their applications. Most applications still run on-premise, meaning
that own infrastructure is used in data centres.
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R E S E A R C H D E S I G N

This research project makes use of a literature review and a case study
in order to address the gap in knowledge about data-driven organisa-
tions, to find out what the challenges within IT are and to construct
a roadmap based on an existing Data Management framework. The
study is performed according to a design science methodology, in
order to redesign a Data Management framework. We followed the
methodology from Wieringa [56], which presents a design cycle that
guides efforts in order to redesign an artifact. The design cycle is
described by the three main phases problem investigation, treatment
design, and treatment validation. The design cycle is presented here
as Figure 3.1, exclamation marks are design problems and question
marks are knowledge questions. The design cycle is part of the engi-
neering cycle, which also includes the phases treatment implementation
and implementation evaluation.

Figure 3.1: Design cycle as presented by Wieringa [56]

3.1 research questions

Wieringa [56] provides a template for formulating design problems.
The template follows the following format: Improve <a problem con-
text> by <(re)designing an artifact> that satisfies <some requirements>
in order to <help stakeholders achieve some goals>. We formulate our
design problem in Figure 3.2.

This research objective helps us formulate the main research ques-
tion. Which we can formulate as follows:

What constitutes a usable capability model for Data Management in an
internal IT organisation in a financial institution like Fortran?

Subquestions break this large question into more manageable pieces.
The first step of the design cycle investigates the Problem Context.

7



8 research design

Improve the usage of data for value generating processes

by redesigning a Data Management Capability model

that satisfies requirements that fit those of an internal IT organisa-
tion in a financial institution

in order to provide a Data Management roadmap.

Figure 3.2: Design problem formulation for this research

This step helps create a grounded basis for the rest of the research and
will help define background information. In order to design a suitable
Data Management framework, first three knowledge questions are
formulated.

To define the problem context, it is first desired to find out why
organisations want to make use of their data and what should be
in place to facilitate value generation with data. This first research
question aims to point out important aspects that need to be taken into
account when organisations want to define themselves as data-driven.

1. What are key capabilities that support large data-driven organi-
sations?

A Data Management capability framework is used as a basis for a
design that is suitable for IT. Therefore, it is necessary to understand
what Data Management is about and be able to discuss differences
with what has been presented in literature. The following question is
defined:

2. What is the current state and research agenda of Data Manage-
ment Capability models?

The capability model that is designed is focused on the IT organisa-
tion of Fortran. It is a necessity to investigate what the responsibilities
of the IT departments are in order to understand the context. It par-
ticularly should be known how data is used, what data is used, how
data is shared, and what the challenges are that makes it challenging
to make use of data effectively. We, therefore, find out what problems
arise with their use of data, we define these problems as data challenges.

3. What are challenges with the use of data in the IT organisation
at Fortran?

Data management has proven to be effective to get control of For-
tran’s data assets, but it is required to know what specific capabilities
need to be in place to effectively implement it in its IT organisation.
This reflection on the data challenges is done as part of the case study
at Fortran.
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This research also serves as a guide for the department that is
responsible for Data Management of the IT organisation at Fortran.
The desired situation is discussed and gives insight into priorities for
Data Management for IT within Fortran.

4. How can Data Management contribute to challenges with data
in the IT organisation at Fortran?

The results of the previous questions can be used to reflect a bank-
wide Data Management capability model in order to be fit for the IT
organisation in particular. The following question focuses on how the
model can be adapted with what has been found in literature and
during the case study:

5. How can a capability framework be redesigned to support Data
Management in the IT organisation of Fortran?

3.2 overview

Following the design science methodology according to Wieringa [56],
the questions are grouped with regards to the stages of the design
cycle. Figure 3.3 shows an overview of the relationships between the
questions. The arrows indicate that the results of one step will be used
in the successive step. Table 3.1 displays the research methods per
research question.

Figure 3.3: Research Design

question method

SQ1 Literature review

SQ2 Literature review

SQ3 Case study

SQ4 Case study

SQ5 Framework design, Validation

Table 3.1: Research methods per subquestion



10 research design

3.3 sources

An empirical study is performed in order to collect insights which
can be used to redesign a Data Management framework for the IT
organisation at Fortran. The results of the study are based on multiple
sources.

semi-structured interviews Stakeholders within the IT busi-
ness units are interviewed on the main projects, their Data Manage-
ment needs and their perception of the current Data Management
model. Stakeholders mainly include IT managers, IT transformation
leads, team leads and software engineers.

internal documents The intranet of Fortran presents a lot
of specialised documents. These documents present models, roles,
metrics, guidelines, and more useful information that can be used as
input for an adapted model. Some of the figures are taken over in this
thesis.

meetings During the research, we participated in numerous meet-
ings about Data Management. The meetings provided insight into the
current state of Data Management at the IT departments, as well as
the Data Management efforts within other departments.
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D ATA - D R I V E N O R G A N I S AT I O N S

With constantly increasing amount and sizes of datasets, organisations
are eager to turn data into value. Successful organisations come up
with valuable use cases which exploit data, in order to support their
business goals. But on the other hand many executives report that
their companies are lacking in data and analytics [45].

Organisations want to make better use of data and want to become
a ‘data-driven organisation’. To become one, they need to know what
it means and what is required to have in place to be data-driven. It is
however hard to determine what should be done in the company to
adopt this new organisational goal. There are many ways to measure
if an organisation is data-driven [46], existing benchmarking models
do not take organisational specific factors into account [44].

In this chapter we provide insight on what it means to be a data-
driven organisation and what organisational capabilities need to be in
place to align the value creation process from data.

4.1 methodology

We used academic search engine Scopus to find academic literature on
the topic. Articles are selected through iterations with different search
terms. The search process follows a similar approach as described by
Wolfswinkel, Furtmueller, and Wilderom [57], but is performed in a
non-exhaustive manner, which conforms with the nature of a narrative
review.

We found that many articles about data are domain specific and
many academic articles go into technical depth, this is why the subject
area filter was limited for all search queries to show only results in the
‘Business, Management and Accounting’ domain. We first used the
keywords “data driven" to select papers which can provide context to
the research field and provide insight in other concepts that could be
interesting to investigate. Search results were selected for relevance by
assessing the article’s title, abstract, year and business journal. We did
not select results that were about technological infrastructure; had a
too specific context scope; or were published before the year 2010.

Metadata about the papers were logged, such as key concepts; rea-
son for selection; a relevance score was assigned; and it was registered
how the paper was found. After more concepts showed to be relevant,
a similar process was performed for the keywords “big data" imple-
mentation (sorted on most cited first), “data analytics" implementation
(sorted on most cited first), data “capability model" (all 104 results were

11



12 data-driven organisations

considered) and data “maturity model". More literature was found by
using back- and forward citations from selected relevant sources, as
well as found through paper suggestions from literature hosting plat-
forms (such as ScienceDirect) and through reading business journals of
relevant sources.

Non-academic articles and technical reports about the field of re-
search were also included in this report to provide an up-to-date
overview from a practical perspective. This type of literature was ac-
quired through searching for managerial business journals and white
papers, as well as by using bench-marking studies on maturity models
as a source.

4.2 defining a data-driven organisation

4.2.1 Definitions in literature

In their 2011 article, Patil defines a data-driven organisation as one
that

“... acquires, processes, and leverages data in a timely fash-
ion to create efficiencies, iterate on and develop new prod-
ucts, and navigate the competitive landscape." – Patil [46]

We extract three stages from this definition: 1. Sourcing Data, 2. Pro-
cessing Data, 3. Using Data; with the goals: 1. to improve quality of
processes, 2. use it as a driver to improve products, 3. find opportuni-
ties for new products, and 4. to find out what competition is doing.
The author describes that assessing how mature an organisation is
in its goal to become data-driven can be done by looking how effec-
tive data is used within the organisation. This definition is however
relatively old, and ambiguous. The article explains how the first data
science teams were formed at the time, while the field has matured a
lot in the meanwhile.

In the article of Fabijan et al. [25]. They do not specify a literal
definition of a data-driven organisation, but mainly refer to companies
which use data to improve their processes and products. This article is
an example that the definition of a data-driven organisation is highly
context dependent within current literature.

These articles are both focused on their own context, but either give
clues that a data-driven organisation is one that is able to successfully
create organisational specific value by sourcing, processing and using
data.

Buitelaar [10] wrote his master’s thesis on data-driven organisations.
With the use of an iterative design approach, the author presents a
novel Data-Driven Maturity Model. This framework covers known
theory and practise, and describes the journey to fully become data-
driven. Buitelaar describes data-driven organisations as those who
excel in turning data into action.
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“Being data-driven as an organisation means supporting
your decisions with data-backed intelligence. But being
data-driven is also about transcending isolation and inte-
grating data-driven activities into your business processes.
The goal is to enable all employees, not just business ana-
lysts or data scientists, to explore and exploit data. Data-
driven organisations are those who have successfully em-
powered employees with data-driven capabilities: enabling
them to optimize and innovate."
– Buitelaar [10]

The author uses the better studied topics business intelligence, business
analytics, big data, data science and data-driven marketing as the basis for
the theoretical background of data-driven organisations. His definition
points out the importance of enabling employees throughout the
organisation to work with data and giving them the responsibility to
create their own solutions.

In the following sections we present concepts which effectuate these
principles.

4.2.2 Related definitions

The growing maturity of the data field has lead to the emergence of
new concepts. Some of which share a similar theoretical basis, these
data-related terms are highly correlated with each other. As this may
lead to confusion and because lessons can be learned from work which
is based on similar, but slightly different concepts, we first introduce
terms we came across in the field of data and introduce their concepts.

Provost and Fawcett [47] also saw this parallel in the field. In their
article the author presents their definition of data science and explain
the relationships with other related concepts such that a better under-
standing of what data science has to offer can be created.

Buitelaar [10] based its data-driven maturity model mainly on Busi-
ness Analytics and Business Intelligence, these two terms will be
explained first.

4.2.2.1 Business Intelligence and Analytics

The main driver for data-driven decision making is analytics. Analytics
translates data into actionable information, such that decisions do not
have to be solely based on instinct, but also is based on facts. The term
business intelligence describes a large combination of software and
processes that can be used to collect, analyse and distribute data, such
that it can support better decision making [20].

Chen, Chiang, and Storey [14] treat those two terms as a unified
term, which describes its evolution through the emergence of tech-
nological advancements, which started in the database management
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field. The authors explain the evolution from BI&A 1.0 to BI&A 2.0
due to web intelligence, web analytics, web 2.0, and the ability to mine
unstructured user generated content. The article, published in 2012,
marks Big Data as the enabler of BI&A 3.0.

“[BI&A] is often referred to as the techniques, technologies,
systems, practices, methodologies, and applications that
analyze critical business data to help an enterprise bet-
ter understand its business and market and make timely
business decisions." – Chen, Chiang, and Storey [14]

The concept Business Intelligence & Analytics (BI&A) can as such
be described as the combination of processes and assets in such a
way that data can be translated into insightful information, that can
support the decision making process.

Business Analytics (BA) and Business Intelligence (BI) are not new
concepts, the term “Business Intelligence" was introduced in the late
1980’s [20]. The growth curve of companies using analytics once was
steep, but this growth is flattening out [36]. Despite this, in their 2014

research, Kiron, Prentice Kirk, and Boucher Ferguson also report that
according to their survey with over 2037 business executives it was
shown that 87% of organisations still want to step up their use of
analytics to make better decisions. In total 39% of the respondents
agreed and another 26% strongly agreed with the argument that
their organisation relied more on management experience than data
analysis when addressing key business issues.

Even though business analytics and business intelligence have been
around for some time, it seems to be still relevant today and still are
susceptible to technological advancements such as Big Data. Organi-
sations want to make data-driven decisions, but are still working on
evolving their maturity level in the field.

4.2.2.2 Data-driven decision making

Data-driven decision-making (DDD) can be described as the act of
making decisions based on data, instead of pure intuition [47].

There is evidence that DDD is linked with better firm performance,
Brynjolfsson, Hitt, and Kim [8] found that firms that adopted a data-
driven way of decision making have up to 5-6% higher productivity
and output, compared to what would be expected if the same invest-
ment would be made for other information technology usage.

It has also been found that the share of US manufacturing organ-
isations that adopted a data-driven decision-making approach has
tripled to 30% in between 2005 and 2010 [9].

Newer sources also present evidence that DDD is still relevant.
Rejikumar, Aswathy Asokan, and Sreedharan [48] found in their study,
among 173 practising managers in Indian industries, that the main
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reason that managers do not adopt a data-driven approach to decision
making is due to the lack of confidence on the technological readiness.
When empowering managers with appropriate technical and analytical
skills by training, enables them to enhance their ‘absorptive capacity’
to adopt data-driven approaches. The authors find factors that can
contribute to increasing the confidence to take innovative practices
such as data-driven decision making: resource availability regarding
capital, infrastructure, and trained workforce [48].

4.2.2.3 Big Data

The term Big Data has been extensively used by all sorts of organisa-
tions to describe their effort to turn data into value, however what is
meant with this term is not always similar.

McAfee and Brynjolfsson [43] explain a difference between tradi-
tional analytics and the big data movement. The main differences can
be described with the use of three V’s: Volume, Variety and Velocity.
Volume is used to describe the possible large size of data, Variety the
different types of files that can be processed and Velocity the speed
at which data can be processed to turn it into value. Since the intro-
duction of these data-management challenges by Laney [39], more
dimensions have been added to this definition, including Value and
Veracity [21].

In their research about big data analytics and firm performance,
Wamba et al. [55] provide the following definition:

“Big data analytics capability (BDAC) is broadly defined
as the competence to provide business insights using data
management, infrastructure (technology) and talent (per-
sonnel) capability to transform business into a competitive
force"

We have learned that the principles to describe an effective Big Data
strategy are about data issues that are also relevant in a context where
Volume, Variety and Velocity are less important. This statement can
be supported by the explanation of El-Darwiche et al. [24]. They view
the concept Big Data as an evolution through various stages described
by ‘buzz words’ like data mining or business intelligence, each with the
goal to create meaningful information for business purposes from raw
data. Figure 4.1 shows the relationships between the concepts that
evolved into big data.

“Big data, may appear all-enveloping and revolutionary.
However, the essential principles for exploiting its com-
mercial benefit remain exactly the same as they were in
previous moves toward increased data-driven decision-
making."
– El-Darwiche et al. [24]
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Figure 4.1: Concepts that evolved into Big Data according to El-Darwiche
et al. [24]

4.3 models for data-driven organisations

Literature provides us capability models on the concepts Business
Intelligence and Big Data, these models describe the cornerstones of
an organisation that leverages the potential value of data. Some focus
on concept specific aspects, while others provide a more high level
overview of what is needed to become data-driven. In this section we
review capability models about the subjects presented in the previous
section and will reflect on their foundations.

Organisations can find it useful to create structure around a pro-
gram, define the organisation’s goals around it and create a vision
which can be communicated across the organisation [28]. A maturity
model can help those organisations with guidance to evolve their capa-
bilities. These models are sometimes referred to as capability maturity
models, or simply capability models.

We only extract the dimensions that are used to support the model,
but do not evaluate stages of maturity presented in those frameworks.

Wamba et al. [55] conducted a review on big data analytics (BDA)
capabilities in which they showed the relationship between firm per-
formance and BDA.

The research model describes big data analytics with the constructs
infrastructure, management and personnel. These are further de-
scribed by constructs about technical compatibility, project manage-
ment, and domain knowledge [55].
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Another model is published in a report by the professional services
firm EY, which conducted a survey with 270 senior executives and
was used as a basis for a big data capability framework [23]. This
white paper is mainly focused on identifying obstacles which industry
comes across with the introduction of big data. They indicate that
value creation with data is supported by decision making, technol-
ogy, analytics, ownership and accountability (data governance), and
security.

Keppels [34] performed research on Business Intelligence maturity
models. The author decided to use the Business Analytics Capability
Framework (BACF) by Cosic, Shanks, and Maynard [16] as a basis for
further research. Keppels praises the framework for its strong theoreti-
cal basis, but points out the lack of operationalisation. The model by
Cosic, Shanks, and Maynard presents 16 capabilities, grouped under
four capability areas: Governance, Culture, Technology and People.

Although each of the three models provide capabilities from an
unique perspective, the key areas within the models show overlap-
ping concepts. The following section will add more concepts to this
convergence of theory.

Braun [7] benchmarked big data maturity models. The models were
evaluated based off multiple criteria, namely: Completeness of the
model structure, the quality of model development and evaluation,
ease of application and Big Data value creation. It was concluded that
the maturity model by Halper and Krishnan [28] was overall the best,
followed by IDC [32] and El-Darwiche et al. [24]. The first and last
of these provide a visual model with explanations, while IDC only
provides an online maturity test.

The model of Halper and Krishnan [28] consists of a sequence
of maturity stages. To assess the maturity of a company’s big data
strategy criteria were used which were grouped under the key corner-
stones: Infrastructure, Data Management, Analytics, Governance and
Organisation. The criteria are presented here in Figure 4.2.

El-Darwiche et al. [24] provide an article which largely consists out
of industry examples. The article touches aspects which are used to
describe capabilities which we previously found, such as launching a
data-driven decision culture or training talent, but does not provide a
structured presentation of key capabilities.

As previously introduced in section 4.2.1, Buitelaar [10] reviewed
maturity models in the field of data-driven organisations. In the mas-
ter’s thesis the author presents a review on maturity models published
in literature and present a novel data-driven maturity model. The au-
thor saw the need for a formally built and validated model in the field
of data-driven maturity and analytics. Most maturity models are not
academic publications, but are covered in grey literature, such as white
papers and blogs. These sources cannot be established if it is validated
by peers. Buitelaar reviewed maturity models published between the
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Figure 4.2: The features used for scoring on the big data maturity model
according to Halper and Krishnan [28]

years 2007 and 2017. Based off criteria found in literature eight key
dimensions which cover the most important principles of data-driven
maturity are presented: Leadership, Data, Culture, Metrics, Strategy,
Skills, Agility and Technology. The author adds another two dimen-
sions with special focus to the importance of integrating analytics
throughout the whole organisation: Integration and Empowerment.
These are dimensions which are different than the main capability
areas of other models. However, we can group most of these dimen-
sions from Buitelaar under the previously introduced categories. The
Leadership and Strategy dimensions can be grouped under Manage-
ment area identified by other models, Data under Data Management,
Metrics under Analytics, Skills under Personnel, Empowerment under
Culture. Although the focus of Agility and Integration is clearly differ-
ent, the main principles can be described with the use of dimensions
Management, Culture and Analytics.

4.3.1 Conclusions

Both maturity models and capability models provide areas which
companies should focus on to become more data-driven. In this section
we discussed models in literature and identified their main focus areas.
We grouped the main focus areas of the capability and maturity models
discussed in this section and present those areas models in Table 4.1.
We found that management, organisational culture, infrastructure,
personnel, analytics, data management, governance and security were
marked as important factors by the frameworks.
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Management [23], [28], [35], [55]

Organisational culture [16], [35]

Infrastructure / Technology [16], [28], [35], [55]

Personnel / People [16], [35], [55]

Analytics [23], [28]

Data Management & Governance [16], [23], [28], [35]

Security [23]

Table 4.1: Key areas in capability and maturity models in literature

4.4 discussion

Data-driven is a term that previously is typically used to describe an
approach that focuses on the use of data within highly organisational
specific processes. It is clear that organisations can benefit from mak-
ing better use of data, as it may lead to increased firm performance
and better decision making. Although many organisation recognise
the need to adopt data-driven practises, many are still lacking in their
strategy and are unfamiliar with the approach they should take to
become a data-driven organisation. Due to the organisational specific
factors, application of data-driven practises in one organisation may
not be applicable in another context. Literature provides us with lim-
ited definitions on what it means for an organisation to be data-driven,
the general consensus is depicted as as an organisation that is able to
effectively turn data into value. It is stressed that organisations need
to use data to back decisions, integrate it in organisational processes
and to give employees the opportunity and tools to create their own
solutions.

We found that the relatively new concept ‘data-driven’ emerged
from previously studied concepts, such as business intelligence, busi-
ness analytics, data-driven decision making and big data. These con-
cepts are highly related and are described as direct enablers of each
other. In this sense, Business Intelligence & Analytics effectuate Data-
Driven Decision Making and the former continues to transform based
on technological advancements, such as Big Data. Since these concepts
are so much related, their theoretical basis are as much alike.

Literature provides us with capability and maturity models about
these topics, which turned out to share similar key capability areas.
The transition from a company with data to a data-driven company
is enabled by more than technology alone. Other factors, such as
organisational culture, skilled people, management buy in, analytics
solutions and data governance are hugely influential for a successful
adoption of a data-driven way of working.

The foundation of those capabilities is based off concepts which
share similar concepts at their basis, but still have different purposes
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and angle of perspective. Big Data is for example an advancement
that is a lot newer than Business Analytics itself, still the capabilities
which we found need to be in place for both. For this reason we
believe that highlighted capabilities are largely insusceptible to further
technological advancements in the analytics field.

4.4.1 Definition

With the use of those capabilities and with literature we provide the
following definition of a Data-Driven Organisation.

A data-driven organisation can be described as one that is
successfully able to turn data into value, with the use of
management alignment, organisational culture, infrastruc-
ture, skilled personnel, analytics solutions, effective data
management & governance.

4.4.2 Capability model

Based on the findings of this exploratory research we can construct
an unified capability model for data-driven organisations. The model
should be used as a common thread to be able effectively use data. We
have mapped the main relationships between the different capabilities,
to illustrate how they interact in a data-driven organisation. The model
is presented as Figure 4.3.

Figure 4.3: Capability model for data-driven organisations.
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D ATA M A N A G E M E N T

One of the key capabilities from the previous chapter is Data Manage-
ment. According to DAMA International [17], Data Management (DM)
“is the development, execution, and supervision of plans, policies,
programs, and practices that deliver, control, protect, and enhance the
value of data and information assets throughout their lifecycles.".

In contrast to the high level organisational capabilities described the
previous chapter, Fortran focuses on tackling practical data challenges
with the use of Data Management. In this chapter we perform a
literature review about industry standards with the goal to test the
validity of the Data Management Framework by Fortran and to be able
to relate it to the Data Management approach of other organisations.
We also explain its overlap with the Data-Driven model as defined in
Chapter 4 and highlight the lack of literature on Data Management in
IT.

The definition of DAMA International includes a wide range of
organisational aspects, it not only covers infrastructure, but also de-
scribes the change for the way of working. While in more technical
domains, such as in software engineering, Data Management is of-
ten about how data assets can be processed on operational level (for
example in [40] and [29]). We use the definition and concepts of
DAMA-DMBOK2 [17] to describe Data Management.

5.1 methodology

5.1.1 Industry literature on Data Management

The need for better Data Management can be addressed with the use
of frameworks created to guide organisational transformation efforts.
Metamodels provide an overview and guidelines to implement Data
Management throughout the organisation. Metamodels were found
with the use of the academic search engine Scopus with the key words
“Data Management AND framework", filtered on Business, Accounting and
Management. The first 100 results were considered, but did not return
industry standards. Another search with the keyword “DMBOK" was
used, but also did not retrieve results with other industry standards. A
Google search on data management models was used to find frameworks
comparable to DAMA-DMBOK2 [17], the first two pages with results
were considered.

21
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5.1.2 Academic literature on Data Management in IT

This research focuses on Data Management for IT departments in
banks. The term IT (Information Technology), is broad, and may have
many different meanings. In our context we define IT as the depart-
ment in an organisation which creates, deploys and maintains software
solutions. We use the definition of Data Management as described in
the first paragraphs of this chapter.

A literature scan was performed on Data Management practices
for IT. Software development can be described as activities to create,
design, deploy and support software [30]. Software Engineering is
closely related term, but focuses more on applying engineering princi-
ples to create software for specific functions [31]. These activities are
similar to the main responsibilities of the IT departments.

First we queried the search engine Scopus for the search terms
“data management" AND “software engineering". Only papers published
from the year 2012 onward were considered. All 225 search results
went through a selection process. The process followed a similar
methodology as described by Kitchenham [37] in which a selection
was made based on title and abstract and in a second iteration based
on the introduction and conclusions, selection criteria can be found in
Table 5.1.

inclusion exclusion

Data generation in software en-
gineering or development

Technical data infrastructure

Data usage in software engineer-
ing or development

Database management

Data management in DevOps Blockchain

Data management and Public
Cloud

Table 5.1: Inclusion and exclusion criteria

The first iteration resulted in a limited selection of results, but were
later discarded in the second iteration. Most of the found results
were technical and described Data Management as a way to organise
datasets in databases and in code at operational level, unlike the
more high level concept of Data Management as described in the first
paragraphs.

We also performed a search on the search terms “Data Management"
AND “Software Development". Just like the previous search, only pa-
pers from 2012 onward were considered (126 results total), a similar
methodology was used and the same inclusion criteria were used. The
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first iteration resulted in a selection of 5 papers, 2 were discarded in
the second iteration.

5.2 data management models

Data Crossroads performed a comparative analysis on six Data Man-
agement maturity models. Each of the models provide a guideline
for Data Management and Data Governance. Seven key subject areas
were defined: Data, Data and System Design, Technology, Governance,
Data Quality, Security and Related Capabilities. The author created
a metamodel which displays the key capability areas per maturity
model in one overview, it is adapted here as Figure 5.1.

Figure 5.1: Comparison Data Management Metamodels by Data Cross-
roads [18] combined with the Fortran Data Management Frame-
work.

We can see that some key areas overlap. The largest consensus
in the Data Management models can be found in the areas of data
governance, data management strategy, stewardship, metadata (man-
agement), data quality and data architecture. It is worth noting that
the DMBOK model does not provide a key capability area for Data
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Management strategy and stewardship. The DMBOK model however,
describes Data Stewardship as a sub-category of their central Data
Governance capability.

The next sections will describe the different metamodels.

5.2.1 DAMA-DMBOK2

As previously
introduced, Fortran
used this framework

as input for their
own model.

The Data Management Association (DAMA) published a framework for
DM, their book describes trends and guidelines for Data Management
[17].

The DMBOK model presents a wheel with Data Management knowl-
edge areas, adapted here as Figure 5.2. Data Governance is placed
as the centre of the wheel, as governance is required for consistency
and balance between the functions. The other areas are placed in
a circle around the centre, displaying the knowledge areas that are
necessary for mature Data Management. The descriptions of the areas
are adapted in Table A.2.

DAMA recognised that the desire by organisations to create and
exploit data has increased, and so has the need for Data Management
practices. The association created the functional framework with guid-
ing principles, widely adopted practices, methods and techniques,
functions, roles, deliverables and metrics. The framework as well helps
establish a common vocabulary for Data Management concepts.

Figure 5.2: The DAMA Wheel adapted from DAMA International [17]

5.2.2 Other frameworks

The DCAM model [19] was originally created for Data Management
in financial institutions. Although it includes industry specific com-
ponents, Data Crossroads recognises it suitable for other industries
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as well [18]. DCAM does not see Data Management as solely an IT
function, the model views IT as part of the organisational ecosystem.

The Capability Maturity Model Integration (CMMI) is an organisa-
tion that collects and creates industry best practises in order to provide
organisations with guidelines and maturity assessments on key their
‘business challenges’. The CMMI created a Data Management maturity
model as well. Just like DMBOK and DCAM, this model is not freely
available, and so limited information about it is available. The CMMI
Data Management Model provides six key capability areas which can
be used to identify strengths and gaps, and provides best practises to
leverage data assets [11].

Other recognised frameworks include Gartner’s Enterprise Informa-
tion Management Maturity Model, Stanford Data Governance Matu-
rity Model and the IBM Data Governance Council Maturity model.
These mainly focus on data- or information governance, and as such
are not as extensive as the previously described models. According
to Data Crossroads the differences between the approaches of the
models is not clear [18], and as such might not be as useful as larger
frameworks such as DMBOK, DACM or CMMI.

5.3 fortran data management framework

This section is part of the problem investigation stage in the design
cycle, as shown in Figure 3.1. The artifact in this research is the Fortran
Data Management Framework. We describe it as an architectural
conceptual framework, which can be seen as a set of definitions of
concepts, often called constructs [56]. Constructs are used to describe
the structure of the artifact and its context. The architecture of the
framework is known, the mechanisms and constructs are already
described, ready to be implemented. This research focuses on the
usage of the Fortran Data Management Framework in another context.
Namely in the context of IT, instead of the whole organisation.

The Data Management Framework is presented in Figure 5.3. The
descriptions of the capabilities are presented in Table A.1.

5.3.1 Data Management at Fortran

This research explores how Data Management (DM) could tackle the
data challenges within IT. Data management is however not a new con-
cept for Fortran. The first initiative started as Enterprise Information
Management in 2012, it focused on Master Data Management, analyt-
ics dashboards and advisory. The scope widened to Data Management
in 2014. The bank has a business unit, FDO, which is in charge of Data
Management. This unit initially focused on data quality management
and extended its responsibilities with providing guidelines for DM for
the rest of the bank.
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The implementation of Data Ownership and Data Usership, andData Ownership
refers to setting

accountability on a
data source, Data
Usership refers to

appointing
representatives for

the users of the data

Data Management are key strategic initiatives for Fortran to effectively
turn data into value according to FDO.

The department has created a Data Management capability frame-
work, presented in Figure 5.3, which provides focus areas for every
business line of the bank.

The model is created to support the organisation in their Data
Management efforts. The framework and the accompanying dashboard
are essential for management to track progress across the organisation.
The implementation is essential to roll-out a bank-wide model which
in turn can generate value over time.

Figure 5.3: Data Management Framework designed by FDO

The model is based on DAMA-DMBOK [17], this model was used be-
fore within the bank as a guideline for Data Management. The model
is mainly based on three key pillars, namely the DAMA-DMBOK, For-
tran’s business capability model and Fortran’s organisational context.

5.3.2 Similarities with other frameworks

The Data Management Framework (DMF) of Fortran shares capabilities
with the industry standards. The DMF, displayed in Figure 5.3, can be
mapped on the metamodel analysis. Our mapping can be found as
well in Figure 5.1. The mapping is done based on the description of
the capabilities.

The Fortran Data Management Framework covers most aspects
of other Data Management models. At first glance the model does
not cover every aspect of the model, but does cover more aspects
than the DMBOK model. It provides a capability for stewardship,
awareness, data management strategy, policy, and provides special
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focus on value creation where this is left in the DMBOK model. The
DMBOK key areas that the Fortran model does not cover are Data
Architecture and Data Security. During a meeting with the authors
of this framework, it was explained that another division within the
organisation was focusing on security for the whole company (the
CISO department), and that the security aspect is mainly included
in the Data Access Management capability in the framework. The Data
Architecture capability was described as a responsibility of the IT
architecture department, and is thus not seen as a data management
capability. It can however, be argued that all data related capabilities
should be placed in one central model to keep a proper overview. This
may help keeping a total overview of the data strategy, instead of
transferring the capabilities to separate models.

Other capability areas that the Fortran Data Managemetn Frame-
work does not cover, but are covered by two frameworks or more are:
Information Life Cycle Management, Technology Architecture and
Organisational Structures.

The terms which can be found in other frameworks sometimes
have different names than what is used in the Fortran model. The
reason for this is that many of the descriptions in the capabilities use
terms that were used before in the organisation. An example is the
Data Accountability Catalogue, which was and still is used to register
datasets that are available in the organisation. It was indicated that
the key concepts found in literature may be grouped under different
capabilities in the DMF as well.

5.3.3 Operating Model

The DMBOK2 framework also describes other aspects that are im-
portant to keep in place when implementing a data management
framework. The operating model is described as an important aspect.
A data management model should be fit for the context it is aimed
to be implemented in, and therefore it is necessary to describe how
process and people will collaborate. The framework describes several
levels of centralisation for Data Management. The most informal level
is the decentralised operating model, in which there is no single owner,
and responsibilities are spread over different parts of the organisation.
The other operating types (network, hybrid, federated, and centralised
operating models) increase the level of centralisation by adding one or
more Data Management groups within the organisation which share
responsibility [17].

We can depict Fortran’s operating model as a hybrid model, in
which there is a combination of a centralised Data Management de-
partment and a shared responsibility within business lines and units.
The operating model is adapted here as Figure 5.4.
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Figure 5.4: The Fortran Data Management Operating model

DMBOK describes a hybrid model as one with a centralised centre
of excellence and steering committee. At Fortran, the FDO business unit
dictates the guidelines and architecture for the rest of the organisation.
The business lines within the bank have dedicated Data Management
teams that help business lines with the execution of Data Management.

5.3.4 Mapping the Fortran model to the Data-Driven model

In Chapter 4 we presented a capability model for data-driven organi-
sations. This section reflects on this model compared to the Fortran
Data Management Framework (DMF).

The two models have different points of view on the use of data
within an organisation. The Data-Driven Model (hereafter DDM) in-
cludes the capability area data management, which essentially is what
the DMF presents. The DDM presents a relationship between organi-
sational aspects on very high level, while the DMF provides a more
detailed view on data management capabilities. The DDM presents
organisational aspects, which are not tangible, such as organisational
culture and management alignment. The DMF however, has capabili-
ties with concrete data management goals. The two models do overlap
partially. Both models present governance as one of the key aspects,
which include clear policies and stewardship. Another similarity is
skilled personnel, besides the technical skills the personnel needs, it
is required that personnel is trained to understand the value of data
management. The DMF has placed the latter under the capability
‘Data Awareness & Education’. Although analytics is not seen as a
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separate capability by the DMF, it could be grouped under the value
creation capabilities. Infrastructure is not named in the DMF, it could
be seen as part of capabilities that are already present in the model.
But as the data architecture capability was also missing in the previous
analysis in Section 5.3, it might be an opportunity to consider adding
a data infrastructure related capability to the framework.

The DMF could be enhanced with capabilities about organisational
culture and management alignment. It would be important to make
those capabilities more tangible, such that the capability can be made
actionable and the organisation could make effort to mature in those
areas.

5.4 data management in it

Shaykhian, Khairi, and Ziade [49] describe that IT departments aim to
choose a Data Management architectural model to help bridge the gap
among their organisations, technologies and customers. Such model,
in combination with data quality management tools, provides the
companies a trusted information foundation to base their analytics on.
The authors describe operating models for data management based
on two types. With a centralised model the organisation organises and
manages enterprise data in a central repository. A federated model
on the other hand, does not keep all data in one database, but keeps
data in multiple places. It was concluded that centralised models are
the best option considering factors such as cost and availability, since
all applications consume from the same source. Whereas federated
models include a complexity factor that introduces more costs and
more problems regarding availability. The federated model could
be used as a short-time solution, before moving to the longer-term-
strategy with a centralised model.

The research by Thakar et al. [52] followed a ‘data management’
team in a year that an acquisition with a similar sized company took
place. The research did not explore Data Management aspects as de-
fined in Section 5, but explored how Process Mining could address
solving data complexity issues that highly dynamic networked and
global processes introduce in modern international software busi-
nesses. The authors describe that using a solution that can help soft-
ware projects with discovering and managing important data assets
without performing data analysis from scratch [52]. Their solution at
the investigated company was able to find relations between appli-
cations, services, databases and legacy systems on premise and on
cloud systems. The other benefit was that duplicate bad data could
be found. Based on this article we see the potential of using Process
Mining for IT, as an approach to identify datasets, to identify IT assets
and identify relationships in complex application landscapes.
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Capilla, Dueñas, and Krikhaar [12] describe Software Configuration
Management as a software engineering discipline that addresses prac-
tical problems related to the identification, storage, control, definition,
relation, usage, and change of the pieces of information. These prob-
lems might be prevalent in IT, therefore the importance for IT of this
concept may be interesting for further investigation.

Based on these results, we found that the topic of Data Management
in IT is underexposed in academic literature. No academic literature
could be found on data management frameworks such as DMBOK2.
Data Management in IT is also not touched in literature, as far as we
found. This research can contribute to filling this gap, by providing
one of the first academic writings on Data Management as provided
in industry standards and by providing an insight in the industry
application of Data Management.
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R E S E A R C H M E T H O D C A S E S T U D Y

The case study provides input to answer research questions 3 - 5.

6.1 goal

This case study identifies key initiatives within the IT departments of
the bank, use of data within those departments and their challenges
with data. We also reflect on how Data Management can play a role in
assisting with those challenges. This provides input to improve and
adapt the Data Management Framework (Figure 5.3) to suit the needs
for the IT business units within the bank.

6.2 interview questions

This case study is performed with the use of expert interviews. The
experts have different roles throughout the IT organisation and are
asked about their experiences with data and Data Management, and
for the IT scope in particular. The interviews are semi-structured, open
questions are used as guidelines. Follow-up questions are asked if
the answer describes particular situations seems to provide insight to
answer a research question.

The experts are first asked about their position and experience to
provide context of their role within IT. The next part of the interview
is about uncovering main initiatives within IT in the bank. Each inter-
viewee is asked to list the three most important projects within IT as
part of this topic.

The next part of the interview is used to create an understanding if
the interviewees have the same definition of data, how data is already
being used, what types of data are used and what hinders turning data
into value in IT. These questions aim to clarify how IT departments
in banks use data already and what the potential value of data could
be for IT. The main goal of this part however, is to uncover issues
with regards to Data Management (DM), such that we can reflect what
DM aspects need attention for IT within the bank. This part of the
interview contributes to answer research question 4.

The last part of the interview focuses on Data Management in
particular. We ask the experts about their opinion, understanding and
frustration on Data Management. We do this to find out if there is need
for Data Management in IT, to uncover the current state of the Data
Management implementation and which aspects contribute the most
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for IT. This part of the interview also contributes to answer research
questions 4 and 5.

As a last part we include focused questions about Data Management
as found in literature and as defined in the Data Management Frame-
work by Fortran (see Section 5.3). We only ask these focused questions
if the topic has not already been touched before in the interview. This
part contributes to answer research questions 4 and 5.

All parts provide insight in the current state of Data Management
within IT. The different results of the interview are combined and after-
wards reflected on the Data Management Framework. This provides
answer to research question 5.

6.3 case study participants

The experts that we interviewed have different functions within IT. We
spoke with people which represent the different main working areas
within IT. As described previously Section 2.2.2, the main activities
within IT can be described by the IT Value Chain. We therefore in-
terviewed managers across the different value streams. Managers are
interviewed, since they should have a good overview of the current
initiatives and priorities of the department. But since the managers
view IT from mainly a strategic or tactical perspective, we as well in-
cluded a number of other employees in the case study to receive their
view on an operational level. Fortran IT is going through a number of
organisational changes, we therefore also interviewed initiative leads
of these changes, to find out what the role of data and data manage-
ment could be in those initiatives. We mainly interviewed employees
from the CTO organisation as they are responsible for providing tools
and support for IT teams, including the CIO organisation.

This Table 6.1 provides an overview with the participants.

6.3.1 Mapping the different viewpoints to the IT Value Chain

The IT Value Chain
is visualised in the

top row of Figure 2.2.
The teams that work on development and on operations at Fortran
are especially present in the Requirement to Deploy and the Detect
to Correct value streams of the IT Value Chain (see Section 2.2.2).
The Request to Fulfill stream is partially interpreted as part of the
Requirement to Deploy stream at the bank, the responsibilities are
also split over development and operations. The Strategy to Portfolio
stream is the main responsibility of business stakeholders and is used
as a setup for the rest of the streams. This is why our case study at
Fortran mainly focuses on the two core IT value streams Requirement
to Deploy and Detect to Correct and touch the role of Request to
Fulfill.
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department interviewees

Executive
Board

- Officer (RP1)

IT Consultancy
Office

- Consultant (RP2)
- Data Management (RP3)
- Consultant IT Strategy & DevOps (RP4)

CTO - Transition Manager DevOps (RP5)
- IT Service Management (RP6)
- Incident, Problem & Change Management (RP7)
- End-to-End Availability Management (RP8)
- Software Lifecycle (RP9)
- IT Service Management (RP10)
- Senior Software Developer (RP11)
- DevOps CICD Developer (RP12)
- Software Lifecycle (RP13)
- Scrum Master (RP14)

CISO - Identity & Access Management (RP15)

FDO - Business Architecture (RP16)

Table 6.1: Interview participants

The interview candidates provide a broad perspective of the IT Value
Chain, the interviewees are linked to the value streams as displayed
in Table 6.2.

stream interviewees

Strategy to Portfolio RP1, RP11, RP16

Requirement to Deploy RP1, RP4, RP5, RP13, RP14,

Detect to Correct RP1, RP4, RP5, RP6, RP7, RP8, RP10

Supporting Capabilities RP2, RP3, RP9, RP12, RP15

Table 6.2: Interviewees mapped to the IT Value Chain

6.4 interview sessions

The interviews are held individually with the researcher, in sessions
of generally 60-75 minutes. Due to tight schedules of the interviewees,
two interviews are limited to 30 minutes. During one of these shorter
interviews we primarily ask about the value of data and the things that
do not go well yet, but leave out questions that go in depth about Data
Management. For the second one, we prepare eight statements about
data which the interviewee responds to, follow-up questions are asked.
The statements are based on what we found in previous interviews and
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are based on the knowledge area of the interviewee. One interview is
conducted in English, the rest are conducted in Dutch. The interviews
are voice recorded and short notes are taken by the researcher during
the interviews. The interviews are later transcribed literally, these
transcription documents are used to create the case results chapter.
Passages of the transcribed documents are taken, translated to English,
grouped by topic and according to the participant’s value stream and
changed phrasing for better readability. The notes taken during the
interviews are mainly used as a guide for follow-up questions for the
interview and are used as a back-up of the voice recording.

All passages in the results section are tagged by interviewee, we
later sent the interviewees the thesis with their passages highlighted.
The interviewees could comment on wording and our interpretation
of the results. This way the results have been validated as well.

6.5 model redesign

We then reflect which Data Management aspects could be used to assist
the key initiatives. The key capability areas of the Data Management
Framework are mapped to what we found in the interviews. We
determine how the capability aligns with the processes, point out
which capabilities are essential for IT and which capabilities are not
in scope of IT. If results do not fit within the capabilities in the Data
Management Framework, we determine if it could be included in
a data management framework for IT. Results that should not be
included in a capability model, are identified as boundary conditions
for the implementation of Data Management in IT.

The goal for Fortran is to determine what should be the priority on
Data Management within IT. We therefore indicate the importance per
capability and determine a degree of maturity.
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6.6 validation

The output of the case study is validated with a six experts that
did not participate in the case study before. We chose two experts
that are in a role in which they have overview of the DevOps &
CICD transformation. These expert interviews are mainly used to
validate the data challenges within IT. The validation rounds with
three data consultants from the organisation wide Data Management
departments are used to validate a redesigned data management
framework for IT and the data management roadmap for IT. The
interviewee from the IT Consultancy Office has expertise in both. The
experts interviewed for the validation phase can be found in Table 6.3.
The interviews lasted about 1 hour each. Three of the interviews were
voice recorded and short notes were taken during each interview by
the researcher. These documents are used as a reference to adapt what
we proposed before and as a reference for constructing the validation
chapter.

key business unit role

RC1 IT Consultancy Office Data Management Consultant IT

RC2 CTO DevOps & CICD Expert

RC3 CTO DevOps Expert

RC4 FDO Corporate Data Consultant

RC5 FDO Corporate Data Consultant

RC6 FDO Corporate Data Consultant

Table 6.3: Validation participants
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C A S E R E S U LT S

We first describe the opportunities and data challenges that come with
the change initiatives within IT. The sections after describe the results
grouped by the value stream. The chapter concludes with a discussion
in which we provide identified data challenges.

7.1 change initiatives

This section describes the results about the main projects that are
executed within IT, namely the transition to a DevOps way of working
and the implementation of Continuous Integration and Continuous
Delivery. We also describe the introduction of Public Cloud and the
changed relation with vendors, these first two projects impact the
other two projects.

7.1.1 DevOps

One interviewee explained that responsibilities shift for the teams
with DevOps, the teams are enabled by the bank to deal with those
responsibilities. Teams need to be able to do activities themselves
after the transition. They for example need to be capable of checking
whether an application is up and running, they need to have the
right toolsets and need the right data to be able to get grip on those
responsibilities. They also need to be able to register incidents in the
right format, and they need to be capable to solve the incident.

Instead of ‘throwing issues over the wall’ to IT Operations, the
departments are integrated. The integrated teams are responsible for
development, as well as operations. This change makes feedback loops
a lot smaller since the teams have to solve their own problems. This
change also decreases the distance from the business and shortens
the development cycle, which in return gives the teams better grip on
what they are creating. It is expected that this end-to-end responsibility
will increase the quality of the code.

An interviewee indicated that there are teams that might not be able
to handle the new responsibilities yet. Some teams make advanced
delivery pipelines, but some are not able to cope with the new respon-
sibilities yet. A reason for this might be that they would prefer to stick
their traditional way of working, or just because they do not have the
skills yet.

The teams need more skills because of the changed team compo-
sition and changed duties. An interviewee indicated that not every

36
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team is ready for this yet and they are not eager to change those
responsibilities.

Another interviewee in the Detect to Correct value stream indicated
that a downside of the DevOps transition is that the responsibility
comes down to a small team. A team may regularly make the same
mistake when registering incidents, it could be the case that an incident
may have happened before in another team, but it cannot be related to
each other incidents because of the poor data quality of the registration.
For this reason, higher-level relationships between an incident and the
technological causes of similar incidents cannot be created.

There are different interests between the development and opera-
tions departments. While development wants to release new function-
ality as fast as possible, operations actually would not want anything
to change, to ensure that the production environment can keep run-
ning stably. The data from operations comes from the production
environment, while the data from development comes from the de-
velopment process. Quality of code comes together with running
performance and the value for the customer. Insight in this data needs
to be created.

There is an extend of data teams should look at, to measure how
they are performing. At a strategic level, data is used to look at the
velocity of the output of the teams, but also at the composition of the
teams (what skills and experience team members have), and technical
debt (if they are working on legacy software).

7.1.2 Continuous Integration and Continuous Delivery

standardising Standardised processes and standardised tooling
are provided to the IT team to connect the different parts of the IT
Value Chain. This way data about the software development and
monitoring process can automatically be extracted from the tooling.

Once this is in place, it is possible to retrieve metrics from the tools.
This way teams can for example gain insight in their performance, but
it is also possible to get a better grip on the change initiatives if teams
do their administration via standard tooling.

Other benefits of the standardisation include:
For teams

1. The teams do not have to maintain their tools themselves

2. The tools always have the latest updates

3. It is cheaper (because it is mainly open source)

4. Easier to retrieve metrics

For managers

1. More grip on control
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2. More cost-efficient

3. Easier to manage IT landscape

A lot of teams did not implement a standard tooling pipeline yet,
therefore metrics such as code quality and lead time are not generated
automatically. An interviewee thinks that the manually given data
of those teams is therefore not always reliable. The two interviewed
DevOps engineers explained that many errors are made in manual
data. This is why there is now focus on automating the value chain
and retrieving metrics from standard tooling pipeline.Pipelines are chains

of tools and are
different pipelines for

different
technologies. For
example, Java or

Cloud.

A reason however, is that the teams do not implement a standard
pipeline because they say they are not like the rest of the teams and
need tools that are not provided in the standard. A lot of teams resist
this standardisation and come up with excuses, such as "I have an
Apple computer, which does not support it".

The Enablement Team of the bank is pushing to standardisation,
while the DevOps teams are pushing to customisation. The challenge
here is to find an optimum in between, to provide the teams with
enough flexibility, but still have enough benefits from the standardisa-
tion.

A DevOps CICD engineer also explained that not everyone should
perform CICD. He advised not to do it, if it is not necessary, it could
be too much work for the value it can deliver.

metrics The engineer, who is responsible for providing teams with
metrics, explained that the bank is already quite mature in retrieving
metrics from the available tooling. Instead of relying on what someone
has reported manually about what happened, data can be retrieved
from the tooling. The engineer explained that many requests to retrieve
data from tooling can be fulfilled already. However explained that
there are lots of data that can be used, but is not used yet. It might
therefore be advisable to register what data can be retrieved and point
out where the data can be retrieved from.

The same DevOps CICD developer explained that much data has
been gathered in the application designated for raw data storage
(Splunk). His team that gathers the metrics of the teams know a lot
about what is available in the data on the platform and know a lot
about how things happen in other teams. But he explained that many
teams do not know that it is available, which is a waste. He advised
that the metadata should be shared, which explain what data sources
are available in the data storage and what can be done with the data
sources. People also do not know how Splunk works, so that needs to
be taught for teams to be able to act on their data.
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7.1.3 Public Cloud Transition

An interviewee explained that all activities that are performed on
the public cloud is done by the teams within the bank itself, not by
external parties.

The introduction of Public Cloud opens up opportunities to gener-
ate more data about the infrastructure. The teams get insight in the
hosting data, which was handled before by the main vendor. The data
and extracted information can in turn be used to get insight in the
performance of the public cloud environment.

The public cloud can provide data such as:

1. How well the application is running;

2. Where the application is running;

3. What the application costs to run;

4. If an application is being used or not;

5. How much resources are used.

The cloud solutions are designed for giving IT flexibility, while on-
premise services are quite cumbersome. Scaling up infrastructure
is easy on the public cloud. Teams can manage this infrastructure
easily with the use of infra-as-code. It is wanted that this can be done
automatically in the future. Infrastructure as

Code is used to
standardise
configurations to
deliver consistent
and stable
environments at
scale on the public
cloud [27]

An interviewee explained that another benefit of the cloud is that
events on the running applications can automatically be extracted
from the environment. In turn, actions automatically be performed to
fix the issues reported in those events with the use of this data.

Another interviewee indicated that a large part of the operational
layer of IT will be removed, maintenance that was done for on-premise
servers will be handled by the public cloud services. Since the DevOps
teams will gain the responsibility, it becomes clearer where the costs
go.

The switch to public cloud also has impact on service processes. An
interviewee explained that people are now used to call the helpdesk if
a problem occurs with their application. But the infrastructure is not
managed on premise anymore, and thus the helpdesk cannot provide
the client with help.

7.1.4 Off-shoring and Vendor Relations

An interviewee explained that the bank has always outsourced their
Service Management process to IT vendors. The main vendor is respon-
sible for the process for 12-13 years already. It has the responsibility to
let all the bank’s IT vendors work together.
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An interviewee indicated that because operational tasks are the
responsibility of the vendor, they are also the owner of the data. Since
the data could not be accessed, no operational data was used. Only
questions on tactical level were asked, but none on operational level.
The ownership of the data is transferred from the vendor to the teams
with the DevOps transition.

Some critical components are still maintained by the vendors, these
parts will be brought to the teams as well. In these cases it is important
that the correct monitoring systems are placed.

Teams have to manage their own IT operations with the transition
to DevOps. An interviewee mentioned that some teams have difficulty
to deal the new responsibilities. Instead of the mentality “Someone
else will do it", the teams now will have to do it themselves. The
teams need more maturity to manage the new responsibilities, such
that the applications can keep running. This is why there is focus
on a maturity model, which is used to identify if a team is able to
run an application, to monitor the application and to do continuous
integration and delivery. This way responsibility can be given to teams
in a controlled manner.

7.2 strategy to portfolio

The first value stream in the IT Value chain is Strategy to Portfolio
(Figure 2.2). In this phase the wishes, requirements, limitations and
everything in that perspective is determined before IT services are
being developed.

The IT landscape needs to be designed to make sure that IT adds
value to the organisation. Processes need to be described, for example
descriptions of data usage need to be made and it needs to be made
sure that the organisation chart is clearly defined.

There are numerous types of data in the Strategy to Portfolio value
stream. For example designs (how the solution will look like eventu-
ally), requirements (constraints the solution will need to comply with)
and architecture (dependencies, standards, and principles). These
types of data describe what the IT landscape looks like. The wishes
from a business perspective are logged in the Strategy to Portfolio
stream, the architecture of applications is also created in this stream.

7.2.1 Challenges

7.2.1.1 Data Quality

An interviewee explained that data feels close to technology and it
would therefore be logical that ‘at least IT will have their data in order’
within the bank. This however could be improved, the initiative lead
by the central Data Management department to improve data quality
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did not yield much-expected reports in IT over the years, the given
process was not followed. He indicated that just a few data quality
issues were reported.

7.2.1.2 IT Landscape design

A DevOps consultant indicated that it is not always clear what the
exact IT organisation looks like. He explained that it is for example un-
known how many IT teams there truly are. There are multiple sources
of truth, different people provide different answers. An interviewee
indicated that the designated point for registration contains a lot of
teams with only one member, this is an example of a data quality
issue that is not solved. He further explained that data is however im-
portant, else decisions are made based on assumptions. There should
be one tool that is the single source of truth, people should keep the
data up-to-date there. At the moment the data needs to be entered
in multiple places, which is confusing. Timeliness of the data is also
important, there is no real-time overview, a source of a couple months
ago is already outdated.

7.2.1.3 Inconsistent Data Models

A business architect explained that it is often unknown what the
relation between an interface and an application is, and therefore
unknown what the data is that passes through the applications. It
is important to know these relationships, to explain to a regulator
which interfaces are connected to an application for example. Being
able to connect data sources across the IT value chain with each other
(Traceability) is also important to explain how money is spent in IT
(Cost Insight). The data is essential to be able to identify how IT costs
could be reduced (Cost Management).

The architect indicated however, that it is a pitfall that the model
which describes the relationships between IT assets will become too
large and cannot be maintained. This happened once before, a vendor
created an information framework for the bank. The model looked
perfect at glance, but it would only work if the whole organisation
would implement the model literally. It turned out that the terminol-
ogy could not be accepted in the organisation and that it did not fully
fit in all departments’ contexts.

7.2.1.4 Descriptions of IT Products

An interviewee, that works at a department for product planning and
design, explained the data needed from others is not always fit for
the purpose. He indicated that people create data about IT products
(such as applications and software) from their limited point of view,
and therefore a data source which is said to be a description of an
IT product, might be different from a data source about the same IT
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product, but created by someone with a different perspective within
the organisation. Another problem is that it is not clear how trustwor-
thy and how up-to-date the data source is. Also, it is hard to find the
person who can explain which regulations apply to a certain appli-
cation which is being worked on. It can be the case that if someone
searches for data, there could be a lot of different explanations about
what the product actually is, and who is responsible for the product.

He explained that there are too many versions of a data source is
because there is no control over who may and who may not provide a
description of an IT product. A person is allowed to describe a product
from another department, this description is seen as reliable as the
description by the actual owner of the product. For this reason, it is
not clear for the user what the correct description would be.

The challenge is to provide controls about the creation of descrip-
tions of IT products, as well as provide clear metadata of the data
source.

The interviewee advised to let people only provide descriptions of
their own products, and let someone who needs to create a higher
level design of an IT product, bring those specialised descriptions
together, instead of creating an own description. This also needs a
change in culture, such that this division of responsibilities is accepted.

There is an initiative within the bank to standardise definitions of IT
products and their composition, such that a common understanding
within IT would be created. This is done with the use of a common
data model.

7.2.1.5 Design tooling

A lot of data is created in the design process, but this happens in a lot
of different ways. Those designs are created with tools such as Office
Powerpoint but also with Excel, or a sketch is created with a design
tool, for example. An interviewee explained that it is often unclear
how these sources relate to each other and a central point of view. This
indicates that there is not enough standardisation in this process.

7.3 requirement to deploy

The emphasis of this stream lies in the development of IT services.

7.3.1 Value of Data

Data about IT performance can be extracted from the tooling pipeline
that CICD offers. These metrics can give more insight into IT perfor-
mance since planning can be linked with development metrics, which
also can be linked with operational metrics. These metrics are given
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back to the DevOps teams and IT management. Combining these data
sources could provide novel insights to drive decision making.

7.3.1.1 Value for teams

An interviewee indicated that teams can steer based on facts with the
metrics. Teams can use it to get insight into how they spend their time,
this way they can identify their problems and gain insight on how
they can improve their way of working.

Teams receive numerous insights about their development process.
They, for example, get to see how good the quality of their code is,
how much work they have performed during a period or how long it
took to repair an issue.

A DevOps transition manager found it important that not only
managers get to see data to get a grip on the overall IT performance,
but also the teams get to see their metrics themselves. This data is
valuable for the teams such that they see the importance of the work
they do, instead of that a manager tells them that something should
happen.

A DevOps CICD engineer explained that the correlation between
factors is the most interesting to see for the teams, to identify im-
provements in their process. Another engineer added that it is most
interesting for teams to measure their performance over time. Else you
are measuring a point in time, which does not say much, as it cannot
be told if you have improved or what the cause of an issue might be.

7.3.1.2 Value for Management

Managers want to steer on the data that comes from the CICD
pipelines, to gain insight into how teams perform. The managers
want to know why some teams perform better than others, data gives
insight into this. An interviewee explained a use case of the data with
the example: “If a team does not deploy anything the whole year, then
you can start wondering what the team did throughout the past year."

Another use case of IT Value chain monitoring for managers is
to compare the performance of teams with each other, to recognise
why one team performs better than another. Low performance does
however not necessarily has to be caused by the quality of the devel-
opers but can have other influences, such as personal situations or
distractions in a team.

An interviewee from IT Service Management explained that an
operations employee might be cheaper than a software developer, but
if it is known that a recurring issue is being fixed on regular basis by
an operations employee, it might be more cost-effective in the long
term to fix the root cause of the problem by a software developer.



44 case results

7.3.1.3 Cost insight

The metrics from the CICD pipeline provide data about every stage of
the development process. This way it can become clear what a change
has cost and what a similar change will cost in the future. Instead
of steering on portfolio- and project plans, there will directly be an
overview of how much a feature will cost. There were no total image
of IT development and IT operations costs, by combining these with
DevOps and CICD you do have that overview, and you can see from
the beginning to the end what an application has cost and a similar
application will cost.

7.3.2 Challenges

it landscape registration An interviewee indicated that there
are many different lists about what the IT landscape looks like. For
example how many IT teams there are or how many applications are
available in the IT landscape. This is confusing since it is difficult
to find out what truth is. He explained that the detection of the IT
landscape could be automated. A downside with automation however,
is that employees whose task it is to maintain those lists will become
unnecessary.

development registration Two interviewees explained that
some things need to be registered about IT applications, such as
which change has been made or who have been provided access to
an application. Another interviewee indicated that the data which
requires manual input can be very valuable. Analysis and insights
enable to improve strategically, as well as operational. He explained
that this is generally known in the organisation. The problem, however,
is that if the data that is entered manually is bad, the output is also
bad. It requires a lot of effort to fix the data. The tendency is to fix
these problems afterwards, but the interviewee told that this enables
people to keep entering the wrong input. The interviewee thought
that laziness is not the cause, but it is a capacity problem. The priority
of work should be looked at.

One interviewee indicated that when it is unknown what has
changed, it might be unknown if security checks are passed. In turn,
it cannot be explained with full certainty to the regulatory supervisor
if all security checks are performed.

The interviewee indicated that it however is questionable if the
teams see the importance of the registration of processes and ad-
ministration. This is why the DevOps program also gives the teams
awareness about this topic.

Another interviewee however indicated that for example granted
access rights are already registered in the application’s code, which
could be used instead. The registration process would thus be an
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unnecessary and time-consuming process. Two interviewees also ex-
plained that changes in code need to be described twice at the moment,
once when the code is being created, and afterwards in another tool
for administrative purposes. The data is available in applications but
is not used yet. For some applications, teams are already helped with
the automatic administration of changes in code.

It is however problematic if the quality of the registration is not
done correctly. An interviewee gave several examples:

1. If it is unknown that new incidents arise because new code has
been released, then you will not know what should be done
differently next time;

2. Incidents remain unsolved longer;

3. Applications are less available;

4. Unsatisfied customers;

5. Wrong use of resources;

6. Decreased effectivity of the organisation.

This is why it is necessary to tackle data quality issues with regis-
tration.

7.4 detect to correct

This last value stream of the IT Value chain focuses on the monitoring
and maintenance of the running IT services. Data is used for various
purposes in this value stream. Such as incident resolving or the moni-
toring of running software. The automation of the IT Value chain was
one of the most named opportunities for data usage. The interviewees
mentioned numerous benefits of creating an automated pipeline.

7.4.1 Value of data

7.4.1.1 Incident and Problem Resolving

The department Incident, Problem and Change (IPC) Management is
responsible to act in crises, in which an incident should be solved.

One interviewee explained that incidents are created when some-
thing goes wrong with a system, for example, if a running application
breaks in the production environment. Those incidents are registered
and solved manually, based on error reports. Two interviewees ex-
plained that most incidents are reported via phone calls by customers,
the call centre of the bank then creates the incident manually. This
cannot be automatised yet.

The interviewee described that during a crisis situation, something
happens that did not happen before. At the moment a lot of experts
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come together and explain their vision on what happened. Facts
must arise, and assumptions can be verified or discarded, to find the
root cause of the crisis. Machine data could be used to objectify the
situation, such that the current state of the systems can be compared
with the stable situation just before the crisis situation started.

Although manually reported incidents cannot be resolved fully au-
tomatically, most of error handling of systems could be automated,
such that systems generate errors automatically, which can automat-
ically create incident reports, which in turn can be sent to solving
parties, who could solve it automatically with their systems. This
would benefit departments like the Service Management since many
of the system’s errors can be solved with simple automatic actions.

7.4.1.2 Anomaly detection and automatic remediation

Anomaly detection could be used to prevent problems with the sys-
tems. At the moment, with event management, a system creates an
error after something went wrong. A combination of incident data
can be used for Problem Management, which focuses on tackling the
root cause of problems. The IPC department needs a clear overview of
the IT landscape and its data components, to quickly identify the root
cause of the incident. An interviewee of IPC believed that analytics
on machine data could be used to extract facts about hardware and
applications. Tools to interpret the data will help determine the deeper
technical cause of an incident. The machine data could be correlated
with the incidents that are reported manually, which might link types
of incidents to what happened in the system at the same moment.
That level of analytics is not performed yet in the organisation.

Once the software is in production, it is interesting to see how it is
performing. Data from monitoring tools can be used to detect anoma-
lies in the performance. Three interviewees explained that exception-
based information would be the most interesting since normal be-
haviour is not worth looking at. First, a baseline of normal system
situation should be created based on the data. As a next step, the
system could provide real-time anomaly detection (e.g. the CPU load
increased with 10% in the last hour and might increase even more).
This could be used to prevent an incident since the cause of the prob-
lem is detected before the systems break. Some teams already make
use of such information, they have proven to be successful in prevent-
ing a problem, or to solve it quickly. Data about the systems could
also provide insight if the Service Level Agreement requirements will
be met over the long-term.

Some applications have peak periods in which the load is very high,
one of the payment applications for example. If something goes wrong,
you want to know what the reason is. The cost of downtime can be
very high in some cases, it may lead to reputational damage as well
as to direct losses.
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An interviewee explained that it would be necessary to bring data
together from multiple layers of IT to get the full picture. This could
be used to get an end-to-end overview of what changes could have
led to the incident. He saw an opportunity for automatic remediation
on anomaly detection, in which problems are solved automatically.
Because in the end, you want the developer to be able to create new
functionality, so more automation the better. Another example of the
value of an integrated IT pipeline is synthetic monitoring. Which can
be used to provides a link with how an end-user experiences the
performance of an application. If it is known how many users are
using an application, priorities can be set on which issue should be
fixed first, an application with 1000 users might have a higher priority
than one with 10 users.

view of a developer One of the goals of monitoring the IT
value chain is to be able to predict the impact of a change in code. A
software engineer thinks it is unfeasible to determine the true impact
of a change, no matter how many people look at it. The engineer
explained that there are too many variables in play that it is almost
impossible to determine.

7.4.1.3 Performance Management

Once the software is deployed, data can be generated about the per-
formance of how it runs on the infrastructure, as well as about how
users interact with the application. Metrics that were mentioned in
the interviews included:

1. Response time of a website

2. Availability of a website

3. Number of users of a website

Different metrics are used as well for Performance Management, for
example, how many times a system crashes, how long it takes to get it
up and running again, time to release or how many releases are done.

other value generating aspects

1. Monitoring more than just IT incidents, also monitor financial
transaction data. The data is there but is left unused since it is
handled as purely IT data.

2. Linking system performance to customer retention.

3. Linking interface layout to customer retention. (e.g. Android
users click more often to a next screen than is done on PC)
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7.4.2 Challenges

7.4.2.1 Incident registration

Another interviewee explained that there is a lot more human work
needed to solve incidents after the incident is reported. The depart-
ment responsible for solving incidents wants to know what the root
cause of the problem was, which people have been contacted and
what went wrong. In many cases, this goes well, but in many other
cases people fill in dots to skip through the form.

Two interviewees both explained that the cause of that engineers
do not fill in the registration form might be because they do not find
it interesting or do not see the value of doing it for themselves. An
interviewee indicated that the engineers feel it is overhead, they could
help someone else instead of spending time on the registration of
the incident. Teams are not aware of these possibilities. This leads
to decreased Data Quality since they do not put in the effort. The
interviewee explained that if there is no insight into how much time a
team spends on solving incidents and a major part of the time is spent
on solving issues, it might be because the code is not good enough.
Which may result in incidents every deployment. It also decreases
the velocity of development, in practice, the teams are mostly fixing
issues. The management of IPC, who uses the data, on the other hand,
could improve the understanding by making better use of the data
and by showing the results back to the organisation according to the
interviewee.

He continued to explain that it would be useful for the IPC team
to perform data analytics on the quality of the incident related to
team metrics, to gain insight on what factors may influence incorrect
settlement of an incident. It could be the education or work instruction
for example. This data analytics cannot be performed yet because the
data is not available, the interpretation is still difficult and the skills to
work with the tooling is not present in the IPC team.

If the data quality of the data is not in order for IPC, it is harder
to pinpoint where a change was made that could be the cause of the
incident. If the IT landscape looks different than thought, you are
looking at the wrong systems and will cost money because it takes
longer to find what you are looking for.

It was also explained that people who have skills to create something
useful with the data from incidents and the tool pipeline are very
scarce. Not only technical skills are needed to transform the data, but
those people also need to have an understanding of the solution that
is wanted by the business.

An interviewee from the IPC team noted that one of the biggest
challenges in working with the data is to create a connection with
the people who have the problem. Operational data always has a
connection with the organisation, you have to speak with teams to
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relate what happened in practice. This does not happen enough yet
within IT. The challenge here is to understand each other since the
languages spoken are different.

The bridge between the engineers and the business is hard to make.
The adoption of the tools and processes that are offered to the engi-
neers to do their work better is hard. The interviewee indicated that it
goes too slow at the bank. It is not about the tools itself, but people
still work as they did 10 years ago sometimes. The adoption has to do
with curiosity to do it better and faster of the employees, but might as
well be because of the focus on the craftsmanship of individuals.

Other issues with data are that people do not follow the given
process and therefore are not aware that they are using obsolete data.

7.4.2.2 Data Awareness

An interviewee from the Service Management department indicated
that it is insufficiently known what Data Sources there are. He also
indicated that raising awareness about data is quite abstract. It might
work to show the value of data as a way to make people aware of the
possibilities with it, besides raising awareness of the availability of
data. It was also indicated that it is often unknown who the owner of
the data is. An interviewee indicated that this is for example the case
with Service Management data.

Another interviewee indicated there need to be guidelines for such
administration. If it is unclear what data is registered where, then
people start to input all different sorts of entries in the application.
This leads to inconsistency in the data about the IT landscape. The
interviewee explained that if you cannot give clear guidelines, then you
cannot expect the organisation to do the right thing. These guidelines
are needed since the organisation does not want to create central
teams that keep the registration for everyone but want to provide
self-servicing.

7.4.2.3 Common Source Management

One interviewee was largely involved in enabling the IT value chain
with data integration. He explained that there is a product administra-
tion, in which the organisation records all products that are delivered
to the business parties. The relations between application components
are registered, who have used them, who is the technical administrator
and the operational operator. The rest of the organisation is enabled
with tools to perform Service Management.

It was however noted by numerous interviewees that often multiple
versions of a data source exist. An interviewee described that this
may be because the introduction of a new initiative is often combined
with an initiative to gather data, while the data is already available
somewhere. He also mentioned that a Common Source is not used
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because it does not fully comply with the needs of the user, and thus
an own source is created instead. The importance of a central data
source was stressed, the quality of the data should be improved in
this source, not in clones. Empowering the organisation to connect to
these Common Sources is a work in progress for IT.

7.4.2.4 Data Distribution

An interviewee indicated that their department makes use of a Service
Management tool to distribute data, but it is not clear why it should
happen. No document describes what is done with the data once
shared, if it is mandatory to do so, and what it will be used for.
Sharing data in a central place is sometimes felt as just creating a
large data lake, but the goal of what to do with it is unclear. It is
not monitored if the data in a data lake is useful and is thus worth
the costs. An interviewee mentioned that there should be a club that
should drive these types of insights.

registration of infrastructure The IT landscape has be-
come very complex according to an interviewee of the Service Man-
agement department. He explained that there is about 50 years of
automation behind it. An example is a CRM system, which has gained
100 interfaces over the years. The systems emerged and lack constraints
imposed by prior work, this makes it unclear. Managing data can be
complex, often there is no overview of the links between systems. It is
therefore a large effort to find out which systems behind an interface
the data goes to. Another interviewee of the IT Service Management
department explained that many applications have dependencies on
other applications. If a change is made in one application, something
might break in another. Therefore approval of a change is necessary
for the dependent applications. If applications are more disconnected
from each other, then approval might not be necessary anymore.

Another interviewee from the same department indicated that the
common language between business and IT is also important in the
registration of infrastructure to know which applications are in prac-
tice available in the IT landscape. (See Section 7.6.1). He explained that
it for example is important that the status of applications is known
for the business. Statuses include ‘concept’, ‘allocated’, ‘in use’, ‘to be
decommissioned’ and ‘decommissioned’. It is very important that this
administration reflects the true situation, as it imposes risks concern-
ing management (the business thinks an application is allocated, while
it is already in production) or security (an application is running in the
infrastructure, while the administration tells it is decommissioned).

This administration is done manually, there is an initiative to be
able to discover the status of an application based on what is running
on the infrastructure. This applies the other way around as well, a
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ticket for the teams that manage the infrastructure can be created
automatically if it is required to change the state of an application.

One of the uses of the system which is used for the registration of IT
assets, components and relations to applications, is to compare what
has been ordered and what has been delivered by the vendor. After
a cleanup and automation with the use of new tools, the register’s
quality had improved. This used to be bad since there were too many
loosely coupled Access databases.

7.5 supporting capabilities

7.5.1 Grip on Change

7.5.1.1 Defining processes

According to an interviewee, DevOps can be seen as the next step
after Agile, it fundamentally changes how teams work. The Agile
transformation introduced more flexibility and freedom for teams. The
interviewee indicated that this leads to a sort of ‘Free for All’, which
lead to the introduction of many divergent processes across teams. The
Apollo program, and the DevOps transition, in particular, is now also
used to introduce more standardisation again. Another interviewee
explained that teams should start to describe their process, which
includes the resources and information the team needs to execute their
processes. An example is backlog management. Control mechanisms
are defined to manage risks, to get grip on the risks, the teams are
expected to register several fields about their way of working. For
example, the tools they are using, their team composition or what the
responsibilities of the team are. The teams generally feel it is extra
work, and are not eager to fill out those lists regularly. There is no
discipline to do administration manually, an interviewee indicated
that it might happen twice when you ask the teams for it, but then it
stops. The interviewee explained that this is why there is a focus on
the automation of this process. But some things will still need manual
input from the teams.

7.5.1.2 Measuring the transformation

Measuring the adoption of change initiatives is important. An inter-
viewee described that the bank is good at identifying new things, but
spreading it out such that everyone is benefiting from it, is a journey
of itself. If the adoption is not measured, people may not be adopting
it. The result is that the organisation is doing better and better services
are created, but nobody uses the services.

There are no metrics yet to gain insight into the Agile transformation.
A team within Fortran is working on this. The steps which are taken
right now is to define which management information can be retrieved
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from which tools and to give a standard definition of a set of KPIs.
These KPIs are monitored to get grip on DevOps. An interviewee
described that the DevOps Enablement team also created a list of
requirements for teams going in the DevOps transition. The checklist
contains data about the maturity level of the teams.

A DevOps CICD developer explained that the bank is very progres-
sive in sense of implementing CICD, but is less progressive in the
feedback. He thought it is sometimes unclear why projects such as
CICD are done. It is unclear if a team will perform more releases of
their product than before CICD. Automation of the pipeline will help
retrieve this insight. He explained that it is wanted to measure trans-
formations in the organisation. It should for example be measured
if the teams actually work fast with CICD and DevOps. This is not
known if it is not measured. The data creates a vision of what you
want to build. He indicated that 450 teams and feelings about their
performance do not work to measure how well the organisation is
performing. Thus other metrics are needed, which could be retrieved
from the CICD pipeline.

7.5.1.3 Measuring productivity

Improving IT is often about productivity, lower time to market and
other metrics on velocity. An interviewee indicated that some sort of
proxies of productivity were introduced. Much of it is based on Story
Points, which is not uniform since each team has a different estimateStory Points are

numeric estimates on
how much a piece of

work will cost [4]

on how much effort a piece of work will cost. Indicators regarding
productivity would be really interesting to understand IT even more
according to the interviewee.

There used to be metrics to measure productivity, for example with
the use of function points, but it did not work out.

7.5.1.4 Measuring value of IT

An interviewee explained that there is a focus on making processes
more efficient, which should result in a more efficient and cheaper IT
factory. At the moment there is not enough insight into the costs of
IT (besides the hourly wages of employees). More could be done to
measure the costs, but also more could be done to measure the added
value of IT. But two interviewees explained that at the moment it is
very hard to measure what the added value of IT actually is. Timing
is one of the difficulty factors, the inputs come at some point, the
benefits come a bit later, which could be three years later according to a
manager. With Agile there is a focus on slicing things down. Minimum
viable products and quick releases shorten the time of delivering, which
shortens the time to measure value.

The interviewee explained that people have to start thinking about
the outcomes, and about the adoption of the solutions as well. If people
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think about these aspects, the deliverable becomes stronger, because
you have thought about it. This reinforces end to end responsibility,
sometimes someone can deliver something that is asked for, but in the
end does not know if it is going to work.

7.5.2 Identity & Access Management

The Identity & Access Management (IAM) within the bank is responsi-
ble for providing digital identities for customers as well as employees
of the bank. Other responsibilities of the department are to provide
access rights for those two groups and to provide credentials for IT
systems.

Data is a very important asset for IAM, they store who has accessed
a system when, how long they had access and when they returned the
access token.

access tokens An interviewee of the department explained that
data for IAM could also be used to find out how long tokens are used.
Sometimes an employee requests an access token for a day, but only
uses it for 15 minutes. This data can be found as machine data in the
systems but is not used at the moment.

identity and access management An interviewee found that
the usage of the data-sharing platform for IT is quite low. Instead of
sharing raw data, interpretations of the IT data could be shared with
the rest of the organisation. Several sources of the IAM department
could be placed in this data platform, such as Digital Identities, an
overview of access rights, a list of vaults (which contain passwords)
or access tokens.

7.6 other it aspects

7.6.1 Data Model

One of the goals of CICD is to connect tools within IT with each other
such that there is a pipeline of tools that can work automatically. One
of the IT challenges however is that the data models of the different
tools are not compatible, according to numerous interviewees. Data
models describe which data elements the tools deliver. This needs to be
solved first, before value can be created. An interviewee explained that
teams within the organisation already work with the data models for
a long time already. The connection between the models was however
not created before. He explained that it might be because the teams
just did not see the opportunity to create the connection, or that the
tools at the time were not mature enough to support it.
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Another issue with the data model is that departments within the IT
Value chain describe applications and data components using different
terminology.

An interviewee explained that traceability goes from application
to infrastructure, or from user story up to development. This is only
possible if data elements can be linked with each other, which can
only be done if everyone registers their data elements in the same way.
Two interviewees from the Service Management department explained
that different teams may have a different definition of data elements
and a different view of what the term application means, this might
be because they have another vision of how it should be used. It is
a challenge to bring the definition of lots of different teams together.
One of the interviewees explained that this is not the case anymore
for infrastructure. If you ask what a server is, then you will get a
consistent answer. He also contributed the relatively low maturity of
conceptual thinking on application level as one of the reasons that
there is difficulty with traceability.

A business architect explained that a lot of metadata is needed to
accompany a data source. It has to be agreed on what the definition
of an application, a service or a product is. There is a mismatch in
what the business and IT mean with certain terms, for example a
business product may for the business mean an ‘Insurance-linked
mortgage’, while others within IT might see a piece of software used
by the business as a product. It is important that the differences are
made insightful.The bank provides a

tool in which all
available applications
should be registered.

The bank also
provides a lexicon in
which the definitions
of data elements need

to be registered.

One of the interviewees explained that the business wants to know
which applications are most important, and which are not. They for
example might want to decommission an application. Everyone should
be talking about the same model in order to be able to actually phase
out the whole application.

A DevOps Engineer also explained that it is needed to classify what
a component, or type is. You want to identify those components with
numbers, such that developers can order what they need for their
applications in a catalogue.

The problem however is that because of the different professional
languages across departments, it is very difficult to let the different
parties within the organisation talk the same language about IT. This
is reflected in the registration lists of applications which are already
available within the bank. One list has very different contents than the
other list, which make the lists incompatible.

On one hand an interviewee indicated that it is not advisable to
create one data model that describes the IT landscape. This interviewee
indicated that dialects should be allowed, it is more important to
understand each other, instead of forcing everyone to speak the same
language. While another interviewee found this common model and
language a necessity, since the bank is making progress to include
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business and IT in one team. This starts with the DevOps movement,
and could later be extended to concepts such as BizDevOps.

7.6.2 Cleaning the IT Landscape

An interviewee described that IT is built on a wrong basis, there are
many factors which limit a smooth transition. Besides the DevOps
movement it was noticed that the current process management does
not fit an Agile way of working. This is why the program managers of
Apollo need to know what constitutes a good team composition and
how processes should be structured.

7.6.3 Language gap

An interviewee indicated that there is still a language gap between
a business owner and the IT teams within a same department. A
good translation is needed for the business owner in order to under-
stand how the department performs. This starts with awareness and
education.

7.6.4 Lack of Skilled Personnel

It was mentioned that the country does not have enough Software
Developers for what is needed by its companies. There is a cost-
association with outsourcing, but another reason companies have to
outsource their work is because they are competing over the same
pool of workforce in the country. This is why a large part of the bank’s
software development is outsourced to India, and many developers
who work in the country come from India.

7.6.5 Culture

7.6.5.1 Decision Making

Numerous interviewees explained that people determine what should
happen before looking at data, they decide on what they already know.
Reasons could for example be that teams are not aware of what the
value of data is or do not have the maturity to use the data. Other
reasons include that people do not know what to do with data, it
might feel confronting, or it might also be seen as boring to just make
decisions based on data.

Another manager later explained the data could also be used to
challenge their biases with the use of data.
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7.6.5.2 Trust in Data

On one side there is a lot of enthusiasm to do more with data, but
on the other side there is an opposing force. One of the interviewees
said this is organisational culture. He thought that if people see the
value then they start trusting it. One of the other reasons named was
that it is too easy to blame an external factor why the data should
not be correct. For example: “The data model does not align with what
I need, so I cannot compare these two sources.". The quality of the data
is an important factor not to trust the data. Especially if the data has
not been used that much, the quality would not be that good yet. If
people see that the data is used, people are more diligent to ensuring
the quality of the data.

An interviewee described that another reason is that the source
did not contain a certain field. A solution is to start using Common
Sources instead of creating new ones (see Section 7.4.2.3), as well as
includes a cultural change, in which people learn to make decisions
on data that is somewhat less complete.

7.6.5.3 Trust in usage of data

As described previously, there is a desire to gain data from all stages
of the IT value chain, which includes performance tracking of teams.
Trust in the usage of the performance data plays an important role.

The developers might be wary on what happens with the data that
is collected about them, they might fear consequences if it is noticed
by their managers that they perform less than their peers or as other
teams. A DevOps CICD engineer explained that development teams
can see the monitoring of performance through two lenses. Some see it
purely as content for the managers, such that they can point teams out
that under-perform. But on the other side the teams do understand
that with DevOps principles more responsibility is gained, with this
data they can gain this responsibility. The performance metrics have
to be made attractive, else there is no adoption.

An interviewee indicated that as a consequence of the lack of trust
the developers might even manipulate data if they know it could
negatively impact them. He and the DevOps CICD engineer both
explained that trust should come from both sides. The teams should
have the right to have an opinion on performance measurement, and
management should listen to their concerns. A transparent culture
about how data is used is very important. The engineer also suggested
that feedback should be positive too. The data should not be used to
punish, but more for coaching the teams to tackle problems.

Another interviewee also indicated that people do not trust the
solutions of others. An example is from the Retail department, they
got presented a model which predicted when a customer would leave
the bank. They already used one, which was a lot less accurate, but
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they did not trust the new model, since they were accustomed to using
their own.

7.6.5.4 Showcasing the value of data

An important factor in the effective transformation of data into value
is to show people why they need to put effort in making the data
available in good shape. An interviewee explained that once people
find out their data is used, the discipline to follow up on it can be
seen. He found it natural that when you find out nobody is using your
document, then you just skip through a form to get done with it.

It is for a manager sometimes hard to identify data quality issues,
since data is looked at from a very high level perspective, which makes
it hard to see if data is right or wrong.

7.7 discussion

7.7.1 Data Challenges

Based on on the case study results we distinguished 33 situations in
which problems with data play a main role, we call these situations data
challenges. We listed those challenges in Appendix B. For each of those
challenges the given cause as described by interviewees is given. We
indicate what the solution might be, we provide this recommendation
based on our insights from the case study, or if available based on the
interviewee’s answer. As a last part we provide which capability from
the Data Management Framework could assist tackling the issue. We
mapped the challenges according to the value streams they are most
relevant to. The mapping is presented here as Figure 7.1. Challenges
that are listed under IT Supporting describe challenges which span
multiple value streams.

7.7.2 The causes and opportunities of the data challenges

Based on the challenges and further results from the case study we
examined what the overarching reasons for better Data Management
in IT would be and how the causes to the challenges are related to
each other.

We found that IT is pressured to become more efficient and cost
effective. IT is however struggling with a number of issues with regard The numbers

between brackets
refer to the
challenges as
described in
Appendix B

to their IT landscape. The costs of IT are not insightful (19, 20, 21),
the integration of IT services is difficult, data from different systems
cannot be correlated and a lot of manual work has to be done.

We found that it should be a main priority of IT to be capable
to relate most of the data sources within IT with each other, such
that there is a complete and reliable overview of the IT Landscape
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Figure 7.1: The data challenges mapped to the IT Value Chain

(infrastructure, applications and DevOps teams) and of the processes
in the IT value chain. We present this concept as Traceability.

In the validation rounds (Chapter 9) we found that traceability could
also be identified with the term Auditable DevOps and is related to
Data Lineage. The latter however focuses on tracing the mutations done
on a data source, while our definition of traceability focuses on the
ability to create relationships between different data sources.

If traceability is not addressed, IT misses value generating opportu-
nities, such as automatic remediation of incidents or finding a common
denominator in recurring problems during development. Other risks
include: Wrong priorities are set (23); Unnecessary work is done; Un-
necessary security risks (8); Unknown relation between changes or
system performance and customer experience (14); Unknown system
behaviour before an incident (5); Wrong causes are pointed out during
incidents (15); Organisational change projects cannot be measured
effectively (24).

The creation of value with data is also subject to numerous chal-
lenges, such as inability to solve incidents automatically (6), inability
to measure performance (25, 26 27), potential cases to turn data into
value are unused (31) and a lack of trust in how data is used to create
value (33).
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A number of causes hinder the traceability of the IT landscape. We
found that the challenges as listed in this section share higher level
causes, as such we found two main challenges that need to be tackled.
We present these relations and main challenges as a diagram, which is
presented in Figure 7.2

Figure 7.2: Relationships between data challenges

7.7.2.1 Main Challenge 1: Unclear relations between IT landscape compo-
nents

Data models are architectural models which describe how the actual IT
landscape looks like in sense of IT products and teams. A data model
for example describes which applications have which functions, what
data elements they provide, how applications are correlated to each
other or how the applications are composed in smaller application
components. The data models which are available are however not
good at the moment. Challenges: 1, 4, 5, 7, 12, 13, 16, 17, 27, 29.

It is because of the following reasons: Different views of the usage
of IT components in the data model and different languages between
business and IT.
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7.7.2.2 Main Challenge 2: Quality issues with data

There are numerous problems with regard to the registration of data.
Manual registration needs to be done in various places. Forms for
changes in code need to filled out, as well as for incidents. The reg-
istration of the IT Landscape also is done manually and so is the
registration of given access to systems. Challenges: 2, 3, 4, 9, 10, 11, 17,
28, 30, 32.

The following problems occur with the manual registration: There is
no trust in the data; The registration process is not followed correctly;
It is felt as redundant work; The organisation changes too fast to be
able to keep the registration up-to-date; Registration feels like over-
head; People are not aware of the use of outdated data; The quality
of the data is substandard and thus not usable, which is because of a
lack of trust in the data, because of a lack of standardised format and
because there is no ownership on the data.

7.7.3 Data Types

In one sense data is used to make the development and monitoring
process of IT more efficient and better. This type of data is mostly
machine data, which could be large log files, or individual data entries,
this type of data is useful when used when aggregated. This type of
data can be used to drive the integration of applications. We classify
this type of data as Transactional Data.

On the other hand data is also used to get grip on the IT landscape.
Data is used to explain how IT assets are available and how they
relate to each other. These types of data are used by multiple business
processes and we therefore categorise this type of data as IT Landscape
Data.

During our case study we found a lot of different data sources
within IT, we have listed them in Appendix C. We also categorised two
data sources as Metadata. As these sources describe other datasets.
We did not find Reference Data types during our case study.
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D ATA M A N A G E M E N T O P P O RT U N I T I E S A N D
M O D E L R E D E S I G N

8.1 added it enabling capabilities

We found that the Data Challenges that arise within IT (Section 7.7)
cannot be covered with solely the Data Management Framework
(DMF) as described in Section 2. Our proposed capabilities reflect
what IT needs to be able to tackle their data challenges and to get in
control of data. It could be argued that the capabilities would not fit
in a Data Management Framework, that is why we present them as IT
enabling capabilities next to the framework.

8.1.1 Automatic Data Generation

Data sources that are created manually are subject to quality issues
(see Section 7.7.2.2). Some data sources could, however, be extracted
from tooling automatically, such that no manual action is needed.
The lists will probably contain fewer errors, will provide a complete
overview and will therefore probably be trusted more. This capability
will, therefore, reduce the need for Data Management processes.

This capability could assist in providing automatically generated IT
Landscape Data. An example is that the status of running infrastruc-
ture could be automatically detected. This way, the IT infrastructure
designs do not have to be kept updated manually but can be extracted
automatically. This machine data is indisputable, as opposed to the
manually created lists.

8.1.2 Data Value Presentation

The creation of a reliable data source requires effort by employees.
However, it is often not clear why effort should be made to maintain
and manage data assets.

This is supported by Tadhg and Sammon [51] which also observed
the difficulty that organisations have in clearly communicating and
deriving value from specific data initiatives.

It is therefore important that the value of the data is shown to the
organisation. It was found that it is highly likely that more effort will
be made to create and maintain a source that is reliable if it is known
that the data is valuable for others.

We distinguish this capability from the Data Management capability
Data Awareness & Education, as that capability focuses on raising

61



62 data management opportunities and model redesign

awareness on the process of data management, instead of presenting
the value it can offer when it is used by a ‘Data User’.Data User refers to a

person who
represents the people

who use a data
source to turn it into

value

We advise creating a dedicated page on the intranet of the organi-
sation in which value cases are presented. The page could contain a
structured list with crafted white papers based on the value cases. The
value could also be presented with the use of business intelligence
dashboards, links to those interactive reports could be provided on
the page. This way, anyone in the organisation can gain inspiration on
what is possible with data in general, but can also see what data they
contributed to is used for.

Tadhg and Sammon [51] created a ‘Data Value Map’ which functions
as a template that can be filled in by Data Owners and Data Users
to create a shared understanding of the value as well as the Data
Governance approach. Although it shares similar model areas with
the DMF, it could provide lessons in which the value-generating
process is spelt out for all data stakeholders.

8.1.3 Data Value Tracking

Data Management is performed to enable the creation of value with
data. Data Management requires resources; this process is, however,
not worth the effort if data is not used, or if the value of the data does
not outweigh the effort that is put in.

In order to become a data-driven IT organisation, it should be known
how data is being used and what the value is. We provide the capabil-
ity Data Value Tracking as a tool to measure the adoption of data and
to show if the data management process is worth the investment.

This is especially relevant for IT since it was explained that the
registration process is felt as overhead or that the reason registration
process is not understood. As opposed to the capability Data Value
Presentation, which is used to convince the organisation of the value of
the registration process, we provide this capability to measure if the
registration process is actually necessary.

8.2 priorities data management

Based on the challenges described in priorities for Data Management
in IT. Figure 8.1 displays the capabilities with our given level of
priority.

Data Management can give guidance to tackle these challenges. The
next sections explain the priorities.
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Figure 8.1: Priorities Data Management IT

8.2.1 Tackling Main Challenge 1: Unclear relations between IT landscape
components

One part of Data Management focuses on the alignment of the or-
ganisation. The Business Data Modelling and Data Modelling & Design
capabilities are complementary, but the combination has two goals for
IT.

The first goal is to align IT definitions with business definitions, such
that other levels of the organisation can communicate their needs to IT
and use data from IT. Employees have to register the descriptions of
the different data when a data source is going to be added to the Data
Accountability Catalogue. This approach allows different ‘dialects’
of data descriptions. This means that the different interpretations of
the data are registered. Business Data Modelling should tackle the
challenge that business and IT speak different languages.
This should assist in tackling challenges 12, 13 and 29.

The second goal is to align IT data definitions, such that everyone in
IT is talking about the same data model. A uniform data model, on the
other hand, leaves no room for dialects. DevOps has a large influence
on the need to create a common understanding. The two worlds with
different terminology in their data models come together in one model.
A common data model is necessary to be able to relate the different
technological building bricks of infrastructure and applications with
each other. At the moment it can not be described in a uniform way
how IT products are composed out of smaller components.

The goal is to provide a common understanding on how IT works.
A data model is described as follows according to DAMA Interna-
tional [17]: “A data model describes an organization’s data as the
organization understands it, or as the organization wants it to be. ...
Data models are the main medium used to communicate data require-



64 data management opportunities and model redesign

ments from business to IT and within IT from analysts, modelers, and
architects, to database designers and developers.".

A clear data model is necessary for traceability in the IT landscape.
This is needed to perform analysis throughout the whole IT value
chain (see Section 7.7.2.1). A data model should contribute to link data
sources, such that every error or feature can be traced across the value
chain.

The capability Business Data Modelling is defined by FDO as the
modelling on a semantic level. While the capability Data Modelling &
Design focuses on the modelling on logical and physical level. Busi-
ness Data Modelling should be performed first, before a logical and
physical data model can be created.

The data model enables that data elements across the IT value can
be linked together. This leads to the traceability of the IT landscape.
This traceability is needed for challenges 1, 5, 7, 14, 15, 19, 20, 21 and
27.

8.2.2 Tackling Main Challenge 2: Quality issues with data

8.2.2.1 Creating Awareness and providing education

We have noticed that Data Management is not a widely known concept
within IT yet. The IT organisation should first be taught that it is
important to manage data assets, which is required to tackle their data
challenges. Currently, the level of awareness of the topic is generally
low in IT.

With 6000 employees, from which a part works from vendor loca-
tion, it is a challenge to let everyone join in on the Data Management
processes. Organisation-wide campaigns for data management, es-
pecially data quality, were organised. But it might be a good idea
to bring focus to a campaign for IT. We have heard numerous times
that awareness to maintain data works best if the value is shown. We
suggest to work out a number of cases from beginning to end, in
which the process of Data Management is handled in IT. It should
be explained what the value of Data Management was, instead of
explaining what the Data Management or Data Quality process is. It
would be easier for employees to imagine if their data could need a
similar process.

We see the need to raise more awareness in the organisation about
the data quality issues that arise (9, 28), to make people aware of the
data management process for better data governance (16, 17, 26), but
also to show the value of what their data can offer (18).

8.2.2.2 Onboarding sources and assigning accountability

Data Accountability Catalogue, Data Accountability Management and
Data Quality Issue Management are the foundation for the next steps
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in the management of data in IT. Automatic Data Generation should
be prioritised as well.

data accountability catalogue The Data Accountability
Catalogue is a known concept in the organisation, but IT has only
provided limited data sources. This is why the focus should be to
fill the list with data sources that are available within IT. It is also
advisable to think of interpretations of the transactional data, which
might be useful to know for others in the organisation.

We especially see priority to create a single source of truth for
Master type data sources. These sources are used throughout the IT
organisation to get a timely and reliable overview. It should be known
that the appointed Common Sources are the source that can be relied
on.

Transactional data types also need a Common Source, such that the
data can be aggregated at one place, to prevent the spread of loosely
coupled datasets with the same data. It should, however, be known
who is the owner of the data, such that the data can be shared to
interested users and such that data quality issues can be solved.

It should be verified which of the sources listed in Appendix C
could be included in the Data Accountability Catalogue.

We suggest focussing on gathering as much used data sources
within IT and grouping the resulting list by department and data type.
This could be done by sending out a survey to the product owners
and department leads within the organisation. Another approach is
to identify the data within tools used within IT, together with the
product owners of these tools. Data could also be found with the help
of managers within IT since they might have an idea of how the data
in their department could be used to innovate. It might be a good idea
to conduct focused interviews.

We think it is important to ask strategic-level employees as well as
operational-level employees about data sources, as the latter may be
working with data sources that are not directly known to strategic-level
employees.

A Data Accountability Catalogue could be needed for incident
data (2), for IT product data (4), for IT landscape data (17) and team
characteristics (26).

data accountability management The registration of Com-
mon Sources goes hand in hand with the administration of account-
ability of the sources. Once Common Sources are identified, it is
important to assign ownership.

FDO has defined a step-by-step approach which should be used for
the onboarding of Data Owners and Data Users. We advise using
this as a guide in IT as well. The approach consists out of activities
in which the Data Owners register their data sources in the Data
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Accountability Catalogue, in which they register the definitions of the
data, in which they make the data available, and eventually come to
an agreement with the Data Users on how the data is structured and
how it is shared with each other. The Data Users should make clear
what their data needs are and what the quality of the data should be.
The step-by-step approach also provides activities in which data is
shared. Once this is all in place, data quality issues can be raised by
the Data Users, such that the Data Owners can act on it.

It is also important to educate the people that are assigned to those
roles, such that they can perform responsibilities that come with their
role. Data Owners, for example, represent the interests of the data
creators and Data Users represent the Data Consumers within the
organisation. The people that are assigned to those roles have to have
meetings with those who they represent and be able to act in the Data
Management process.

The challenges are similar to the Data Accountability Catalogue.

automatic data generation We see the opportunity to make
better use of data that is already available in internal applications
within the bank, in order to replace manually created IT Landscape
Data sources. We also see the opportunity to generate data using mod-
ern tooling, which, for example, can identify how the IT Landscape
looks like.

We suggest starting identifying data sources that are manually
composed but are already available in another application elsewhere
in the bank. An example is the registration of members of a team
(source C.1.1). A department might keep an own list of their employees
and where they work, while the data may already be registered in an
application at the HR department. The data should be retrieved and
maintained there instead of using a manually composed list.

We also suggest determining which IT Landscape Data sources
could be automatically created with the use of modern tooling. We see
the potential for automation for the discovery of: Running infrastruc-
ture, applications running on infrastructure, team composition and
team members from the vendor.

There is also a potential to extract some data sources which we listed
as transactional data from systems. The registration of changes in
development and the registration of given access rights to applications
could, for example, be automatically retrieved from the tooling that is
used by the DevOps teams.

The Data Management team from the IT Consultancy Office could
take the lead in this initiative, and discuss which sources could be
automatically retrieved with stakeholders within IT. This capability
could be combined with the search for Common Sources within the
organisation as described previously.
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This capability can assist in tackling challenges: 3, 8, 10, 17, 20 and
27.

8.2.2.3 Data Distribution and Quality Monitoring

Once there are users for the data, the IT organisation then needs to
share the data with each other, this is done via Data Distribution.
While data might already be shared across the IT organisation, it is
not administrated yet. As defined in the Data Management process
defined by FDO, the data source should first be listed in the Data
Accountability Catalogue, and the Data Owner and User should agree
on the conditions for sharing before data sharing is started in the Data
Management process. The Data Management team should follow this
process.

data ethics Data Ethics is not a very prominent capability for
IT, but it is important for some use cases. Data Ethics should be
thought of when the data is going to be shared, as well when the
data is actually being handled. The importance of Data Ethics is, for
example, shown in the use case in which managers get insight into
the performance of teams or individuals. Unethical decisions based on
the data could have negative impact on how employees feel and work
in the organisation. Another case for Data Ethics with IT data could,
for example, be with the usage of customer data, with the goal to
create a digital customer profile based on click actions or to correlate
the customer’s actions with system performance. This may have an
impact on privacy concerns of the customers. We advise to include
ethical thinking in the data-sharing agreement process.

data access management Data should be shared according to
the standards set by the FDO department.

We, however, see that data which manually handled is often subject
to quality issues. The data created by applications is indisputable,
in contrast to the manually defined administrations. Required data
can often be extracted automatically from another application, while
the creation of data sources happens manually in various cases. This
automation step eliminates redundant work and removes issues that
arise with manual work. An automation step also enables the con-
sumption of more timely data, as it is possible to create real-time
exports of datasets.

It is desired to integrate applications, but the integration should be
designed such that additional applications could be integrated easily
as well. Creating point-to-point integrations between applications is
not desired, as it introduces a lot of dependencies. The data should be
retrieved from designated hubs, such that applications can share data
directly via APIs with each other.
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This capability should be used to enable the organisations with
integrating applications with the use of APIs such that data can auto-
matically be retrieved. The use of APIs is important for transactional
data sources. These sets are already machine-generated; API integra-
tion takes unnecessary manual actions away.

The data-sharing platform provides tools to share data across the
organisation. The data sources should be hooked into this platform,
such that there is a central place the data is supplied from. There
is a predefined process to onboard data sources on the data-sharing
platform, as well as a process for consumption.

While Automatic Data Generation focuses on the automatic creation of
data sources, this capability focuses on the integration of data sources
that are already available.

data quality issue management and data profiling moni-
toring Data Quality issues are rarely reported within IT, but issues
with the quality of data came up during our interviews. The lack of
issue reporting can also be explained by the limited number of Com-
mon Sources registered. Once ownership is assigned, it is important
to make IT aware that issues are fixed in the Common Source. Data
Awareness & Education should provide this awareness.

It is especially important for Master Data sources to be of good qual-
ity. This means that the data quality process should be in good order.
We also found data quality issues with incidents and problems. We
advise to make people in the Incident, Problem & Change department
responsible for communicating the data quality issues back to the
people that created the entry in the system for the issue or problem.

Data Quality Issue Management can help tackle challenges: 2, 9, 16,
17 and 26.

8.2.3 Value Output

advanced analytics Advanced analytics could be used for
value creation in the IT organisation. Correlations might be found
between different processes across the IT value chain. We advise per-
forming advanced analytics by centre of excellence (CoE) departments
across IT.

This capability can assist in tackling challenges: 5, 6, 14, 15, 22, 23,
24 and 26.

self-service bi Also, give teams tools to track their performance.
This could be done with self-service business intelligence, in which
trends can be visualised. The most value can be extracted from data
if it is shown over time, such that trends are visible and potential
correlations between different datasets can be created.

This capability can assist in tackling challenges: 22, 23, 24.
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8.3 data management recommendations

We pointed out the priorities for each capability that needs action. In
this section, we provide advice for the Data Management department
at the IT Consultancy Office such that Data Management can be rolled
out within IT.

continue creating the data model for it The initiative to
create a uniform data model within IT is already started. We advise
keeping actively participating in the initiative.

create awareness campaigns within it and find common

sources Work out or present a case within IT in which the data
quality process has shown the value. Actively search for Common
Sources together with stakeholders within IT. Also think of interpreta-
tions of data that could be interesting for others. Management might,
for example, be interested in the average mean-time to recover of all
DevOps teams.

Data sources are already being used within IT; else there would be
no use case for it to exist. These users could already be approached to
represent the users of the data source.

Then assign Owners and Users. We have listed potential sources
in Appendix C, determine if these could be used. Start with the
Master data sources as those could benefit the most from the quality
governance process. Then hook up Common Sources and Owners/
Users and continue with the step-by-step Data Management approach
of FDO.

1. Suggestion: Point out a Common Source for IT products (chal-
lenge 4)

2. Suggestion: Create awareness of quality issues at problem regis-
tration (challenge 9)

enable automatic data generation Look for sources that
could benefit from Automatic Data Generation. And go into discussion
with stakeholders that create the source or could help retrieve the data
automatically. Once a source is found, create a project plan for data
creation with automation.

1. Suggestion: Retrieve access rights from tooling within Identity &
Access management (challenge 8)

2. Suggestion: Retrieve changelogs from the tools the developers
use to register changes instead of supplying an extra tool for the
registration (challenge 10)

Also, look for sources that could benefit from API integration.
Suggestion: HR database in Identity & Access management
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set up a data value presentation platform Create a project
plan to promote Data Value Presentation.
Suggestion: For a first proof of concept version a page on the intranet
which is controlled by the IT Consultancy Office. If it has potential, it
might be possible to expand it such to provide more functionality, such
as interactive demo’s and let employees upload their cases themselves.
Also, promote the page via the awareness campaigns.

data value tracking Periodically evaluate the value of the Data
Management process by quantifying the value that it delivers. If the
effort of maintaining a data source does not outweigh the benefits, it
might be advisable to stop.

value creation Provide brainstorm sessions with different stake-
holders across the value chain on use cases in which advanced analyt-
ics can be used with the IT Value chain data. Create a project plan with
the stakeholders and set-up a team to implement advanced analytics
projects.

1. Suggestion: Correlation analysis incident and IT value chain data
(challenge 2, 6, 15)

2. Suggestion: Correlation between system failure and data from
monitored infrastructure (challenge 5)

3. Suggestion: Correlation analysis with customer experience and
changes in software (challenge 14)

Also allocate resources within the Centre of Excellence of the CTO
business unit to educate the DevOps teams on the usage of tools that
enable them to perform analysis on the data they generate with the
CICD tooling.
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8.4 addressing the redesign of the data management

framework

The Data Management Framework is an extensive model; we explained
how it could be used within IT. The model is well constructed and
provides capabilities that enabling solving the key challenges that
arise with data in the organisation. Therefore, we do not see the need
for a largely redesigned model. We, however, see the need for three
strategic capabilities which could be used for IT (Section 8.1). We
do not suggest to provide a separate Data Management Framework
for IT; we, however, find it important to indicate the focus areas
to spark a discussion about Data Management needs. We did not
find a demonstrated value during our case study within IT for eight
capabilities. These might be however valuable in the future if Data
Management has matured in the organisation, this is why we present a
model in which these capabilities are greyed out. We also added the ‘IT
enabling capabilities’ for visibility. The Data Management Framework
for IT would look like presented in Figure 8.2.

Figure 8.2: Data Management Framework with added strategic capabilities
for IT
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VA L I D AT I O N

We presented key findings of this study to six IT experts that did not
participate in the case study before. The validation interviews were
based around a slide-show presentation in which the experts could
comment on the main challenges we defined, our recommendations
for a Data Management approach in IT, and our proposal for added
capabilities that would be useful for IT. The validation results were
used to improve the draft versions of those deliverables and were used
as input for the discussion in Chapter 10. The validation results are
summarised in this chapter.

Interviewees generally acknowledged and recognised the data chal-
lenges that we presented. We defined the Traceability of the IT land-
scape as one of the main goals of data within IT. An interviewee
indicated that traceable sounds more like a means than a goal. In
his view, the goal would be more control and efficiency of the IT
landscape. Three interviewees also recognised that the capability Data
Lineage also enables some a type of ‘traceability’. While Data Lineage
mainly describes how a single data source is transformed through a
flow of processes [2], we describe traceability as mapping the relation-
ships between the different data sources. Data Lineage focuses on the
data life cycle, while traceability describes a situation in which data
sources are referenced to each other.

During the interviews we proposed four other focus areas that could
be placed next to the Data Management Framework: Data Standard-
isation, Point-to-Point Data Integration & Automation, Metrics Creation
and Data Value Presentation. Data Standardisation was formulated as a
capability that can be used to define standards for tooling in which
data is registered, in which format a data source should be published
and which fields the data source should contain. The interviewee,
however, indicated that it is more important to define a source for the
Data Accountability Catalogue.

The Point-to-Point Data Integration & Automation capability had in
addition to our definition of Automatic Data Generation the goal to inte-
grate applications directly with each other, instead of using manually
created datasets. Two interviewees indicated that the IT organisation
is moving away from point-to-point integration, since focusing on API
platforms instead removes a ‘spaghetti’ of relations between appli-
cations. They explained that these APIs are facilitated in an existing
data-sharing platform. This platform is part of the Data Accessibility
capability in the Data Management Framework.
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The goal of Metrics Creation was to enable the organisation with the
creation of use cases by quantifying data. It described the need for IT to
use quantified data to get in control and improve. This capability did,
however, not provide a practical approach and could not be defined
clearly.

An interviewee indicated that the proposed capability Data Value
Presentation was partially present in Advanced Analytics, which also
presents what the value of Advanced Analytics could be. Our defini-
tion of Data Value Presentation presents the need for visibility for all
types of data value-generating processes.

The interviewees generally agreed with the Data Management pri-
orities, but some were changed. Two interviewees also indicated that
it is important that it described who is responsible for the execution
of a Data Management capability, such that theory is translated into
practice. We furthermore included the interviewees’ suggestions in
our advice for Data Management for IT.

Another point we validated is whether data accountability might be
needed for data in the raw data storage. Two interviewees, however,
indicated that accountability should be created at the source of the
data, not in this storage. Therefore we discarded this idea.

The interviewees furthermore provided suggestions to edit how
definitions and challenges were worded. Interviewees also provided
additions to the results we presented. We used this to improve Chap-
ter 8.
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D I S C U S S I O N A N D C O N C L U S I O N

10.1 discussing data-driven it

In Chapter 4 we presented what constitutes capabilities for large data-
driven organisations. We found that the capabilities presented in the
chapter also come back within Fortran IT.

The Fortran Data Management Framework (DMF) does not focus on
organisational aspects on culture and people, while they are important
aspects for a data-driven organisation. The Data-Driven Capability
Model, which was created as part of the literature review (Figure 4.3),
provides the dimensions: organisational culture, skilled personnel
and management, but also touches the importance of technological
infrastructure.

10.1.1 Management

In Chapter 4 we found that the main challenges of building a data-
oriented culture are managerial and cultural focused, whereas the tech-
nical focus plays a minor role [38]. We can endorse Kontio, Marttila-
Kontio, and Hotti [38] that the main challenge is not technical, but also
not mainly managerial. The interviewees in a management position
explained that a data-driven culture should come from both sides.
Managers saw the need to create a data-driven strategy, but it was
indicated that in the end employees on all levels of the organisation
have to come up with use cases for the available data. The people who
work with data should be willing to put effort in the data facilities that
are provided to them, in order to be able to drive Data Management
and value creation with data. Enabling this culture cannot be solely
done by management.

We found that people are not always comfortable working with data
(Challenge 18 in Appendix B). Teaching people to work with it is one
part to tackle it [42], but we found that showing the value of data such
that people challenge their intuition with data is also important. This
could be one of the responsibilities of management.

Fortran leads their data strategy via their FDO department, provides
leadership via a designated Data Board of Data Executives and has
pointed individual leaders throughout all parts of the organisation
(see Figure 5.4 just like Kim and Gardner [35] suggested).
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10.1.2 Culture

We previously described that data should be democratised. We see
that this principle is embraced very well in Fortran. Instead of creating
siloed datasets for own purposes, employees have to move to shared
data sources to solve organisation-wide data quality problems. The
democratisation is enabled with organisation-wide Data Management
sharing capabilities within Fortran. Just like Patil [46] teams at Fortran
are given access to data and to self-service business intelligence tools
to create their own analysis and dashboards.

A data-driven Culture depends on how employees use data in their
way of working. We especially see a shift in mindset for the software
development teams because of the transition to DevOps and the
introduction to CICD. The teams are handed data about the full chain
of development and operating processes, which can be used to track
performance. The teams can decide on data, which was not insightful
before. As explained in Section 7.6.5.3 some teams are eager to become
a data-driven team, but some are still sceptical on how the data is used.
This is also a challenge for Management to give the teams trust that
their data is used to improve the organisation, instead of being used
for controlling purposes.

Trust in the data itself is also a Cultural aspect that needs to be
improved in the organisation. However we think this cannot be im-
posed by rules, but the quality and availability of the data should be
improved instead. Data Management enables this improvement.

10.1.3 Infrastructure

We found that infrastructure is an important component in the en-
abling value creation with data. CICD and Public Cloud are two
principles that change how the infrastructure is configured and used.
Modern tools that come with these changes make it easier to integrate
applications for continuous data flows and make it easier to extract
data about the running infrastructure as well. Fortran IT is cleaning up
their infrastructure in the landscape, to assists in making IT data more
accessible. Better data quality might lead to more trust [48], Fortran
is tackling these quality issues with Data Management (Data Quality
Issue Management and Data Profiling & Monitoring). Their frame-
work also provides capabilities to improve traceability of data sources
with the use of uniform data models (Business Data Modelling, Data
Modelling & Design), such that the end-user can see what the source
of the data was [35].
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10.1.4 Skilled Personnel

Marchland and Peppard [42] addressed the lack of understanding
of the value of data, we recognised this as well at Fortran. The Data
Management capability Awareness & Education focuses on the im-
portance of data and data management, but could also be used to
train employees to frame questions and interpret their results like
Marchland and Peppard suggest. The lack of trained skilled staff [35]
is mainly tackled by Fortran by outsourcing a lot of work in IT to
vendors.

10.1.5 Analytics

Data is used for analytics within IT, but also to connect the tooling
in CICD. The Data Management Framework assists analytics creation
with Business Intelligence and Advanced Analytics. A clear map of
which data is collected [35] is done with the Data Accountability
Catalogue. This approach is value-driven, initiatives to consolidate
data should have a business case [22]. This is why Data Users are
registered in the Data Accountability Catalogue as well.

10.2 addressing the research questions

This study aimed at investigating how data challenges in the IT organ-
isation of the large financial institution Fortran could be tackled with
the use of a Data Management Framework. Secondly, the research also
aimed to find out what the next steps for Data Management within
the IT organisation of Fortran would be in order to get grip on data
assets.

It has the following main research question:

What constitutes a usable capability model for Data Management in an
internal IT organisation in a financial institution like Fortran?

We used five sub-questions to answer this question. A literature
review and a case study with 16 interviews with IT experts was
performed to answer these questions.

1. What are key capabilities that support large data-driven organi-
sations?

We first investigated what it means for large organisations to be
data-driven. We found that data-driven focuses on the use of data in
highly organisational specific processes, but a basis for a data-driven
organisation at scale can be defined with related concepts such as
Business Intelligence and Analytics, Data-driven decision making and Big
Data.
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These concepts are highly related and are described as direct en-
ablers of each other. In this sense, Business Intelligence & Analytics
effectuate Data-Driven Decision Making and the former continues
to transform based on technological advancements. Their theoretical
basis is alike. Literature provides us with capability and maturity
models about these topics, which turned out to share similar key capa-
bility areas. The transition from a company with data to a data-driven
company is enabled by more than technology alone. Other factors,
such as organisational culture, skilled people, management buy-in,
analytics solutions and data management are influential for successful
adoption of a data-driven way of working.

With the use of those capabilities and with literature we defined a
Data-Driven Organisation and present it as a unified capability model.

2. What is the current state and research agenda of Data Manage-
ment Capability models?

Fortran focuses on tackling organisation-wide data challenges with
the use of Data Management. Academic literature did not yield re-
sults on the topic, while we found numerous industry standards. We
explained the key concepts of the topic and introduced how their
guiding framework relates to other industry standards. The Fortran
Data Management Framework covers most aspects of other data man-
agement models, most of which are based on the DAMA-DMBOK2

model. A DMBOK2 key area that the Fortran model does not cover
is Data Security, which was later explained as a responsibility for the
IT security department. While security is an important aspect, we did
not find proof in our case study that the way this is handled should
receive attention to be changed and thus propose to leave it out of the
Fortran model as it is.

We found that the topic of Data Management in IT is underexposed
in academic literature. No academic literature could be found on data
management frameworks such as DMBOK2. Data Management in IT
is also not touched in literature, as far as we found. This research can
contribute to filling this gap, by providing one of the first academic
writings on Data Management as described in industry standards
and by providing an insight into the industry application of Data
Management.

3. What are data challenges of the IT organisation at Fortran?

During the case study we found that the main intention of IT is to
make the IT landscape traceable to perform automatic remediation, get
insight in the costs of IT, to be able to solve incidents quickly and to be
able to find correlations between data across the IT Value chain. This
goal is however hindered by two main problems: (1) Relationships
between infrastructure, applications and teams are not clear, (2) and
there are quality issues with the data.
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We found that IT is pressured to become more efficient and cost-
effective. IT is however struggling with issues concerning their IT
landscape. This is why the main priority of IT is to make the IT
landscape traceable. If this is not done, IT misses value-generating
opportunities.

There are however challenges that hinder the traceability of the IT
landscape. We identified 33 challenges which occur across the different
IT Value Chain streams, these can be found in Appendix B.

4. How can Data Management contribute to the IT organisation at
Fortran?

We performed a reflection on how Data Management can assist each
of those challenges. We indicated the Data Management capabilities
that need attention such that the challenges can be tackled. The first
main challenge (1) should be tackled by creating a common data model
for IT. The second main challenge (2) can be tackled with the use of
Data Management capabilities that focus on agreeing on a common
source and controlled sharing of these sources across the organisation.

We provided advice for the Data Management department for IT
such that they can prioritise the work that needs to implement Data
Management within the IT organisation.

5. What would be a suitable capability framework to support data
challenges in IT organisation in financial institutions?

We used a Data Management Framework from the organisation-
wide Data Management department as a guide for the capabilities.
The framework is well designed and fits most of the needs for IT, we
therefore do not propose a new design of the model, but suggest a
prioritised model with added focus areas for IT. We found, however,
that some challenges could not be solved with the Data Management
Framework as presented. We therefore present three more capabilities,
outside of the Data Management Framework, that should enable IT to
tackle their data challenges. We showed the importance of automating
the composition of data as opposed to the creation of manually created
sources with Automatic Data Generation. We described the need to
make it clearly visible how data sources are used to create value, by
introducing the capability Data Value Presentation. And we described
the need to measure the value of data and the Data Management
initiatives with Data Value Tracking. We furthermore indicated which
capabilities on the organisation-wide Data Management Framework
do and do not need action for IT.

10.3 application in other contexts

We think the lessons presented in this thesis can be useful for other
organisations than Fortran, as other financial institutions are also
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working on creating better governance of their data [54]. The ING
Bank in the Netherlands for example, is struggling with similar issues,
according to a report on their journey to become data-driven with
the use of Data Management [15]. The authors of the report describe
that almost none of their systems shared a similar data model when
they started with Data Management. Main issues explained conflicting
definitions across the organisation leading to an inability to share data,
the use of outdated data and an unclear IT landscape. The ING tackles
these issues mainly with the use of an organisation-wide data lake, a
data catalog, definition of glossary terms, data lineage and support
for ING specific metadata. The ING establishes, in contrast with For-
tran, a single data-exchange language for the whole bank (named
ING Esperanto). An interviewee in the validation round of our case
study explained that Fortran has deliberately chosen not to impose
a common language to the whole organisation. It was explained that
due to the different interests of the different departments, the common
language for the whole bank has a high chance of not being accepted.
The report, however, illustrates that ING is tackling similar issues as
Fortran with the use of Data Management and thus it is likely that
our findings could be relevant for their Data Management approach.

The findings of this thesis could even be valuable for organisations
outside the financial services industry since we depicted the IT de-
partment as one that mainly focuses on software engineering. Other
organisations are looking for ways to increase their grip on data assets
within an IT organisation as well; this is a concept that is not only
applicable to the financial services industry.

10.4 findings and contributions

10.4.1 Key findings

1. Being in control of data needs a shift in mindset

Data Management is a well-thought approach to get grip on data
assets, but it needs to be embraced by the organisation. Setting up
processes to control data is one thing, but people have to be willing to
put the effort into the process as is expected from them. The process
is not useful if no effort is done to create data of good quality, if
data quality issues are not raised or if people are not willing to use
a recognised data source. In the end, the process depends on the
effort that is done, therefore an effective implementation of Data
Management needs a shift in mindset.

2. Standardisation is an important part of controlling IT data assets

Reaching a common understanding is an important step for the effec-
tive use of data within IT. The large size of the organisation and many
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different kinds of activities make room for different ways of working
and different terminology. Standardisation of terms and definitions is
needed within IT, it is needed to be able to relate IT assets together.
Agreeing on key IT definitions is necessary to bridge terminology the
gap between business and IT. Standardised publishing formats are
needed to be able to relate datasets with each other. Standard CICD
tooling should be used for performance management. Agreeing on
common data sources is key to recognised good quality data.

3. Responsibility for data assets is key to adoption

We found that the most important aspect concerning IT data assets is
that someone is accountable for the data. Someone should be in charge
of deciding what the data should look like, how quality issues are
resolved and how it relates to other data sets. Nothing changes if data
is just used by people in the organisation without any governance.
Setting responsibility is the first and most important step in improving
data quality, which translates to better adoption of data in the long
term.

4. DevOps and CICD lead to more IT control, Data Management
enables control of data

Control on IT is very important for financial institutions. Within the
IT organisation of Fortran there is a strong need to get in control on
performance, on organisational change, on money expenditure and on
what IT assets are available. The large size of IT makes it a challenge
to manage all teams, applications and infrastructure. The change
initiatives enable more control. The change to DevOps provides more
control on IT teams. The implementation of CICD leads to more control
over the development pipeline. Data is an important asset to enable
the needed insights throughout the organisation; Data Management
provides better control of the data available within IT.

5. Traceability is key to value creation within IT

With the large size of the IT organisation different ways of working
emerge, which leads to different data definition and source formats. In
combination with Data Quality issues it is hard to connect data sources
with each other. The ability to connect IT data sources, traceability, can
translate into value, such as, increased control and the enablement of
advanced analytics. Once traceability is in place it is possible to get a
reliable overview of the IT landscape, but it is also possible to perform
correlation analysis or performance management because there is an
end-to-end overview of the software development process.
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10.4.2 Contributions

In this research we demonstrated the practical application of Data
Management. The contributions are:

1. practice: We have uncovered common bottlenecks that arise with
data in an IT organisation and have shown the potential for Data
Management to tackle these bottlenecks.

2. practice: We provided prioritised advise which can be used as a
guide to enrol Data Management within the IT department of a
large financial institution.

3. academic: We demonstrated the need for the discipline Data
Management by providing an academic thesis that gives novel
insight in the practical interpretation and application of an in-
dustry recognised Data Management model.

4. academic: We provided focus areas with clear practical use that
could improve an industry used Data Management Framework.

10.5 limitations , future work , and recommendations

This research has been conducted in a single financial institution. We
can imagine that the results of this study are interesting for other
companies, but due to the large influence of organisational specific
context the proposed Data Management Framework could not be fully
applicable. Future work could be done to verify the applicability of
the Data Management approach of Fortran in other contexts.

The interviewees presented a broad image of the work in IT, they
could particular tell about their field of work. This however makes that
some challenges are based on a single interview. More work should
be done within the organisation to validate if the challenges are valid.

The scope of the research is focused on the business units CISO,
CIO and CTO (see Section 2.2). Our case study participants mainly
covered the CTO department, since this department assists the other
two. Further investigation should be done with stakeholders within
the CISO and CIO business units to validate the findings of this report.

This thesis introduces the role of data within DevOps. We pointed
out the introduction of DevOps and CICD within IT, but as the focus
of this research is on data, we did not provide an in-depth research
what problems the concepts solve. More research could be done to
explain this, what data is needed for it and how data could be used
for a successful implementation of DevOps and CICD.

Although the role of Artificial Intelligence (AI) was only covered
partially as an approach to perform Advanced Analytics, we see it as
a promising work of field that can benefit from Data Management and
can assist in automation of Data Management. As with any type of



82 discussion and conclusion

analytics, Machine Learning models need good quality data in order to
produce a reliable and precise result [13], good Data Governance also
leads to less time spent on cleansing and preparing the needed data.
On the other hand it could be interesting to use AI as an accelerator
within our proposed capability Automatic Data Generation, in order
to automatically compose data assets. Another promising trend in
technology is Robotic Process Automation (RPA). It is a software
based solution that can automate processes which involve routine
tasks that used to be done by humans [1]. RPA might be a solution to
perform Automatic Data Generation. Future research could be done
to investigate the possibilities of Artificial Intelligence and Robotic
Process Automation for Data Management.

We recommend that Fortran uses our suggestions as a guide to
create their own Data Management Roadmap for IT. We have provided
practical data challenges which could be resolved, potentially with
the solutions we suggested. We also recommend FDO to use this thesis
as an input to improve their Data Management strategy, as they were
specifically looking for links between their theoretical model and the
practical application of it in the business lines.
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A
D E S C R I P T I O N S D ATA M A N A G E M E N T
F R A M E W O R K S

knowledge area description

Data Strategy is a capability that enables the organisation
to define, maintain and drive execution of
strategic direction setting on turning data into
value.

Data Awareness &
Education

ensures that the necessary data and Data Man-
agement awareness, knowledge and skills are
embedded within the organisation in a timely
and sustainable fashion

Data Principles &
Policy Management

is a capability that enables the organisation
to define, maintain and drive execution of
guiding principles and subsequently policies
on data management.

Data Accountability
Management

is a Data Governance capability that enables
the organisation to embed key accountabili-
ties and responsibilities for data assets within
Fortran in order to effectively manage and
steer data on strategic, tactical and opera-
tional level

Data Ethics Manage-
ment

is a capability that enables the organisation to
define, maintain and drive a common moral
compass for right or wrong data handling.

Enterprise Party Ref-
erence Management

is a capability that provides a single authori-
tative enterprise view for shared party master
data across the organisation, therefore pro-
moting consistent (re)use across systems and
processes

Organisation Struc-
ture Data Manage-
ment

is a capability that provides a single au-
thoritative source and maintenance for ac-
knowledged enterprise organisation struc-
tures, therefore promoting consistent (re)use
across systems and processes
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Enterprise Reference
Data Management

is a capability that provides a single author-
itative source and maintenance for acknowl-
edged enterprise reference values across the
organisation, therefore promoting consistent
(re)use across systems and processes

Reference & Master
Data Management

is a capability that enables the capturing, stor-
age, access, and use of data and information
in individual data sources is aligned when-
ever data is shared. This helps to avoid incor-
rect use of data, reduce risks associated with
data redundancy, ensure higher quality, and
reduce the costs of data integration.

Data Profiling and
Monitoring

is a Data Source Management capability that
enables active monitoring of critical data
through profiling, data quality checks and
dash boarding, ensuring that data quality in-
cidents and issues are identified in a timely
manner

Document & Con-
tent Management

is a capability that enables the capturing, stor-
age, access, and use of data and information
stored outside relational databases. Its focus is
on maintaining the integrity of and enabling
access to documents and other unstructured
or semi-structured information.

Data Access Manage-
ment

is a capability that empowers everyone within
the bank to access data in a secure, agile and
fast way. This is being enabled by our data
distribution platform – the one stop shop for
finding and accessing data

Data Sharing Agree-
ment Management

is a capability that enables the organisation
to govern and mutually agree on the sharing
of data between Data Owner and Data User
regarding accountabilities, intended use, con-
ditions, service level agreements and metrics

Data Lineage Man-
agement

is a capability that enables the capturing,
management and visualisation of the origins,
movement, characteristics and transforma-
tions of data as it moves through the organi-
sation across various systems, processes and
people

Self Service BI Man-
agement

is a capability that empowers the organisation
to interact with (big) data, discover patterns
and insights and present these insights in a
comprehensible way
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Advanced Analytics
Management

is a Data Value Creation capability that en-
ables (semi-) autonomous examination of data
using sophisticated techniques and tools to
discover deeper insights, make predictions,
generate recommendations and make busi-
ness decisions

Managed Business
Intelligence

is a capability that provides the ability to pro-
vide accurate data, reports and dashboards
to support fact-based decision making and re-
port to (external) stakeholders via a dedicated
service organisation.

Next Gen. Data Visu-
alisation

is a capability that enables the organisation
to visualise data using interactive methods,
multi-dimension views and animation in or-
der to present vast amounts of heterogeneous
data in a timely, relevant and comprehensible
fashion – including storyboarding.

Data Quality Issue
Management

is a Data Foundation capability that provides
a standardised process for managing and
monitoring issues throughout the entire is-
sue lifecycle with the ultimate goal of per-
manently solving issues at the source with
sustainable solutions.

Data Accountability
Catalogue

is the overview of common data sets each
with a specific business context, and main-
tained in a unique (common) source, with a
dedicated data owner

Business Data Mod-
elling

enables the organisation to describe, capture
and share knowledge about data in a business
meaningful manner. This knowledge can be
described from a business specific perspective
and is captured in terms, definition, relations
and collections

Data Modelling &
Design

enables the organisation to describe, capture
and share information about data on a logical
and physical level

Table A.1: Descriptions of the Fortran Data Management Framework
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knowledge area description

Data Governance provides direction and oversight for data management
by establishing a system of decision rights over data
that accounts for the needs of the enterprise.

Data Architecture defines the blueprint for managing data assets by align-
ing with organizational strategy to establish strategic
data requirements and designs to meet these require-
ments.

Data Modeling and De-
sign

is the process of discovering, analyzing, representing,
and communicating data requirements in a precise form
called the data model.

Data Storage and Oper-
ations

includes the design, implementation, and support of
stored data to maximize its value. Operations provide
support throughout the data lifecycle from planning for
to disposal of data.

Data Security ensures that data privacy and confidentiality are main-
tained, that data is not breached, and that data is ac-
cessed appropriately.

Data Integration and In-
teroperability

includes processes related to the movement and consol-
idation of data within and between data stores, applica-
tions, and organizations.

Document and Content
Management

includes planning, implementation, and control activi-
ties used to manage the lifecycle of data and informa-
tion found in a range of unstructured media, especially
documents needed to support legal and regulatory com-
pliance requirements.

Reference and Master
Data

includes ongoing reconciliation and maintenance of
core critical shared data to enable consistent use across
systems of the most accurate, timely, and relevant ver-
sion of truth about essential business entities.

Data Warehousing and
Business Intelligence

includes the planning, implementation, and control pro-
cesses to manage decision support data and to enable
knowledge workers to get value from data via analysis
and reporting.

Metadata includes planning, implementation, and control activ-
ities to enable access to high quality, integrated Meta-
data, including definitions, models, data flows, and
other information critical to understanding data and
the systems through which it is created, maintained,
and accessed.

Data Quality includes the planning and implementation of quality
management techniques to measure, assess, and im-
prove the fitness of data for use within an organization.

Table A.2: Descriptions of the DAMA-DMBOK capabilities [17]



B
D ATA C H A L L E N G E S I N I T

abbreviation term

P Problem

C Cause

S Solution

DM Data Management Capabilities

Table B.1: Legend for Data Challenges

1

P It is not always possible to create useful insights from the
data about incidents and the tool pipeline.

C (1) Data cannot be linked with each other because of data
model mismatch. (2) There is not enough staff which can
interpret technology as well as understand business needs.

S (1) Redesign data model. (2) Train staff, hire staff or offshore
work.

DM Business Data Modelling, Data Modelling & Design

2

P It is difficult to create high level relationships between in-
cidents and technological issues and it is not possible to
correlate machine data with manually reported incidents.

C (1) Not possible to trace incident back to an earlier stage in
the IT value chain. (2) Incidents are incorrectly registered.

S (1) Perform analytics on data from IT Value Chain tooling
combined with incident reports. (2) Improve Data Gover-
nance for incident data.

DM Data Quality Issue, Data Accountability Catalogue, Data
Accountability
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3

P There is a chance that not all security checks are performed.

C (1) It has not been manually registered what has been
changed in the software. (2) It has not been manually regis-
tered who has been provided access to an application.

S Educate about and show the value of this registration
and/or retrieve data automatically from the IT value chain

DM Data Value Presentation, Automatic Data Generation

4

P It is not always known which description of an IT product
is correct.

C (1) There are too many different versions (2) People with-
out the right expertise create those descriptions. (3) It is
unknown if a data source is outdated. It is unknown if a
data source is trustworthy.

S Appoint a Common Source and introduce accountability.
Create controls on who may create or edit a data source
about IT products.

DM Data Accountability, Data Accountability Catalogue

5

P It is not always known what leads to a breaking system and
it is too hard to prevent system failure.

C (1) It is unknown which IT components relate to other
IT components. (2) It is unknown how components behave
before a system will break down. (3) Not enough knowledge
about system performance.

S (1) Model the components throughout IT Value Chain. (2)
Perform predictive analytics on data from monitored infras-
tructure and applications.

DM Business Data Modelling, Advanced Analytics, Metrics Cre-
ation
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6

P Incidents cannot be solved automatically

C (1) They are reported manually and still need to in the
future. (2) Not all incident registrations are of good quality

S (1) There might be an opportunity for performing machine
learning on the combination of incident reports and the
machine data. (2) Show the value of the usage of the data
to increase effort in the quality of the data.

DM (1) Advanced Analytics (2) Data Value Presentation

7

P The impact of changes on IT applications is not always clear,
it may break other applications

C There is no complete overview of the links between systems.

S (1) Model the relationships between systems on semantic
and logical level (2) Disconnect applications to remove de-
pendencies.

DM Business Data Modelling

8

P Unnecessary access security risks might be introduced

C Tokens could be longer valid than is needed.

S Consume application data to check active usage of access
tokens.

DM Automatic Data Generation

9

P Not all problems are registered correctly.

C People skip through forms which leads to data quality
issues.

S Create awareness of data quality issues and show the value,
or create mandatory fields in forms which enforce data
quality.

DM Data Awareness & Education, Data Quality Issue, Data
Value Presentation
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10

P Registration of changes is done unnecessarily, since the data
is already available elsewhere.

C Code is not linked with registration of changes.

S Retrieve change log from the tools the developers use to
register changes instead of supplying an extra tool for the
registration.

DM Automatic Data Generation

11

P It is not always clear how architectural data sources relate
to each other.

C The file formats are incompatible and there is no agreed file
format standard.

S Agree on a standardised data format and model relations.

DM Data Modelling & Design

12

P It is sometimes too hard to create connections with people
who experience problems.

C (1) Not enough is done to make a connection with people.
(2) Different languages are spoken between business and IT

S Create a common data model in which the business and IT
terms are aligned.

DM Business Data Modelling

13

P Descriptions of applications across the organisation are
incompatible, but is necessary since business and IT move
to integration.

C (1) Different terminology is used. (2) They have a different
vision on how it is used (3) Mismatch between Business and
IT

S Create a common data model in which the business and IT
terms are aligned.

DM Business Data Modelling
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14

P It is unknown if a change in the software is linked to chang-
ing customer experience.

C (1) Not possible to trace data at the end of the value chain
back to development. (2) Data sources are not linked with
each other.

S Create data model on physical level, create link with moni-
toring data with changes made in the software and provide
advanced analytics to find trends in the data.

DM Business Data Modelling, Data Modelling & Design, Ad-
vanced Analytics

15

P Wrong causes are sometimes pointed out during incidents
and incorrect assumptions are made during crisis situations.

C The IT landscape looks different than thought.

S Model the relationships between IT landscape components
and use machine data to objectify the situation.

DM Business Data Modelling, Data Modelling & Design, Ad-
vanced Analytics

16

P Wrong datasets are used for driving decisions.

C Decisions are made based on outdated data, people un-
awarely use obsolete data, people do not follow the process

S Introduce better Data Governance.

DM Data Awareness & Education, Data Accountability, Data
Accountability Catalogue, Data Quality Issue Management

17

P It cannot be completely explained to the regulator which
interfaces are connected to an application and data about it
cannot always be trusted.

C There are too many different lists about how the IT land-
scape looks like.

S Automate the detection of the IT Landscape, Improve Reg-
istration process

DM Automatic Data Generation, Data Awareness & Education,
Data Accountability, Data Accountability Catalogue, Data
Quality Issue Management
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18

P A share of decisions are made based on assumptions, which
are not always correct and wrong decisions are made be-
cause no data is used.

C People decide on what they already know, they do not know
what to do with data, it is felt as boring, data might feel
confronting.

S Create a data culture by showing the value of the data, such
that people challenge their intuition with data and integrate
data in decision making process.

DM Data Awareness & Education, Data Value Presentation

19

P It is hard to determine what incidents actually cost

C No traceability of the IT Value chain makes it difficult to
determine which IT components are affected during an
incident and it is hard to measure the impact besides direct
losses.

S Increase traceability across IT Value chain by creating a
common data model.

DM Business Data Modelling, Data Modelling & Design

20

P It is not completely known how money is spent in IT ex-
actly and knowledge about how costs can be reduced could
improve.

C The IT landscape is not clear

S Automate IT Landscape data generation and create a com-
mon data model such that relations in the IT Landscape
become clearer.

DM Automatic Data Generation, Business Data Modelling

21

P It is unclear what a change in software will cost or has cost
exactly.

C (1) It cannot be measured, it is put on one heap in portfolio-
and project plans. (2) No total image of IT development and
IT operations.

S Bring development and operations together in DevOps.
Make IT landscape traceable with common data model.

DM Business Data Modelling, Data Modelling & Design
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22

P It is hard to measure the value of IT is.

C IT value is also intangible, value comes after a long time.

S Create shorter delivery cycles, introduce metrics and use
analytics to measure value.

DM Self-Service Business Intelligence, Advanced Analytics

23

P Teams do not always spend their time efficiently.

C They are not certain know how their time is spent.

S Track data from CICD pipeline and provide the teams ana-
lytics tools.

DM Self-Service Business Intelligence, Advanced Analytics

24

P It is hard for management to determine how teams perform.

C There is no insight in the performance data of the teams.

S Track data from CICD pipeline, set KPIs and perform ana-
lytics.

DM Self-Service Business Intelligence, Advanced Analytics

25

P Team performance cannot always be measured.

C Teams did not implement a standard tooling pipeline, teams
do not want to implement a standard tooling pipeline, man-
ually given data is not reliable, there are too many tools
used which to be able to extract metrics about teams.

S Show the value of the data that can be retrieved from the
standard tooling pipeline, such that the teams are willing
to implement it.

DM Value Visibilty
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26

P It is hard to determine why some teams perform better than
others.

C (1) The time spent on which types of work is unknown.
(2) Team characteristics are unknown (composition, skills,
technical debt, etc.).

S (1) Track data from CICD pipeline and perform analytics.
(2) Improve data management on team characteristics data.

DM Advanced Analytics, Data Accountability Catalogue, Data
Awareness & Education, Data Accountability, Data Quality
Issue Management

27

P It is hard to determine what the underlying issue of low
system performance is

C The time spent on which types of work is unknown.

S (1) Create traceability throughout IT Value Chain to de-
tect trends. (2) Show importance of registering changes or
automatically retrieve this type of data.

DM Business Data Modelling, Data Modelling & Design, Data
Value Presentation, Automatic Data Generation

28

P It is hard to determine what underlying issue within IT
teams are.

C Incidents are not registered, registration is felt as overhead,
there is a lack of awareness of the value of incident data.

S Raise awareness of the value of the data and the need for
better quality data.

DM Awareness & Education, Data Value Presentation

29

P Business owners in of IT departments sometimes have diffi-
culty to understand how the departments performs.

C (1) Business and IT speak a different language. (2) Business
owners do not have enough knowledge about IT.

S (1) Create a clear Data Model and provide descriptions for
data definitions. (2) Educate the business about IT data.

DM Business Data Modelling, Awareness & Education
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30

P It is not always clear why data should be shared with each
other.

C It is unclear what happens with data once it is shared.

S Make the usage of the data visible.

DM Data Value Presentation

31

P Potential cases to turn data into value are left unused.

C (1) Raw IT data is not useful and too much to share. (2) The
usage of the data sharing platform by IT is quite low. (3)
Operational data could not be accessed before DevOps.

S (1) Create exits in data which might be useful (2) Make
use of data sharing and ownership capabilities within the
organisation.

DM Data Distribution, Data Accountability Management, Data
Accountability Catalogue

32

P There is a lack of trust in data.

C (1) External factors are blamed for it. (2) The quality of the
data is not in order (3) Data does not contain all wanted
fields.

S Make use of a Common Source, make use of Data Man-
agement Capabilities to increase quality of the data, ensure
quality of data by presenting how it is used.

DM Data Accountability Catalogue, Data Quality Management,
Data Accountability Management, Data Distribution, Data
Value Presentation

33

P There is a lack of trust in the usage of team performance
data.

C Developers fear consequences when their performance is
monitored.

S Managers need to consider how they will use the data
ethically and it needs to be explained how the data is used.

DM Data Ethics, Data Value Presentation
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c.1 it landscape data

c.1.1 DevOps teams

1. Registration teams in department (Master data)

2. Registration members in team (Master data)

3. Registration skills members in team

4. Registration responsibilities of team (Master data)

5. Registration members from vendor which came from IT Opera-
tions

c.1.2 Application and Application Components

1. Registration application (metadata about application) (Master
data)

2. Registration status of application

3. Registration dependencies applications and application compo-
nents (Master data)

4. Registration configuration of application

5. Registration ownership of applications and application compo-
nents (which team is responsible)

6. Registration usership of applications and application compo-
nents

7. Relations between producing and consuming applications on
the organisational data sharing hub

c.1.3 Infrastructure

1. Registration of infrastructure (Master data)

2. Registration of infrastructure product descriptions

3. Registration ownership of infrastructure (which team is respon-
sible)
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c.1.4 IT Products

1. Designs of IT products

2. Requirements of IT products

3. Architecture of IT products

c.2 transactional data

c.2.1 IT Value Chain data

c.2.1.1 Development data

1. Registration changes development

2. Productivity based team data (story points)

c.2.1.2 Identity & Access Management

1. Registration of access rights

2. Registration of digital identities

3. Registration of password vaults

c.2.1.3 Incident & Problem management

1. Registration incidents

2. Registration problems

c.2.1.4 Strategic initiative data

1. Registration of checklist DevOps transition for teams (based on
maturity model)

2. Registration of checklist CICD tooling pipeline for teams

c.2.2 Machine data

1. Log data development tooling

2. Log data operational tooling

3. Log data monitoring infrastructure (event management)

4. Data from synthetic monitoring

5. Performance management data (of running infrastructure)

6. Costs of running infrastructure
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7. Registration software licences in use

8. CICD metrics of DevOps teams, e.g. about:

a) Deployments

b) Changes

c) Errors

d) Availability

c.3 metadata

c.3.1 Strategic alignment data

c.3.1.1 IT Definitions

1. Registration data definitions and relations

2. Registration IT definitions
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