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Abstract

The pervasiveness nature of IoT devices and recent developments on energy-harvesting technologies have enabled the development of a novel brand of battery-less devices whose operation relies entirely on energy harvested from the environment. Unfortunately, ambient energy leads these devices to experience frequent power failures, making data consistency, and forward progress, one of the biggest challenges to overcome. Most of the research on this domain has focused on software and compiler-based approaches to allow existing off-the-shelf processors to operate intermittently. Nevertheless, most of them present abstractions difficult to use for non-expert programmers, incur in high run-time overhead, or limit programmability features common to low-level programming languages. To address these shortcomings, we propose Qwark, a hardware/software solution which utilizes simple yet efficient memory management techniques to transparently solve the problems introduced by intermittency with little extra overhead and no programmer intervention. Qwark continuously tracks memory accesses and uses address translation to isolate harmful accesses, creating a log in an isolated memory segment, effectively preventing the system from reaching inconsistent states due to uncommitted non-volatile memory writes. Furthermore, during run-time, Qwark promotes variable-sized segments of the stack to non-volatile memory to enforce a worst-case checkpoint time, using address translation to link volatile and non-volatile segments, reducing run-time and power consumption. This work also presents the first hardware solution targeting the MSP430 architecture, to provide a fair performance assessment against current software-based solutions. Qwark is evaluated running a set of benchmarks, showing significant improvements over existing state of the art software-based implementations.
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Chapter 1

Introduction

Over the past few years, the Internet of Things (IoT) [19]: a network of devices that communicate with each other to share information, has been in the spotlight of both industry and the scientific community due to the broad range of applications enabled by this technology. Recent developments in e-health [18], smart grids [2], and autonomous vehicles [41], indicate that a future where everything is connected is closer than ever. Nevertheless, this vision comes with its own set of challenges. Forecasts predict that by 2020 [55], the world will be populated by billions of these devices, all of which will require a battery to operate. However, batteries represent a highly incompatible energy source due to them being bulky, and dangerous for the environment [42], preventing miniaturization [13] and the development of reliable and cost-effective solutions. Luckily, recent developments in ultra-low power IC design [44] and energy harvesting (EH) [35] have enabled the possibility of completely removing batteries from these devices and replacing them with simpler, yet more energy efficient storage buffers. These developments have created a new paradigm: Energy-driven computing [20], a novel brand of embedded systems whose operation relies entirely on power obtained from ambient sources such as wind, solar and radio frequency (RF).

1.1 Problem Statement

Energy harvesting has become a solution which promises to solve the power bottleneck of the IoT, enabling batteries to be completely removed from any IoT device [31]. Nevertheless, this paradigm shift comes with new challenges, being intermittent execution one of the most prominent [12]. Uninterrupted execution on battery-less devices can only be achieved whenever the energy being harvested exceeds the one being consumed at any given time. If this condition is met, it is said that the device is energy neutral, i.e. it operates as if it had a constant energy source [20]. Nevertheless, more often than not, this is not the case, since the power density obtained from ambient sources is usually smaller compared to the one required by most devices to operate [28]. Therefore, the lack of sufficient energy to sustain continuous operation leads these devices to experience frequent power failures, resulting in data and progress loss.
1.2. State of The Art

Battery-less devices can only execute when the amount of energy is found within the operating thresholds. In the figure, checkpoints are introduced between program blocks (denoted with letters A-F), allowing programs to make forward progress in spite of power outages.

After a power failure, proper operation can only be resumed whenever the energy being harvested has reached a certain threshold (which varies between devices). Nevertheless, without any fault-tolerance mechanism, the device would resume operation from the start, hoping for enough energy to maintain continuous operation next time or at least, enough energy to complete any significant task before power runs out.

For this reason, the scientific community has relied on checkpointing\cite{9} to ensure forward progress, continuously saving the device’s volatile state, and restoring it after power failures. This process illustrated in Figure 1.1. Moreover, recent developments in non-volatile RAM (NV-RAM)\cite{53, 17} have enabled transiently-powered devices to switch to different volatility schemes, replacing most of the onboard memory with NV-RAM\cite{26}. Therefore, reducing the amount of data to be saved during checkpoints. Nevertheless, the utilization of non-volatile memory can lead to inconsistent states due to uncommitted memory writes, complicating the usage of NV-RAM as the primary resource for data allocation\cite{8}.

1.2 State of The Art

Current solutions on the intermittent computing domain can be classified by one of the following approaches: task-based and checkpoint-based systems. In task-based systems\cite{32, 36, 11}, programs are manually transformed into a set of restartable tasks, whose interactions are predefined at compile-time. On the contrary, checkpoint-based systems introduce run-time support without relying on code transformation, journaling the processor’s volatile state (register file, stack) to restore it upon reboots\cite{9}. Moreover, checkpoint-based solutions can be classified as static or dynamic. Static checkpoint-based systems\cite{30, 18, 54, 40} utilize energy-agnostic policies to trigger checkpoints. Contrarily, dynamic checkpoint-based solutions\cite{22, 13, 16} continuously monitor energy and trigger checkpoints whenever the voltage drops below a certain threshold. Performance-wise, task-based systems impose less runtime and memory overhead, but require the complete re-implementation of programs, making the portability of legacy non-intermittent applications unfeasible. Additionally, they limit standard programmability features, such as pointers or recursion due to them being static\cite{38}. On the contrary, checkpoint-based solutions
introduce higher runtime and memory overhead but facilitate portability and maintainability of applications [40]. To deal with the shortcomings of utterly software and compiler-based solutions (task and checkpoint-based), some have proposed the implementation of entirely non-volatile processors [34], introducing non-volatility at the flip-flop level. Others have resorted to some degree of structural support to track memory accesses leading to erratic states [43]. Nevertheless, a simple and efficient solution which correctly handles the different aspects of intermittent execution is yet to be found.

1.3 Research Goal

In this thesis, the challenges of intermittent computing are addressed by designing and implementing a novel hardware architecture. Most of the research in this domain relies on software and compiler-based support due to the perception that hardware accelerators can lead to significant energy overheads, making them a burden, instead of a solution [11]. Nevertheless, recent work has proven that hardware-based solutions are indeed worth looking into [43]. Therefore, this work aims to demonstrate how a simple, yet efficient hardware implementation, along with minimal software support, can succeed without introducing significant hardware overhead. Moreover, for this work to be successful, the proposed solution should i) ensure forward progress across power failures, ii) ensure data consistency, iii) enable the portability of legacy non-intermittent applications and iv) introduce minimal overhead.

As a result, the main research questions of this work are the following:

1. **How can intermittent computing be supported by lightweight mechanisms?**

2. **What performance improvement can be obtained by a hardware/software solution?**

By answering these questions, it will be possible to design and develop a new solution which serves as a baseline for future developments and encourage further research on hardware-based solutions. Furthermore, it is the intention of this work to motivate the inclusion of such a system in current EH focused embedded processors.
1.4 Contributions

**Qwark** is an *intermittency management unit* peripheral designed for the MSP430 architecture \[24\]. Furthermore, Qwark makes use of simple address translation mechanisms, resembling traditional Memory Management Units (MMUs), to ensure correct execution and forward progress across power failures. We leverage the already available address tracking mechanisms of architectural components, such as Memory Protection Units (MPUs), to detect consistency violations on the fly and redirect them to safe memory locations. Therefore, guaranteeing writes are not committed to the actual physical location until a checkpoint is made, ensuring a consistent state is always reached. Qwark’s architecture also provides an efficient solution for scalable checkpoints, allowing the utilization of a mix-volatility stack, providing a worst-case checkpoint time without compromising performance \[40\]. Furthermore, by developing a hardware-based solution, a transparent operation is guaranteed to the programmer, enabling portability of legacy applications without compromising common programmability features, contrarily to most compiler and software-based solutions \[11, 38, 1, 37, 30\].

This work presents the following contributions:

- The introduction of a lightweight address translation-based architecture to enable memory consistency via redo logging.

- A stack promotion scheme which builds on the work proposed by \[40\], enabling the usage of a mixed-volatility stack to provide an upper bound on checkpoint time, with little overhead.

- The first example of structural support for intermittent computing targeting the MSP430 architecture \[24\].

- A fair performance assessment between Qwark and current state of the art software and compiler-based solutions \[48\].

- An open source design and implementation on the openMSP430 \[48\], which can serve as a baseline for future research.

1.5 Thesis Outline

This work is structured as follows. Chapter 2 gives the reader an overview of the background and related work in this field to understand the state of the art and the motivation to opt for a hardware-based solution. Chapter 3 presents a detailed description of the proposed design. Afterward, Chapter 4 presents some of the implementation details. Chapter 5 presents an evaluation of the system, benchmark results, and a comparison between Qwark and current software and compiler-based implementations. Chapter 6 presents a discussion of the obtained results. Finally, conclusions and future research directions are presented in Chapter 7.
Chapter 2

Background and Motivation

Recently, the development of devices which operate entirely on harvested energy has become a reality. Battery-less platforms, such as WISP [3], have proven that developing computationally non-intensive applications [11, 14] running on harvested energy is feasible. Nevertheless, the frequent power failures experienced by these devices, makes the implementation of higher-complexity applications challenging, as long running computations require a mean to preserve progress and ensure data consistency. This motivates the introduction of novel mechanisms to deal with the issues introduced by intermittency. Furthermore, with the massive emergence of connected devices, and high-performance computing moving closer towards the edge, solving the challenges of intermittent execution is more important than ever [57].

2.1 Data Consistency

The usage of non-volatile memory (NV-RAM) as the principal resource for memory allocation can easily result in programs reaching inconsistent states due to writes not being successfully captured by checkpoints [8]. Previous attempts have resorted to different methods to deal with this issue. Generally, checkpoint-based systems rely on run-time logging, compile-time analysis or a mix of both to deal with inconsistencies [52, 43, 40]. Chinchilla [38] makes use of undo logging to rollback uncommitted changes upon reboots. Ratchet [30] segments programs into chunks of idempotent [54] sections; code fragments guaranteed to provide the same result upon every re-execution, inserting checkpoints between these to prevent writes from breaking idempotency. More importantly, as shown in Figure 2.1, Write-After-Read (WAR) violations are identified as the source for inconsistencies.

On the contrary, task-based systems ensure consistency by isolating shared data and treating tasks as idempotent pieces of code which execute atomically [11, 36]. Chain [1] implements disjointed input/output channels to guarantee shared data is always read consistently. Alpaca [37] uses static analysis to privatize shared data on isolated buffers, committing it to main memory upon task completion.
2.1. Data Consistency

Figure 2.1: Write-After-Read (WAR) violations lead to inconsistent states after power failures. Variables $\text{len}$, $r1$ and $\text{buf}$, are located in non-volatile memory. Top: $\text{len}$ is read, and then written with the value of $r1$. After rebooting, the system restarts execution from the latest checkpoint. $\text{len}$ preserves its value and is incremented again, ultimately updating $\text{buf}$ incorrectly. Bottom: Inserting a checkpoint just before $\text{len}$ is written removes the WAR violation, enabling the system to execute correctly in spite of power failures.
2.2 Forward Progress

Checkpoint-based systems store the device’s volatile state in non-volatile memory to restore it after power failures. Nevertheless, one key challenge is to determine when to checkpoint. Too many checkpoints might introduce significant overhead, while only a few might result in the application not making any progress. To deal with this issue, dynamic checkpoint-based systems continuously monitor residual energy in the decoupling capacitor to checkpoint right before power runs out. Mementos inserts energy-measurement code after function calls and loop iterations, while Hibernus and QuickRecall reduce overhead by triggering a checkpoint interrupt upon voltage drop-down detection, using an onboard voltage comparator.

Nevertheless, the utilization of power-hungry resources, such as an ADC, is unsuitable for operating conditions where energy is an already scarce resource. Because of this, static checkpoint-based systems opt for energy-agnostic heuristics to ensure forward progress at the least energy cost, trading off run-time overhead due to an excess of checkpoints. Chinchilla instruments programs by introducing checkpoints which are dynamically enabled/disabled during runtime. In compile-time analysis and Control Flow Graphs (CFG) are used to define and add checkpoints at transactional regions. On the contrary, in task-based systems, forward progress is guaranteed as long as tasks can be completed in a single execution thread. Nevertheless, this complicates task division, as reasoning about energy requirements is challenging and unintuitive.

2.3 Portability of Legacy Applications

Developments on transiently powered computing have opened a new range of possibilities. However, porting applications coming from other domains, such as Wireless Sensor Networks (WSN) remains challenging with current intermittent programming approaches.

Task-based models require developers to manually identify dependencies to create tasks, specify the interactions between these, and provide special annotations. Nevertheless, task transformation is not trivial, since too many small tasks can introduce significant overhead, while only a few large ones can lead to non-termination. Furthermore, task transformation hinders programmability, as the usage of standard programming features such as pointers, and recursion, are not supported by current models. Because of this, the research community has moved on to checkpoint-based systems, as these impose fewer limitations on programmability, facilitating the portability of existing applications.

2.4 Checkpoint Scalability

As progress is made, checkpoint-based systems continuously journal the system’s volatile state. However, stack growth might result in too much data being checkpointed (E.g., the complete stack). This situation increases the likelihood of non-termination, as checkpoints might take too long to complete. Ratchet and Chinchilla solve this by working with an utterly non-volatile stack. Nevertheless, this limits execution speed, and increase power and run-time overhead. To address this shortcoming, VISP implements a mix-volatility stack, dividing the complete stack into fixed-sized blocks, keeping only the working stack in volatile memory. However, block swapping mechanisms result in a high run-time overhead, making it significantly slower than previous approaches.
2.5. Why not Hardware?

Compared to the plethora of research \cite{1,37,38,40,13,22,9} on software and compiler-based solutions, little work has been done on the hardware side. In \cite{32}, an architecture for a Non-Volatile Processor (NVP) is proposed, introducing non-volatility at flip-flop level to allow for seamless forward progress and consistency. Nevertheless, this kind of architecture significantly increases the amount of power consumption and impacts processing speed. To reach a middle-ground, Clank \cite{43} includes custom hardware to detect WAR violations during run-time, and store violating data and addresses on a cache-like structure. Future matches to this structure are treated as cache-hits, and once enough violations have occurred, data is flushed to main memory. Nevertheless, Clank fails to provide a solution for scalable checkpoints. Furthermore, contrarily to previous approaches \cite{1,38,30,37}, which target the MSP430 architecture \cite{24}, Clank is designed for ARM \cite{7}, which complicates a fair performance assessment against current compiler and software-based solutions. This is mainly due to the architectural and compiler differences which impact the number and source of violations.

In Table \ref{table:2.1}, the key characteristics of state of the art solutions are compared with Qwark. Task-based models limit programmability and portability, while current checkpoint-based solutions increase run-time and memory overhead \cite{40}. Nevertheless, as shown by \cite{43}, structural support can relieve pressure on the software side, reducing the overhead experienced by current software and compiler checkpoint-based systems. Additionally, lightweight architectural components could provide a solution for scalable checkpoints without introducing significant overhead \cite{40}. Furthermore, recent work on sub-threshold and near-threshold design \cite{6} has shown that extremely low-power, and stable solutions can be achieved, making the idea of highly efficient hardware accelerators an attractive choice to provide the best results in terms of performance and power.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|c|}
\hline
System & Pointer Support & Recursion Support & Scalability & System Overhead & Memory Overhead & Porting Effort \\
\hline
Chain (T) & No & No & Poor & Low & Low & High \\
Alpaca (T) & No & No & Poor & Low & Low & High \\
Ratchet (C) & Yes & No & Poor & High & High & High \\
Chinchilla (C) & Yes & No & Poor & Low & High & None \\
VISP (C) & Yes & Yes & High & High & High & None \\
Clank (H) & Yes & Yes & Poor & N/A & N/A & None \\
Qwark (H) (this work) & Yes & Yes & High & Low & Low & None \\
\hline
\end{tabular}
\caption{Comparison of the key characteristics of current intermittent computing solutions. T: Software task-based system. C: Software checkpoint-based system. H: Hardware-based system. N/A: Clank’s overhead cannot be directly compared, as its implementation targets the ARM architecture. The table shows Qwark ability to comply with all of the key characteristics of intermittent systems.}
\end{table}

2.5 Why not Hardware?
Chapter 3
Design

This work proposes a static checkpoint-based system intended to maximize performance at the least energy cost. Furthermore, it follows recent research trends to enable the portability of legacy non-intermittent applications without compromising programmability features [38, 40]. Nevertheless, this work diverges from previous approaches [38, 37, 31, 24, 22, 9] by relying on lightweight structural support to relieve pressure on the software side. Furthermore, this work targets the MSP430 architecture [24] due to it being commonly used in EH-based applications [51, 14] and intermittent computing research [29, 43], to allow a fair comparison with existing intermittent programming solutions and motivate future research in this domain.

Qwark is a memory-mapped peripheral designed for the MSP430 architecture. By continuously tracking memory accesses, Qwark detects WAR violations, and redirects them to isolated locations, creating a redo log [37] in a dedicated segment in non-volatile memory. By doing this, hazardous accesses which could result in errant states, are prevented from directly modifying data. Furthermore, Qwark provides a solution for scalable checkpoints, enabling the utilization of a mix volatility stack to provide an upper bound on checkpoint time with little overhead. By continuously analyzing the stack behaviour, Qwark promotes variable-size segments to non-volatile memory, effectively dividing the stack into two segments; volatile and non-volatile, linked via address translation. During checkpoints, volatile state and supporting data is journaled on non-volatile memory, and the redo log is copied back to memory, allowing for consistent states to be reached. Furthermore, as shown in Figure 3.1, Qwark’s functionality is achieved by three modules: The Translation Lookaside Buffer (TLB), WAR detection, and Stack Tracking. The following sections expand on these and their interactions.
Figure. 3.1: **Qwark system overview.** A hardware/software solution which gives the user the illusion of programming a continuously-powered system by transparently dealing with the challenges of intermittent execution. **Left:** The Input/Output signals illustrate the interaction of Qwark with the MSP430 CPU from a system perspective. **Right:** Inner composition of Qwark, depicting the modules whose interaction achieve the system functionality.

Figure. 3.2: **The TLB and WAR modules enable hazardous accesses to be isolated, creating a log in a dedicated segment in non-volatile memory.** The WAR detection block stores and compares each access to identify write-after-read violations. The WAR signal triggers a request for the TLB to buffer the hazardous memory access. The TLB Match, and TLB Match Index signals are used to translate the address to a fixed location in non-volatile memory. The virtual address annotation symbolize the number of reserved memory locations which comprise the redo log. Checkpointing logic is not depicted in this figure to facilitate understanding.
3.1 The Translation Lookaside Buffer

The Translation Lookaside Buffer (TLB) oversees the translation of memory accesses that have or can lead to inconsistent states. When a violation is detected, the hazardous access is stored in the TLB, and a separate address located in the redo log; a reserved segment in non-volatile memory, is assigned to it, forming a (physical, virtual) address value pair. Afterwards, the TLB match and its entry index are used to redirect the access to the corresponding location in the log, leaving data on the physical address untouched. This mechanism is illustrated in Figure 3.2. Moreover, subsequent accesses to the same location are translated by merely verifying the content of the TLB, ensuring data is fetched from the right memory location. Contrarily to [43], Qwark presents a more simplistic approach, reducing the amount of hardware required for its operation by eliminating the need for storing data in addition to addresses.

3.2 WAR Detection

Borrowing from previous work [30, 43], the WAR detection block provides a mean to identify harmful memory accesses, which could result in inconsistencies. Inside the block, read/write addresses are stored in separate buffers and compared with subsequent writes to identify WAR violations [43]. This mechanism is used to notify the TLB whether an access should be isolated. Additionally, it is essential to emphasize the importance of incorporating such a block since not all write accesses can result in inconsistent states being reached. E.g., Read-after-Write (RAW) or Write-Read-Write (WRW) accesses do not break idempotency [30, 43]. Therefore, such a block becomes necessary to maximize performance by precisely identifying which accesses should be isolated to stretch computation as much as possible [30, 43].

3.3 Stack Tracking

Building upon the idea proposed by [40], this work introduces the notion of Stack Promotion. Qwark continuously monitors the Stack Pointer (SP) to identify if the amount of volatile stack usage has exceeded a built-in threshold. If so, the stack tracking block triggers a checkpoint interrupt to define the segment boundary; a limit which serves as a frontier to divide the stack into two volatile and non-volatile sections. Moreover, the segment boundary is always defined to allow the working stack to remain in volatile memory. Afterwards, all the stack up to the segment boundary is promoted (copied) to non-volatile memory. This process is shown in Figure 3.3(a). Accesses made to addresses lower (SP diminishes while the stack grows) than the segment boundary are redirected to the corresponding address in non-volatile memory, which is calculated by subtracting an offset to the address. On the contrary, accesses made to addresses higher than the segment boundary are allowed to work with volatile memory. Moreover, after promotion, consistency mechanisms are utilized to ensure correctness on the non-volatile stack segment.
3.3. Stack Tracking

Function call
Stack grow
Promote
Stack to NV-RAM
(Checkpoint)

Figure. 3.3: Stack promotion allows Qwark to segment the stack into variable-sized volatile and non-volatile segments. a) when the stack pointer (SP) grows beyond the segment threshold (ST), a segment boundary (SB) is defined, and the stack is promoted to non-volatile memory using the SB as upper bound. b) stack shrink pass the active segment boundary triggers an update to the SB, redefining the SB to the current SP to allow further stack grow to use volatile memory. OB denotes the old segment boundary. c) subsequent checkpoints can lead to an overlap between the OB, the current SB and the new segment boundary (SB*). Blindly promoting the stack in this condition can lead to inconsistencies in case the overlapped segment is partially updated.
3.4. Checkpoints

3.3.1 Stack grow

During program execution, Qwark analyzes the stack behaviour to identify the amount of stack grow/shrink between checkpoints. By doing this, Qwark performs differential checkpoints using the maximum SP value and the segment boundary, as an upper and lower limit for promotion, speeding up the promotion process. Nevertheless, it is vital for the promotion algorithm to take the previously checkpointed segment boundary into account, as blindly promoting the stack can lead to inconsistent states being reached in case of a power failure happening mid-promotion. This is shown in Figure 3.3 c), where subsequent checkpoints result in an overlap between promoted segments. To overcome this problem, Qwark identifies and double buffers the overlapped portion of the stack (if any) to prevent partial updates. The non-overlapped portion of the stack is then promoted directly to non-volatile memory, leveraging the fact that this process is naturally idempotent since, in case of a failure, this half-promoted stack is discarded automatically by merely using the previous segment boundary.

3.3.2 Stack shrink

Contrarily to when the stack shrinks beyond the segment boundary, Qwark does not enforce a copy-back of the promoted non-volatile stack to volatile memory, since this would result in considerable run-time overhead. Instead, Qwark allows the system to continue working uniquely with non-volatile memory. Nevertheless, to prevent the application from getting stuck utilizing only non-volatile memory, a boundary update is enforced whenever the SP shrinks beyond the segment boundary, adjusting it to the SP value to allow for new stack frames beyond the new limit to be allocated in volatile memory. This is shown in Figure 3.3 b).

3.4 Checkpoints

To ensure forward progress, Qwark introduces three sources to trigger checkpoint interrupts:

1. **Buffer-Full Interrupt**: Triggered when the TLB or the WAR block reach a full condition. Since both buffers are finite resources, it is necessary to trigger a checkpoint to prevent any violation from being missed.

2. **Stack Grow Interrupt**: Triggered when stack grow surpasses the segment threshold.

3. **Timer-driven Interrupt**: Triggered by timer expiration. It is possible for code sections to not result in neither buffer-full conditions nor stack grow. To overcome this problem, a timer is used to allow for periodical checkpoints to be taken as an additional measure to prevent non-termination.

An important thing to consider is the coherence between the checkpoint triggers. To ensure correctness, all three sources must perform the same checkpoint operation. E.g., if a checkpoint is triggered due to stack promotion, the redo log should also be copied back to main memory. Similarly, if the interrupt is triggered by a buffer-full condition, the stack should be promoted as well. Otherwise, the register file would be saved, but local variables located in the volatile stack segment would be lost. Moreover, when a checkpoint is triggered by a buffer-full condition or a timer-driven interrupt, the SP is used as the segment boundary.
Furthermore the checkpoint ISR is divided in two phases. First, the TLB physical addresses are copied to a dedicated segment in non-volatile memory, along with an index which indicates the number of violations held in the TLB. Then, the segment boundary is committed and the stack is promoted. Afterwards, the first phase is completed by atomically updating a flag located in non-volatile memory, signaling a half-way checkpoint.

The second phase copies back the data stored in the virtual locations to their original physical addresses. Moreover, the overlapped portion (if any) of the promoted stack is copied back to complete the promotion process. Finally, the flag is updated to indicate the checkpoint completion. The two-phase division allows checkpoints to be restarted in case of a power failure, as long as the first phase has been finalized since all the data required to complete the process is already stored in non-volatile memory by that point \cite{37}. Upon reboot the restore routine uses the flag to perform a second phase retry, in case a half way checkpoint exists in memory.

Moreover, it is possible for the system to run out of power during checkpoints. This could result in partially committed checkpoints which would leave the system in an errant state. For this reason, all checkpoint data (register file, TLB addresses, segment boundary, etc) is double buffered to ensure there is always a consistent checkpoint stored in memory, using the atomic flag update to signal both the buffer switch and the two-phase division, similar to previous approaches \cite{37,52}. 


Chapter 4

Implementation

For fairness, we implement Qwark’s design on the MSP430 architecture, using the open-MSP430 as the baseline for development. Furthermore, due to the absence of onboard NV-RAM, we emulate non-volatility, simulating intermittency as induced soft-resets, and manually wiping up the volatile state after reboots.

4.1 The OpenMSP430

The OpenMSP430 is a synthesizable 16-bit core written in Verilog, completely compatible with the MSP430 microcontroller family, and fully capable of executing code generated by any MSP430 toolchain with near-cycle accuracy.

To probe the validity of the comparison between the OpenMSP430 and the real MSP430, three benchmarks commonly used in this research domain (Activity Recognition (AR), Bitcount (BC) and Cuckoo filter) were taken from the MiBench repository and executed on the OpenMSP430, MSP430G2553 and MSP430FR5969 platforms. All benchmarks were performed at 1 MHz on continuous power, using the msp430-gcc-7.3.1.24 compiler from Mitto Systems, under three different optimization levels (O0-O2), using the same compiler flags, and utilizing only the MSP430 ISA to prevent the usage of the extended MSP430X ISA (only for the MSP430FR5969). Additionally, the generated object code was analyzed and compared using msp430-elf-objdump to ensure the three platforms executed the same code. The only differences came from some of the Embedded Application Binary Interface (EABI) routines introduced due to the difference among linker scripts. Nevertheless, these differences were minimal, compared to the rest of the program. Moreover, execution time was measured by toggling a digital output at the beginning and the end of each benchmark using a saleae logic analyzer. Additionally, the cycle counter tool on Code Composer Studio was used as an extra source to compare the accuracy of the measurement for the MSP430G2553 and the MSP430FR5969, showing similar results.
4.2. Qwark Implementation

Qwark’s implementation is divided into two functional blocks, the peripheral handling logic for accessing control registers and interrupt handling, and the *Qwark core*, which implements most of the functionality described in Chapter 3. Furthermore, it is essential to mention that most of the peripheral’s logic is developed on top of the peripheral infrastructure already provided by the OpenMSP430 [48]. Similar to other peripherals (e.g., UART, Timer), Qwark can be enabled or disabled upon request by merely writing the enable bit on its control register. When enabled, Qwark executes all of its functionality automatically, without any user intervention. Otherwise, when disabled, all features are shut down, and Qwark is bypassed, leaving every address access untouched.

Figure 4.1: **Execution time comparison between MSP430 platforms.** Red cross (X) denotes the application did not fit in memory. For fairness, benchmarks were executed on continuous power at 1 MHz. Results show a near-constant deviation between each pair of benchmarks, under different optimization settings (O0-O2) allowing Qwark to be compared with intermittent frameworks implemented on the actual MSP430 processor.

Following Figure 4.1, it can be observed that while not being equal, the results obtained from the OpenMSP430 are within the range of both the MSP430FR5969 and the MSP430G2553, showing a near-constant deviation between benchmarks. Moreover, a higher similarity can be identified between the MSP430G2553 and the OpenMSP430. This similarity makes sense since the OpenMSP430 was designed to resemble the original MSP430 architecture [48], contrarily to the MSP430FR5969, that although forced to use only the MSP430 ISA, utilizes a different core, and presents more differences on linked routines, compared to both the OpenMSP430 and the MSP430G2553. More importantly, based on these results, it can be concluded that the OpenMSP430 performance can be compared to the real MSP430 processor. Therefore, making the results obtained by Qwark valid and expected in an actual silicon implementation, allowing the comparison with compiler and software-based systems.
4.2. Qwark Implementation

4.2.1 OpenMSP430 Address Space

Qwark should effectively track every access to non-volatile memory to ensure consistency. Therefore, Qwark’s operation is entirely dependant on the amount of non-volatile memory, and its distribution over the address space of the system in which Qwark is integrated. Because of this, Qwark’s implementation provides parameters to configure the valid address range that it should protect, allowing it to adapt to different volatility distributions.

4.2.2 TLB Implementation

The TLB functionality is divided between Qwark’s functional blocks (peripheral and core). All the logic for the TLB handling is located inside Qwark’s core. Nevertheless, when a violation is detected by the WAR block, the physical address of the (physical, virtual) pairs are directly written into memory mapped registers inside the peripheral block to allow these addresses to be directly read by the checkpoint ISR. Furthermore, the TLB is implemented as a register-based data structure with a width and depth of 16 × 8, respectively. It is also important to emphasize that the depth of the TLB can be easily increased or decreased to analyze the hardware logic and performance trade-off. Nevertheless, due to the timing constraints imposed for this work, this depth was chosen for analysis.

4.2.3 WAR Detection

As mentioned in Chapter 3, the WAR block implementation follows the base idea of address tracking presented by [43]. Nevertheless, for this work, the WAR detection was entirely re-implemented based on the characteristics of the MSP430 architecture. Moreover, the read/write buffers are implemented as register-based data structures to allow for look-ups to occur in parallel, following a composition symmetric to the TLB, with a width and depth of 16 × 8, respectively.

4.2.4 System Restore

The checkpoint ISR and the system restore routines are provided to the user in device driver files to facilitate their usage. Nevertheless, instead of modifying the built-in compiler startup routines, the restore function is merely linked to the startup sequence, to verify the existence of a valid checkpoint in memory. If no checkpoint is found (first boot), the compiler’s default startup routine is executed. Otherwise, the restore routine takes over to restore the system’s state using the latest valid checkpoint. First, the atomic flag is read to verify whether a half-way (first-phase completed only) checkpoint exists in memory. If a half-way checkpoint is found, the second phase is retried, the checkpoint is completed, and the atomic flag is modified to signal the checkpoint validity. Finally, the register file is restored.
Chapter 5

Evaluation

In this chapter, we present and evaluate three versions of Qwark to analyze performance and trade-offs. First, we evaluate Qwark utilizing an unbounded volatile stack, checkpointing the complete stack (no differential checkpoints) at each checkpoint, without stack promotion implemented. Second, we configure Qwark to work with a fully non-volatile stack without Stack Promotion, to analyze the run-time overhead and motivate the need for implementing a mix-volatility stack. Third, we evaluate Qwark’s complete implementation; stack promotion implemented with a threshold boundary of 64 bytes to analyze the performance improvement obtained by including Stack Promotion. Finally, we present Qwark’s component overhead, power consumption estimation, and compare its performance with current compiler and software-based solutions.

5.1 Application Benchmarks

To evaluate performance, five benchmarks commonly used in this research domain were taken from MiBench [10]: Activity Recognition (AR), Bitcount (BC), Cuckoo filter, Advanced Encryption Standard (AES), and Cyclic Redundancy Check (CRC). AR implements a machine learning based activity recognition algorithm utilizing a data set with accelerometer data. BC implements bit counting on a string with seven different routines. Cuckoo implements cuckoo filtering on a set of pseudo-random numbers. AES performs Electronic Codebook (ECB) and Cipher Block Chaining (CBC) encryption and decryption on a 64-byte plain-text. CRC implements a fast and slow algorithm using the CRC_CCITT polynomial. For fairness, all benchmarks were done on continuous power, at 1 MHz under different optimization settings (O0-O2) using the msp430-gcc-7.3.1.24 compiler from Mitto Systems [27]. Moreover, execution time was measured utilizing a saleae logic analyzer [50], and compared against the original non-intermittent C implementation running on the OpenMSP430 [48].
5.1. Application Benchmarks

Figure 5.1: Qwark application benchmarks. **OpenMSP430**: Original non-intermittent results. **Volatile Qwark**: Qwark implementation without stack promotion, tracking only `.data` and `.bss` sections, and saving the complete stack at each checkpoint. **NV Qwark**: Fully non-volatile implementation without stack promotion. **Stack Qwark**: Qwark with stack promotion implemented, with a segment threshold of 64 bytes. **O0*-O2***: Same implementation but including the timer-driven interrupt to checkpoint every 10ms. For fairness, all benchmarks were done on continuous power at 1 MHz. Results obtained by Stack Qwark show an overall performance improvement over NV-Qwark, proving the benefits of introducing stack promotion, and the usage of a mix-volatility stack.
5.2 Results

Benchmark results are shown in Figure 5.1. On the one hand, plots show that Qwark’s utterly non-volatile solution presents an overall run-time overhead of 2x compared to the original non-intermittent results. This behaviour is to be expected due to the significant increase in checkpoints, based on the necessity of having to track the entire address space to ensure correctness. On the other hand, results obtained by introducing stack promotion show improvements across all benchmarks, presenting an average run-time reduction of 107% for AR, BC and Cuckoo, and 22% and 4% for AES and CRC respectively, under the O0 optimization. To explain the difference in run-time improvement, we plot the stack pointer and segment boundary, and analyze the results. Figure 5.2 illustrates how the segment boundary tracks the stack pointer, segmenting the stack. Furthermore, it can be observed how run-time decrease relates to the mix-volatility utilization, showing better results where the stack utilization presents a better volatility balance (e.g., AR, BC and Cuckoo), contrarily to AES and CRC where stack utilization leans towards full non-volatility. Thus, impacting run-time overhead as the amount of checkpoints increase. Moreover, such imbalance is introduced by a dominance of buffer-full driven checkpoints, which lean stack utilization towards non-volatility by updating the segment boundary to the current stack pointer.

Furthermore, by analyzing the results obtained by Cuckoo and CRC under O1, we observe a worse performance compared to the fully non-volatile implementation. This situation might seem unintuitive if NV Qwark’s run-time is assumed to represent an upper bound on execution time. Nevertheless, by running and analyzing system simulations, results showed that different checkpoint placement can lead to more checkpoints being taken afterward, based on how read/write dependencies are segmented between checkpoints. This implies that triggering checkpoints at buffer-full conditions might not always lead to the best results.

Additionally, we evaluate Qwark’s complete implementation with different segment boundaries to analyze the impact of different boundary values on run-time overhead. The results shown in Figure 5.3 indicate that a smaller boundary value can significantly increase run-time overhead due to the increase in checkpoints. Moreover, this is directly related to the amount of stack utilization, showing a higher impact on benchmarks which utilize more stack. Nevertheless, the results obtained by AES, and CRC indicate that this is not true for benchmarks where buffer-full driven checkpoints dominate, resulting in approximately the same performance for different segment values.
5.2. Results

Figure 5.2: **Benchmarks mix-volatility stack utilization.** Results are obtained by simulating and measuring each benchmark running on Qwark’s complete implementation using Icarus Verilog [56], under O0 optimization. The **Stack Usage** trace depicts the stack pointer behaviour, representing the amount of stack memory being utilized by the program at each time. The **Segment Boundary** trace shows the division of mix-volatility over time. Accesses made to addresses below the boundary are redirected to the promoted non-volatile stack, while accesses made to addresses above the boundary are made to the volatile stack. This mechanism reduces the amount of non-volatile memory utilization, and consequently runtime and power overhead.
5.2. Results

Figure 5.3: Qwark application benchmarks with different segment boundaries. OpenMSP430: Original non-interruption results. For fairness, all benchmarks were done on continuous power at 1 MHz for different optimization settings (O0-O2) without timer-driven checkpoints and segment boundaries of 16B, 32B, and 64B respectively. Results show that a smaller boundary usually leads to higher runtime overhead, except for AES and CRC where plots indicate similar performance due to checkpoints being driven mostly by buffer-full conditions.
5.3. Component Overhead

To measure component overhead, we implement Qwark on an Altera Cyclone IV-E FPGA (60nm), using the DE0 nano development board. Furthermore, we configure Quartus optimization mode to balanced and verify that each implementation meets timing, setting the clock at 1 MHz. For power consumption, we utilize the built-in Quartus Early Power Estimator (EPE) tool. Table 5.1 shows the results obtained by the EPE tool. Power consumption is reported as a function of the static and dynamic current, with dynamic current being the only source of consumption incurred by logic switching. Nevertheless, it is essential to mention that Qwark’s switching comes mainly from WAR tracking, which depends entirely on the application and the volatility of the address space. This situation complicates a precise calculation of power consumption. Furthermore, current consumption would significantly vary on an ASIC implementation, the final target of this research. Therefore, these numbers are merely informative. Moreover, Table 5.1 presents the hardware logic required by each of the three implementations, showing the same amount of Adaptive Look-up tables (ALUTs) and logic.

### Table 5.1: Hardware overhead of the three implementations

<table>
<thead>
<tr>
<th>System</th>
<th>ALUTs</th>
<th>Logic Registers</th>
<th>Static Current (A) ICCINT (1.20V)</th>
<th>Dynamic Current (A) ICCINT (1.20V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volatile Qwark</td>
<td>837</td>
<td>590</td>
<td>0.000</td>
<td>0.018</td>
</tr>
<tr>
<td>NV Qwark</td>
<td>837</td>
<td>590</td>
<td>0.000</td>
<td>0.018</td>
</tr>
<tr>
<td>Stack Qwark</td>
<td>1172</td>
<td>729</td>
<td>0.000</td>
<td>0.023</td>
</tr>
</tbody>
</table>

Table 5.2: Peripheral resource utilization comparison. All logic utilization is obtained by running analysis and synthesis on Quartus Prime Version 18.1.0 under balanced optimization. Peripheral designs were borrowed from OpenCores. Qwark presents similar resource utilization compared to the chosen designs.

<table>
<thead>
<tr>
<th>Design</th>
<th>ALUTs</th>
<th>Logic Registers</th>
<th>Memory Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qwark</td>
<td>1172</td>
<td>729</td>
<td>0</td>
</tr>
<tr>
<td>AES128</td>
<td>2378</td>
<td>924</td>
<td>0</td>
</tr>
<tr>
<td>QSPI</td>
<td>1061</td>
<td>889</td>
<td>0</td>
</tr>
<tr>
<td>802.15.4 PHY</td>
<td>1461</td>
<td>386</td>
<td>20</td>
</tr>
<tr>
<td>RTC</td>
<td>659</td>
<td>458</td>
<td>0</td>
</tr>
<tr>
<td>I2C</td>
<td>302</td>
<td>153</td>
<td>0</td>
</tr>
<tr>
<td>CAN</td>
<td>1920</td>
<td>1175</td>
<td>320</td>
</tr>
</tbody>
</table>

Table 5.3: Memory overhead (Bytes) of the three implementations. *: Application dependant (Unbounded). **: Twice the segment-size in the worst-case. Qwark presents a fixed code utilization of approximately 1KB across all of its implementations.
5.3. Component Overhead

registers being utilized for Qwark’s volatile and non-volatile implementation, requiring only configuration changes to adapt it to each condition, introducing little extra logic to support the stack tracking functionality described in chapter 3.

Furthermore, to provide a reference for Qwark’s resource utilization, six publicly available designs were taken from OpenCores and compared against Qwark results. In selecting the benchmarks, two factors were considered. First, the designs had to be FPGA proven to guarantee their proper functionality. Second, they had to be peripherals commonly found in existing microcontroller units (MCUs), to ensure a fair comparison, as the intention is to motivate the inclusion of Qwark in EH-focused MCUs. The results in Table 5.2 show that Qwark resource utilization (ALUTs and Logic Registers) is relatively similar to the presented benchmarks, showing a slightly bigger resource utilization than simpler peripherals such as I2C or RTC, but smaller utilization than higher complexity peripherals like AES128.

Table 5.3 presents the memory overhead imposed by the integration of Qwark’s support routines, showing a maximum code utilization (.text) of approximately 1KB for Stack Qwark. For .data, we consider the amount of memory required to double buffer the register file, along with supporting data. Moreover, we calculate the overhead imposed by stack double buffering to be bounded by twice the maximum segment size, assuming a complete overlap in the worst-case.

Figure 5.4 presents a calculation of the worst-case checkpoint and restore time. These numbers are obtained by assessing the amount of cycles required for the checkpoint and restore routines to reach completion, assuming the longest paths in the code are taken, and a full TLB. Also, we consider restore routines to perform a second-phase retry. Moreover, for stack Qwark, we assume a 64-byte segment size and a complete segment overlap. Furthermore, these calculations do not depend on the optimization level, since these routines are coded entirely in assembly, and prevented from being optimized. Notwithstanding, following the actual checkpoint time distribution of the benchmarks shown in Figure 5.5, we consider these to be a pessimistic calculation, and unlikely to occur in real conditions.
Figure 5.4: **Worst-case checkpoint and restore times.** Worst-case execution is calculated by assuming longest paths being taken by each routine. For volatile Qwark, a fixed 64 byte stack is considered. For Stack Qwark, a segment boundary of 64 bytes is considered. Execution time of both routines is not optimization dependant.
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Figure 5.5: **Qwark checkpoint time distribution.** Data is obtained by simulating each benchmark running on Qwark’s complete implementation using Icarus Verilog [58], under O2 optimization. Results show the distribution of checkpointing time being lower than the worst-case checkpointing time presented in Figure 5.4.
5.4. Comparison against software-based approaches

To analyze Qwark’s performance against software-based solutions, we compare three task-based systems: Ink [36], Alpaca [37], and Mayfly [32]. Moreover, we compare Qwark’s implementation to VISP [40], the first checkpoint-based system to introduce the concept of a mix-volatility stack. We borrow three commonly used benchmarks: AR, BC, and cuckoo, and analyze the execution time of each running on continuous power at 1 MHz. Additionally, we consider the memory overhead of each scheme. More importantly, it is crucial to emphasize that data corresponding to software-based frameworks was obtained by measuring execution time on a MSP430FR5969 platform. Therefore, comparisons should not be made in a one to one basis, due to the openMSP430 [48] being similar to the MSP430 [26], not equal. Instead, it is our intention to indicate potential improvement, instead of precise numbers. Figure 5.6 shows the data for comparison. Considering the aforementioned limitations, results indicate Qwark can reduce execution time compared to any of the chosen run-times. Moreover, due to mainly relying on hardware to achieve its functionality, Qwark introduces little memory overhead, contrarily to software-based solutions [40, 36, 38], which significantly increase memory footprint. This overhead is shown in Table 5.4.

Table 5.4: Memory overhead runtime comparison. Qwark: Complete implementation without considering memory corresponding to the promoted stack. Ink: memory overhead corresponds to the task-based implementation of the original benchmark. Relying on structural support allows for Qwark’s memory footprint to be significantly smaller compared to the presented software-based runtimes.
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Figure 5.6: Qwark comparison against software-based systems. Red cross (X) denotes cuckoo cannot be implemented in Mayfly due to loops not being allowed in its programming model. All benchmarks are executed on continuous power, under O2 optimization and compared with Qwark’s complete implementation. Results show a similar or better performance compared to task-based systems and significantly better results than VISP, a checkpoint-based system, showing Qwark’s ability to outperform current systems.
Chapter 6

Discussion

By doing this research, it has been possible to design a hardware architecture that transparently deals with the challenges introduced by intermittency. Additionally, it has been possible to show the benefit of relying on structural support, indicating the amount of improvement to be expected without introducing significant overhead. Nevertheless, Qwark’s implementation is still far from perfect as there is still plenty of room for optimization and re-engineering in the hands of expert designers. Instead, this thesis aims to serve as a foundation and motivation for future research and development on this domain. Because of this, it is crucial for this work to point out the limitations and opportunities identified during the development of this work.

In spite of being a stable and reliable platform, the interrupt latency observed from the OpenMSP430 [48] imposed significant limitations on Qwark’s functionality. Several situations were observed during development, in which upon triggering an interrupt request, the execution unit took several instructions before servicing the request. This situation implies that upon reaching a buffer-full condition, untracked instructions could still break idempotency. To relieve back-pressure, and solve this problem, Qwark’s implementation introduced additional locations on the Read/Write buffers to prevent further accesses from directly modifying non-volatile data. Nevertheless, in spite of successfully solving the problem for the utilized benchmarks, more analysis would be necessary to guarantee proper operation under every possible scenario. Moreover, interrupt latency also impacts the stack promotion implementation. For this reason, additional mechanisms and calculations became necessary to ensure correct execution, at the cost of introducing more hardware logic. Future work should aim to minimize hardware logic, reduce the implementation complexity, and maximize performance. One alternative could be re-engineering the openMSP430 execution unit to service interrupt requests as fast as possible, or rely on other architectures, such as ARM’s Nested Vector Interrupt Controller (NVIC) [7].

Additionally, other open-source MSP430 [26] compliant solutions, such as the NEO-MSP430 [46] could be investigated to identify the ideal platform for future developments.

Furthermore, relying on redo logging created the need for coherently updating the segment boundary at each checkpoint, ultimately reducing the amount of improvement that could be achieved by stack promotion. Future work should explore the possibility of redesigning Qwark to allow for checkpoints to be triggered only by promotion requests. One alternative would be to rely on undo logging. Nevertheless, address translation would not be suitable for such an architecture. Therefore, to identify and develop the mechanisms to achieve this separation is future research work.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

This work presented Qwark, a peripheral which utilizes lightweight architectural components to deal with the problems introduced by intermittency, ensuring correctness and forward progress across frequent power failures. Furthermore, stack promotion proved to be a reliable mean to guarantee a worst-case checkpoint time, effectively reducing run-time overhead, and non-volatile utilization, without significantly increasing the amount of hardware logic nor power consumption. Moreover, Qwark’s results outperformed current state-of-the-art software-based solutions, effectively demonstrating the improvements which can be expected from introducing structural support to current embedded processors (e.g., MSP430).

Intermittent computing is an exciting and challenging research domain which promises to enable novel applications to run completely battery-less. Nevertheless, the scientific community is still far from developing a fully integrated solution. Because of this, this work aims to bring this reality one step closer, hopefully serving as a baseline for future research and development in this domain, looking forward to a future where ubiquitous intermittent computing is a reality.

7.2 Future Work

In spite of the promising results obtained by this research, Qwark is still far from being a full-fledged solution for battery-less applications. Most research on intermittent computing (including this) has focused primarily on preserving processor state and consistency, disregarding entirely peripheral state retention. Sytare [21] is the first known work to address peripheral support in transiently-powered systems, presenting a software framework that allows the usage of conventional internal peripherals (e.g., ADC, UART). Contrarily, RESTOP [4] proposes a software framework to enable external peripheral’s state to be restored upon power failures. Samoyed [39] offers a solution for peripheral state persistence based in Just-In-Time (JIT) checkpoints. Nevertheless, a viable solution to fully support peripheral state retention is yet to be found. Moreover, at the time of writing, there is no hardware-based solution for peripheral support, making this an exciting future research direction.
Furthermore, sensor data taken between checkpoints might not be meaningful after prolonged power outages. This issue introduces the notion of timeliness. To deal with this, Mayfly proposes a language and runtime, making use of a remanence timekeeper to combine execution fragments and form coherent sensing schedules. Nevertheless, Mayfly relies on task-based transformation, making it an unsuitable solution for current state-of-the-art approaches. To address this shortcoming, VISP introduces timeliness in checkpoint-based systems, making use of annotations to denote expiration constraints, utilizing a remanence timekeeper to keep track of time in spite of frequent power failures. Nevertheless, VISP’s performance falls behind current software-based checkpoint approaches. Perhaps, an integration of VISP’s compiler support for timeliness could provide Qwark a mean to deal with this shortcoming, balancing software and hardware to get closer to a full-fledged solution.
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