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Abstract

Biometric recognition is a means to measure physical characteristics of a person for authentication
purposes. Physical characteristics are captured by a sensor, stored digitally in a feature vector and
subsequently compared to a database template by a server. The European Union has stated in
General Data Protection Regulation 2016/679 [23] that biometric data is sensitive and must therefore
be protected using Biometric Template Protection (BTP) schemes. The BTP scheme constructed by
Peeters et al. [56] is efficient and satisfies the requirements for a secure BTP scheme: irreversibility,
unlinkability, revocability and accuracy. However, similar to most other state-of-the-art BTP schemes,
it is only secure in the semi-honest model, in other words, where both the sensor and server adhere to
the protocol, but may collect information along the way. In this work, we first present the semi-honest
key release protocol, which follows the protocol of Peeters et al. [56], but additionally releases a key
upon successful comparison. Secondly, we present the partially malicious key release protocol, which
builds upon the former protocol, but uses commitment schemes and zero-knowledge proofs to provide
security against a semi-honest sensor and a malicious server, i.e. a party which may deviate from the
protocol. Additionally, we present the semi-honest one-round protocol: a stepping stone protocol in
which the total comparison is performed by the server. The semi-honest key release protocol appears
to be very practical in real-world applications, i.e. 443 comparisons per second can be done, compared
to about 250 comparisons per second in the efficient semi-honest protocol of Peeters et al. [56]. The
partially malicious key release protocol is less practical, i.e. 25 comparisons per second can be done.
However, since runtime performance is a trade-off with accuracy, the partially malicious key release
protocol can still be practical if accuracy is less important. Moreover, since the comparison operation
is the bottleneck of both protocols, we expect that significant runtime efficiency can be gained here.
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Chapter 1

Introduction

Biometric recognition is a means to measure physical characteristics (e.g. fingerprint, iris, voice, face,
etc) of a person for identification or authentication purposes. Many of those characteristics are (highly)
unique for each person and can thus be used as a distinctive measure to identify or authenticate a
person. Physical characteristics are captured by a sensor device and stored in a digital format, called
a probe. Subsequently the probe is compared to an existing biometric sample from a database by a
verification server, which computes. Alternative identification or authentication methods are based
on knowledge (e.g. password) or tokens (e.g. passport). These methods possess risks that biometrics
do not have, such as the risk of forgetting or losing. In addition, passwords are often weak and can
relatively easily be forged. Hence, biometrics is being used more and more in the field of identification
and authentication [39, 56].

However, a major drawback of biometrics is the constant reuse of the same biometric in multiple
authentication systems, as opposed to traditional authentication methods where multiple passwords
and/or tokens are used. When a system is compromised, the biometric can never safely be used
anymore in any authentication system ever again [54]. Hence, biometric templates are vulnerable
to privacy problems such as identity theft [32]. The European Union has stated in General Data
Protection Regulation 2016/679 [23] that biometric data is sensitive and must therefore be protected.

Protection of biometric data is handled using so-called Biometric Template Protection (BTP)
schemes in which secure templates are generated from biometric samples using a variety of methods,
such as encryption [32]. According to the ISO/IEC IS 24745 standard [37], a secure template should
possess the following two main properties:

o [rreversibility or non-invertibility: It should be computationally hard to retrieve the original
biometric sample from the secure template [31,49].

e Unlinkability: It should be computationally hard to detect whether two secure templates Ty
and Ty (T # Ts2), have been generated from the same biometric sample [31,49].

Two other important properties of a secure template are:

o Revocability, diversity or remewability: It should be possible to revoke a secure template Ty
when it is compromised and generate a new secure template T9 from the same biometric sample
[38,49,56].

e Accuracy or performance: The accuracy or recognition performance of a biometric authentication
system should not be affected by the protection of the template. In other words, the trade-off
between the False Acceptance Rate (FAR) and the False Rejection Rate (FRR) should remain
reasonable [38,49,56]. The FAR denotes the ratio of illegitimate probes falsely accepted to the
system compared to the total number of verification attempts. Equivalently, the FRR denotes
the ratio of legitimate probes falsely declined to the system compared to the total number of
verification attempts [47].

Many BTP schemes, however, struggle with a trade-off between the mentioned properties and
efficiency [56]. Nonetheless, lately many BTP schemes have been designed that possess both the
mentioned properties and are efficient at the same time, such as the works of Peeters et al. [56],
Sadhya et al. [58], Gomez-Barrero et al. [31,32], Martiri et al. [48], Nazari et al. [50] and Zhang et
al. [66].
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1.1 Problem Statement

The BTP schemes as mentioned in the previous section are only secure against semi-honest attackers,
rather than malicious attackers. In the former attacker model, a party compromised by such an
attacker will not deviate from a predefined protocol, but may rather collect information, as opposed
to the latter attacker model, in which an attacker performs malicious activity by not adhering to the
protocol. More details on attacker models will be given in Section 2.1.3.

In this work, we will adjust the approach to secure and efficient biometric template protection as
proposed by Peeters et al. [56] in such a way that it is secure in a one-sided malicious attacker setting.
We chose the work of Peeters et al. [56], since the approach meets the secure template requirements
as mentioned before and is based on a log-likelihood ratio classifier and elliptic curve ElGamal, which
are considered state-of-the-art in terms of accuracy and efficiency, respectively.

Full malicious security will be achieved by having both parties prove their steps correctly to the
other party who plays the role of a verifier. In other words, both parties will be enforced to behave
in a honest manner. Unfortunately, we cannot protect biometric cryptosystems against the situation
where both the sensor device and server are compromised by a (different) malicious attacker, for the
obvious reason that if both parties deviate from the protocol, the proofs and verifications will be lost.
For the approach by Peeters et al. [56] in the malicious model, we therefore make a case distinction:

(a) the sensor device is compromised by a malicious attacker and the server is either honest or
compromised by a semi-honest attacker

(b) the sensor device is either honest or compromised by a semi-honest attacker and the server is
compromised by a malicious attacker

Protecting biometric cryptosystems against both cases yields full malicious security. However, in
this work, we will protect the protocol of Peeters et al. [56] only against case b, since in practice,
the sensor device used in this context contains a non-tamperable capturing functionality and is thus
better protected than the server. Enforcing the server to behave honest will yield a higher level of
overall security in the biometric system.

Additionally, in the system of Peeters et al. [56] a simple ”yes” or "no” answer is released upon
comparison of a biometric probe with a database template. So called biometric-based key release
systems exist that release a key when a comparison is successful. This key can for instance be used
as a decryption key for sensitive data [64]. In this way there is no need to remember a decryption
key and hence no risk of forgetting or weak password choices. Hence, in the current work, we will
investigate and implement a way to release an key upon successful comparison of a biometric probe
with a database template.

Currently, in the work of Peeters et al. [56], comparison of a biometric probe with a database
template is jointly performed by the sensor device and the verification server. Although we mentioned
earlier that in practice, usually, the sensor is better protected than the server, there are also cases in
which there is no clear supervision on the secure setup of sensor devices. In these cases the only way
to provide a better level of security is to protect the server against malicious attackers and have it do
as many of the computations in the protocol as possible.

1.2 Research Questions

From the problem statement, we have deducted the following research questions. First of all, we
will adapt the semi-honest protocol by Peeters et al. [56] such that it releases a key upon successful
comparison, hence the following research question:

RQ1 How can we adapt the approach by Peeters et al. [56] in such a way that a key is released upon
successful recognition instead of a simple ”yes” or "no”?

From here on, we refer to the protocol as constructed in RQ1 as the semi-honest key release
protocol.

Secondly, we make the semi-honest key release protocol secure against a malicious verification
server. Hence, we will answer the following research question, which is the main focus of this work:

RQ2 How can we adapt the semi-honest key release protocol in such a way that it is secure in the
setting where the sensor device is (semi-)honest and the server is malicious?
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From here on, we refer to the protocol as constructed in RQ2 as the partially malicious key release
protocol.

Subsequently, we will dive deeper into adjusting the semi-honest key release protocol such that the
comparison is not a joint effort from the sensor and server anymore, but a black box from the sensor’s
point of view and completely performed by the server. Accordingly, we will answer the following
research question:

RQ3 How can we transform the semi-honest key release protocol in such a way that it is a one-round
protocol in which comparison is done on the server side?

From here on, we will refer to the protocol as constructed in RQ3 as the semi-honest one-round
protocol.

Finally, we will assess the performance of the partially malicious key release protocol in terms of
the number of operations and runtime and compare the performance to the work of Peeters et al. [56]
and the semi-honest key release protocol as constructed in this research. To measure the runtime, we
will create proof of concepts for both the semi-honest key release protocol and the partially malicious
key release protocol. Hence, we will answer the following research question:

RQ4 How efficient is the partially malicious key release protocol and how does the partially malicious
key release protocol compare to related semi-honest and malicious BTP schemes in terms of
efficiency?

1.3 Contribution

To give a summary of the contributions in this work, we present the following three protocols:

e The semi-honest key release protocol, which uses the biometric recognition protocol by Peeters
et al. [56] as a basis and binds a key to a biometric template which is released upon successful
comparison. The key is independent from the biometric template and can be revoked. The
semi-honest key release protocol is based on the NIST K-233 elliptic curve and uses ElGamal for
efficiency purposes. The semi-honest key release protocol can process 443 biometric template
comparisons per second, compared to 250 comparisons per second in the work of Peeters et
al. [56], which is considered practical in realistic settings.

e The partially malicious key release protocol, which builds upon the semi-honest key release
protocol and enforces a maliciously compromised server to behave in an semi-honest fashion, us-
ing commitment schemes and zero-knowledge proofs. Moreover, we haven chosen the protection
mechanisms in such a way that extending the work to the full malicious model is rather straight-
forward. The partially malicious key release protocol is less practical than the semi-honest key
release protocol, i.e. 25 comparisons per second can be done and therefore only practical if the
accuracy is less important.

e The semi-honest one-round protocol, in which the sensor device sends its identity claim and
probe vector to the server, and the server performs a comparison and sends the result back to
the sensor device. We only give a theoretic overview of the protocol, therefore we consider the
semi-honest one-round protocol as a stepping stone for further research in the area of one-round
protocols.

1.4 Outline of Thesis

This paper is structured as follows. First, in Chapter 2 we present the background information needed
to understand the rest of this work. Secondly, in Chapter 3, we discuss some related work and argue
why this paper has scientific relevance. Thirdly, in Chapter 4, we describe the semi-honest protocol
by Peeters et al. [56], which forms the basic ground of the following chapters. In Chapter 5, we
present the semi-honest key release protocol and in Chapter 6 we present the partially malicious
key release protocol. Then in Chapter 7, we give a theoretic overview of the semi-honest one-round
protocol. Subsequently, in Chapter 8 we provide an efficiency analysis of the partially malicious key
release protocol. Finally, in Chapter 9 we give the conclusion and limitations of this work, and discuss
elements for future work.



Chapter 2

Background

In this chapter, we will elaborate on the preliminary knowledge needed to understand the subsequent
chapters. First, in Section 2.1 we present the most important definitions used in this work. Then, in
Section 2.2, we describe some important cryptographic primitives. Finally, in Section 2.3, we explain
the cryptographic protocols which form the basis for the upcoming protocols in this work.

2.1 Definitions

In order to understand the notation used in this work, we first briefly present some cryptographic
notations in Section 2.1.1. Then, in Sections 2.1.2 and 2.1.3, we give formal and informal definitions
of security and the two most essential attacker models used in secure multi-party cryptography.

2.1.1 Cryptographic Notations

In this work, we use the following cryptographic notations:

Notation | Description

PKohared shared public key between server and sensor obtained by threshold encryption
pk,q public key of sensor device

PKy public key of server

skgs secret key of sensor device

skgy secret key of server

E(m) encryption function on message m under public key pk,jarea

Epi(m) encryption function on message m under some public key pk

D1(c) decryption of ciphertext ¢ under sk,

Da(c) decryption of ciphertext ¢ under sk

AESk () AES encryption on ciphertext ¢ using key K

AES-Dk(c) | AES decryption of ciphertext ¢ under key K

[m]pk encryption of message m under some public key pk

[m] encryption of message m under public key pk,,

[[m]pk,]pk, | double-encryption of message m, first under public key pk; and then under public key pk,
[[m]] double-encryption of message m under public key pkgj,,rcd

Com(m,r) | commitment over message m using randomness r

Com(m) commitment over message m using some uniformly distributed randomness
Decom(m) | decommitment or reveal of message m

PK(m) zero-knowledge proof-of-knowledge on input m

BCT() execution of Basic Coin-Tossing protocol

AC() execution of Authenticated Computation protocol

ACT() execution of Augmented Coin-Tossing protocol

= computational indistinguishability

M message space in the corresponding context
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2.1.2 Security

Security in a multi-party computation setting can be defined by using the real/ideal paradigm. In-
formally, in the ideal model, for a two-party computation setting, two parties send their inputs (z,y)
to a trusted party who computes result f(x,y) = (f1(z,y), fo(x,y)) and answers party 1 and 2 with
fi(z,y) and fa(z,y), respectively [28]. In the real model, parties jointly run a protocol without a
trusted party. Now the notion of security can be informally defined as follows [46]:

Definition 1. Let A be an attacker in the real model and S an attacker in the ideal model.

A protocol m computes a function f in a secure way if VA — 35, such that any result of an
execution of m with A in the real model is computationally indistinguishable from an execution of
with S in the ideal model.

2.1.3 Attacker Models

In this work, we distinguish between two types of attackers or adversaries: semi-honest attackers and
malicious attackers [30]. We assume that if a party acts according to a certain adversarial model, it
is compromised by an attacker of such kind.

2.1.3.1 Semi-Honest Attacker

A semi-honest attacker, also called honest-but-curious or passive attacker is an attacker who compro-
mises a system and collects data as the system runs its protocol. The semi-honest attacker is passive
in the sense that it does not intervene the system’s protocol run, i.e. the system continues to follow
its protocol correctly. We assume that a semi-honest attacker is static, i.e. its attacker model does
not change throughout the course of the protocol run [28].

Formally, we can define security in the semi-honest model for a general function as follows [28,45]:

Definition 2. A function f securely computes protocol 7 in the semi-honest model if there exist
probabilistic polynomial-time algorithms, S; and Ss, such that:

{(Sl(lna €T, fl(x, y))’ f(l’, ZU))}Ly,n é {(VIEW?LT(‘/I:; Y, n)7 OUTPUTW($7 Y, n))}%y,n (2'1)
{(52(171, Y, fZ(QE, y))a f(xa y))}fﬂ,y,n é {(VIEW;‘-(‘T, Y, Tl), OUTPUTW(I‘, Y, ”))}ryy,n (22)
for secret inputs z,y € {0,1}*, || = |y|, security parameter n € N and function outputs fi(z,y) and

fa(z,y). VIEW! (z,y,n) and OUTPUT] (x,y,n) denote the view and output of party ¢ € {1,2} on
protocol 7, respectively. Relation operator < indicates computational indistinguishability [45].

In other words, there exists an algorithm or simulator S; for i € {1,2} in the ideal model execution
of 7 that is, given the input and the output of S; and the general function output, computationally
indistinguishable from the view of Party ¢ and the protocol output in the real model execution of
m [45].

In case functionality f is deterministic, we can adopt a more apparent notion of security in the
semi-honest model [28,45]:

Definition 3. A deterministic function f securely computes protocol 7 in the semi-honest model if
there exist probabilistic polynomial-time algorithms, S; and S5, such that:

{Sl(lna xZ, fl ('Tv y))}w,ye{o,l}*;nEN é {V'EWT(.I, Y, n)}x,ye{O,l}*;nEN (23)

{52(1na Y, f2 ((E, y))}z,ye{o,l}*;nGN é {VIEWg (:L'7 Y, n)}m,yE{O,l}*;nGN (24)

In other words, there exists an algorithm or simulator .S; for ¢ € {1, 2} in the ideal model execution
of 7 that, given the input and the output of S;, is computationally indistinguishable from the view of
Party 4 in the real model execution of 7 [45].

However, Definition 3 cannot be used in the context of probabilistic functions, since for a function
that has randomized output it does not always apply that OUTPUT"™ (x,y,n) = f(x,y) for each set of
input values (z,y) [28]. Therefore, we need to include the simulator’s output and the output of the
protocol in Definition 2.

For a deterministic functionality f, Definition 3 implies Definition 2 if also a correctness proof is
given.

10
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Formally, we can define correctness of a function f as follows [45]:

PrlOUTPUT  (z,y,n) # f(z,y)] < p(n) (2.5)

for a negligible function u(n).
Now, if a protocol computing a deterministic function conforms to the correctness condition, it

inevitably means that OUTPUT™ (z,y,n) = f(z,y) and thus [45]:

{(VIEWT (2,9, 1), f(2,9)}2yeio.1)-men = {VIEWT (z,y,n), OUTPUT™ (2,5, 1)) }o ye o1} men (2.6)

Moreover, a simulator can compute functionality f(z,y), since he is given = and y. Therefore
Equation 2.3 implies [45]:

{(Sl(ln7 z, fl (:C, y))v f(xv y))}x,yE{O,l}*;neN é {(V|EW71T(£L', Y, 77,), f({E, y))}x,ye{o,l}*;neN (27)

Equations 2.6 and 2.7 together yield:

{(Sl(lna Zz, fl (l‘, y))a f(mv y))}:fc,ye{o,l}*;nEN é {(VIEWT(xa Y, n)7 OUTPUTW(I‘, Y, n))}m,ye{o,l}*;neN
(2.8

and thus Definition 3 implies Definition 2 for a deterministic function. For more information, we
refer to the tutorial on the simulation proof technique by Lindell [45].

2.1.3.2 Malicious Attacker

A malicious attacker, also called an active attacker, is an attacker who compromises a system and
takes control of its protocol run for malicious purposes. The malicious attacker may corrupt data or
abort the protocol for instance, i.e. a compromised system may deviate from its instructed protocol.
In this work, we make the following assumptions about malicious attackers [28,30]:

e Attacker modes are dynamic, i.e. any party can become a malicious attacker during a protocol
run.

e Since our approach is a two-party protocol, we assume no collusion will take place. In case the
server and sensor are both compromised by a malicious attacker, there is not much we can do.
Therefore we assume either of the two parties is allowed to be malicious and the other should
remain honest or semi-honest throughout the protocol run.

e If a (semi-)honest party detects malicious behavior from another party, it will abort the protocol.
A malicious attacker can engage in the following (malicious) activity [28]:

e A malicious party may participate in the protocol with input 2/ € {0,1}/*I, where z is the
original input given to the party and 2’ # x applies.

e A malicious party might abort the protocol at any time, even when the protocol has not finished.
This means that a malicious party can abort when he receives the output of the protocol, even
before the other (honest) party receives the output. Thus, two parties obtaining the result of a
computation protocol synchronously (perfect fairness) is not possible in a two-party computation
protocol. A malicious party can also abort even before the protocol starts.

We can define malicious attackers in the ideal model as follows [28]:

Definition 4. Let functionality f be defined as follows: f : 0,1* x {0,1}* — {0,1}* x {0,1}*,
where fi(x,y) and fa(z,y) represent outputs of f for the first and the second party, respectively.
Furthermore, let B = (By, Bs) be a pair of probabilistic polynomial-time algorithms representing
strategies in the ideal model. B is admissible in the ideal malicious model if B;(u,z,7) = u and
Bi(u, z,7,v) = v for Yu, z,r,v where there is at least one honest party i € {1,2} and |B;(u, z,7)| =
|u| | Vi applies. The joint execution of f under B in the ideal model with input pair (x,y) and
auxiliary input z can be denoted as IDEALf,E(Z)(z’y) = Y(z,y, z,7) where r is a uniformly chosen
random-tape for the adversary. Now Y(x,y, z,7) can be defined as follows:

11
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If Party 1 is honest, then:
T(x,y,z,r) = (fl(xvy/)v BQ(yVZaTa fQ(xa y/)))’ where y/ = BQ(yv Z’T) (29)

If Party 2 is honest, then:

(31(1'72’,7’, fl(x/ay)vj-%J-) if Bl(m,z,r, fl(x/ay)) =1

(By(w, 2,1, f1(a',y)s fola'sy))  otherwise (2.10)

Y(z,y,z2,1) = {

where o’ = By(z, 2, 7).

Equation 2.10 refers to the case where Party 1 enters the protocol by calling the trusted party
with input Bj(z,z,r). Since Party 1 may be malicious, its input might be substituted. In case
Bi(z,z,r, f1(2',y)) =L, Party 1 aborts the protocol after he received his output f1(Bi(z,z,7),y),
before Party 2 receives his output from the trusted party. Otherwise, Party 1 does not abort the
protocol and thus Party 2 receives his output fo(Bi(z,2,7),y) from the trusted party. In the case of
Equation 2.9, Party 2 may be malicious, but Party 1 obtains his output first from the trusted party,
and thus there is no way for Party 2 to prevent the trusted party from answering Party 1.

We can define malicious attackers in the real model as follows [28]:

Definition 5. Let f be defined as in Definition 4 and let m be two-party protocol to compute f. Now,
let A = (A1, A) be a pair of probabilistic polynomial-time algorithms representing strategies in the
real model. A is admissible in the real malicious model, if at least one A; correspond with the strategy
as determined by m, which means that A; ignores auxiliary input z. The joint execution of 7 under
A in the real model with input pair (z,y) and auxiliary input z can be denoted as REALﬂ,Z(Z)(z,y)
which defines the output pair which emerges from the interaction between Aj;(x,z) and As(y, 2).

Now we can define security in the malicious model as follows [28]:

Definition 6. A deterministic function f securely computes protocol 7w in the malicious model if
for each pair of probabilistic polynomial-time algorithms A = (A;, Ay) that are admissible for the
real model, there exists a pair of probabilistic polynomial-time algorithms B = (Bi, Bs) that are
admissible for the ideal model, such that:

{IDEAL; 5., (#,9)} y.= = {REAL, ) (#,9)}a.y.2 (2.11)
where x,y, z € {0,1}* such that |z| = |y| and |z| = poly(|x]).

In other words, the emulation of a secure protocol 7 in the real model is computationally indistin-
guishable from the computation of functionality f in the ideal model.

2.2 Cryptographic Primitives

In this section, we present the type of encryption we use in this work: the ElGamal encryption system
(Section 2.2.1), homomorphic encryption (Section 2.2.2) and elliptic curve cryptography (Section
2.2.3).

2.2.1 ElGamal Encryption System

The ElGamal encryption system is based on the discrete logarithm problem, which means that given
a cyclic group G with generator g, it is computationally hard to retrieve x for g*.

Given cyclic group G C Zy with generator (g) = G, order ¢ = |G|, such that p,q € P, qlp — 1,
secret key a €r Z, and public key h = g mod p, the encryption function on a message m € G can
be defined as follows [56,62]):

c=(c1,e0) =(g",m-h") (2.12)

where r €g Zq.

For each encryption of message m, the resulting ciphertext is different, due to randomness r, hence
why ElGamal is probabilistic. Moreover, ElGamal is secure under a chosen plaintext attack, meaning
that, given the ciphertext, it is computationally hard for an attacker to recover the plaintext, assuming
the Diffie-Hellman problem is hard [62].

A ciphertext ¢ = (¢, ¢2) can be decrypted as follows:

12
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co _m-h"  m-(g°)"

m - gar
¢t (g")° Uk 9"
Similar to the work of Peeters et al. [56], we chose to encode a message m as exponent of generator
g to support additions of similarity scores. See Section 2.2.2 for further explanation.

2.2.2 Homomorphic Encryption

Homomorphic encryption schemes are encryption schemes that allow computations in the encrypted
domain such as addition and multiplication to be performed on ciphertexts.

Homomorphic encryption schemes can support multiplicative, additive or both operations in the
encrypted domain. In case a homomorphic encryption scheme supports multiplicative operations, the
following operation can be performed. Assume that we have two messages m, and mo, then:

[ma] - [ma] = [my - mo] (2.14)

ElGamal is multiplicatively homomorphic as can be shown as follows. Assume that we have two
ElGamal encryptions ¢ = (¢1,¢2) and ¢ = (c}, ch) generated from the same group under the same
public key. Then the following applies:

/

(
=(g"g",(m-h")(m ~’h7"')) (2.15)
(g™, (m - m/ )b+

(

If a homomorphic encryption scheme supports additive operations, then the following operation
can be performed:

[ma] * [ma] = [my1 + mo] (2.16)

where * denotes an arithmetic operation, such as multiplication or addition.

ElGamal is also additively homomorphic if we encode a message m as g™, as discussed earlier in
Section 2.2.1. Recall that we are not able to retrieve m if we only have g™, due to the discrete logarithm
problem [56]. Now we can add two encrypted messages as follows, which we call homomorphic addition:

[g™] - [g"2] = [g™ 2] (2.17)

An example for ElGamal encryptions ¢ and ¢’

cod =(g".g"h")(g" g™ h")
=(g"g", (g"h") (g™ h"")) (2.18)
— (QT+T/, gm+mlhr+r')

In case we need to multiply a message m, which has been encrypted, by a specific factor k in the
context of additively homomorphic ElGamal, we perform a scalar multiplication as follows:

971" = [g™"] (2.19)

An example for ElGamal encryption ¢ and factor k:

& =(g" g™ n) = (g"F g™ hF) (2.20)

13
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2.2.3 Elliptic Curve Cryptography

Many public key cryptosystems, such as ElGamal, are based on elliptic curves over finite fields, hence
we call this approach elliptic curve cryptography (ECC). In this section, we will cover the basics of
ECC, i.e. the operations on an elliptic curve, since we will express the computational complexity of
the protocols in this work in the number of elliptic curve multiplications.

ECC provides the same security as cryptosystems which are directly based on cyclic groups, how-
ever its finite field can be chosen smaller, since it is assumed that the discrete logarithm problem is
harder to solve for elliptic curves than for prime integers. As a result, the performance in terms of
implementation runtime is better for ECC [21,42].

Elliptic curves can be defined as follows. In case the elliptic curve is based on Galois field I, where
p is a sufficiently large prime, we can define its solution set in the form of a simplified Weierstrass
equation as follows [21]:

E(F,):y*=2+ar+b (mod p) (2.21)

where a,b € F,, and 4a® + 27b% £ 0.
In case the elliptic curve is based on a binary field Fo», we can define the corresponding simplified
Weierstrass equation as follows [21]:

E(Fyn) :y* 4oy =2 +az? +b (2.22)

where a,b € Fon for n € P and b # 0.

A special variant of an elliptic curve over a binary field is the Koblitz curve, where a = {0,1} and
b = 1. The parameters of Koblitz curves have been chosen such that operations on the elliptic curve
can be done more efficiently than standard curves over a prime or other binary fields [41]. In this
work, we will make use of a Koblitz curve.

FE forms an abelian group for specific values of a and b and when the point at infinity O is added
to it. Since E is now commutative, associative and has an identity element and an inverse for each
element by definition, F can be used as a discrete logarithm group for public key cryptosystems [59].

For points P = (x1,91),Q = (22,y2) € Fan where P,Q # O, we can compute point addition
R = (z3,y3) = P+ Q as follows:

r3=N 4+ Atz +22+0a

(2.23)
ys = Az1 +x3) + 23 + 11
where in the case of P # +Q, we define A as [21]:
R (224
T2 + X1
We refer to the case where P = Q as point doubling. In this case X is computed as [21]:
Ao+ 2L (2.25)
Z1
Also, a point P = (z1,y1) can be negated as follows [43]:
—P = (z1,-y1) (2.26)

Scalar point multiplication in the form of R = mP, where m € N, can be done using a repeated
combination of point addition and point doubling, called the double-and-add method, which is similar
to the square-and-multiply algorithm. For example, R = 11P can be computed as R = 2(2(2P) +
P) + P [59].

To give the reader a feeling of how elliptic curves and the operations on them look like, we have
plotted a simple example of point addition and doubling in Figure 2.1 below.
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N % N %
Q P
2 2
P

Y oo Yoo

-2 -2

B \ B \°

-4 -2 0 2 1‘1 -4 -2 0 2 4
(a) Point addition (b) Point doubling

Figure 2.1: Operations on curve %2 = 2% — 3z +5

In Figure 2.1a, point R = P + @ is obtained by drawing a line through P and @, extracting the
third point of intersection with the elliptic curve and reflecting this point on the x-axis. In Figure
2.1b, point R = 2P is obtained by drawing the tangent line of P on the curve, extracting the second
point of intersection with the curve and reflecting this point on the x-axis.

2.2.3.1 EC-ElGamal

In this work, we use EC-ElGamal, i.e. elliptic curve based ElGamal. We can describe the additively
homomorphic EC-ElGamal cryptosystem as follows [43]:

Given a Galois field Fom with generator G, order g, curve E, secret key a €r Z, and public key
H = aG, we can define the encryption function for EC-ElGamal on a message m € Z, as:

C=(PQ)«+ (rG,mG+rH) (2.27)

where r €g Zq.
The decryption function on a ciphertext C = (P, Q) can now be defined as:

mG <+ @ —aP (2.28)

Observe that from the decryption function, we cannot retrieve message m due to the discrete
logarithm problem, similar to the additively homomorphic version of plain ElGamal, where m is
encoded as g™.

The additions and multiplications in the encryption and decryption function can be done using
point additions, negations and scalar point multiplications as described in the previous section.

Despite the fact that in this work we use additively homomorphic EC-ElGamal, we continue to use
the additively homomorphic ElGamal notation as described in Section 2.2.1 for simplicity purposes.
However, the use of terms as multiplications and additions in the context of EC-ElGamal and E1Gamal
might be confusing, since they have different meanings in both contexts. We therefore use the terms
scalar point multiplication and point addition when dealing with EC-ElGamal and scalar multiplication
and homomorphic addition when dealing with ElGamal. Also note that in the context of additively
homomorphic ElGamal we use the terms scalar multiplication and ciphertext multiplication, and
homomorphic addition and ciphertext multiplication interchangeably.

2.3 Basic Cryptographic Protocols

In this section, we explain the two most fundamental cryptographic protocols used in this work:
commitment schemes (Section 2.3.1) and zero-knowledge proofs (Section 2.3.2).

2.3.1 Commitment Schemes

Commitment schemes are the building blocks of many cryptographic protocols. In a basic commitment
scheme, one party called Alice, sends a message to a second party, Bob. However, since Alice and Bob
do not trust each other, Alice should not be able to alter her message during the protocol stage, hence
Alice commits to her message. Bob should not learn the message, until Alice decommits, in other
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words, reveals her message. Then, Bob can verify whether the message sent by Alice was originally
constructed by her [19,29)].
More formally, we can define a commitment scheme as follows [7]:

Definition 7. First of all, assume that a group G of prime order for which the discrete logarithm
problem is hard has been established. Now a commitment scheme should contain the following three
algorithms:

e pk + KeyGen(1%): Key generation algorithm KeyGen with input 1¢, where / is a security param-
eter, produces a public key pk used for the commitment.

e (¢,d) + Com(pk, m,r): Using public key pk and a randomness r, commitment algorithm Com
generates a commitment upon message m € M, where M is the message space in the current
context. Additionally, it produces decommitment message d = (m,r). For simplicity purposes,
we will disregard input value pk from here on.

o {accept, reject} «+ Verify(pk, ¢,d, m): Verification algorithm Verify has as input public key pk, a
commitment ¢, decommitment message d and message m and returns accept or reject.

Moreover, a commitment scheme should have the binding and hiding properties. Binding means
that the party who committed to a certain value cannot change this value anymore. Hence, when the
value is revealed, we can be certain that this is the same value the party originally chose [19]. More
formally, we can write the binding property as follows [62]:

Definition 8. A commitment scheme is computationally (resp. perfectly) binding if a computa-
tionally bounded (resp. unbounded) adversary creates a commitment ¢ for message m € M; and
randomness r € My and is unable to find an m’ € M; (m’ # m) and a randomness ' € My for
which the following holds:

Com(m,r) = Com(m/,r’) (2.29)

Schematically, we can represent the binding game as follows [62]:

Adversary Challenger
Input: m € My,r € My, (¢,d) + Com(m,r)

m,r,c
m' e My (m' #m)
= Mo
¢ = Com(m/,r")

m/ ,,,,/

_mr

A wins, if Com(m,r) = Com(m/,r")

Output: X
A loses, otherwise

Figure 2.2: Binding game of a commitment scheme

Hiding means that Bob is unable to know the value which has been committed by Alice [19], or
in other words, the value committed by Alice is indistinguishable from another committed value [62].
More formally, we can write the hiding property as follows [62]:

Definition 9. A commitment scheme is computationally (resp. perfectly) hiding if an adversary is
able to win the following game:

e The adversary computes messages mg, m; € My of the same length.
e The challenger produces randomness r € Mo and bit d €g {0,1}.
e The challenger computes commitment ¢ = Com(mg, ) and sends ¢ to the adversary.

e The adversary tries to guess d.
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Schematically, we can represent the hiding game as follows [62]:

Adversary Challenger
mo,m1 € My (|mo| = |mq])

Mo, 1M1

rer Ms,b€Eg {O, 1}
¢ < Com(my,r)

c
%
b e {0,1}
b/
——
A wi ifty =10
Output: b’ Output: WS, )
A loses, otherwise

Figure 2.3: Hiding game of a commitment scheme

Essentially, perfectly binding or hiding means that no computational resources exist to break
the commitment scheme. In the same way, computational hiding or binding means computational
resources exist to break the commitment scheme. However, we consider these resources to be extremely
expensive in terms of efficiency, therefore, the probability to break the commitment scheme in case of
computational hiding or binding is negligible [19].

Pedersen Commitment Scheme In this work, we use a commitment scheme as constructed by
Pedersen [55].

Assume that the Pedersen commitment scheme works over group G C Z;, with order g and generator
g, where p and ¢ are prime and ¢|p — 1 applies. The commitment algorithms can now be instantiated
as follows:

KeyGen(1%) = h (2.30)
where (h) = G.
Com(m,r)=g™ - h" (2.31)
where m € Z, and r €g Zj.
Verify(pk, ¢, d,m) : Com(d) Ze (2.32)

The Pedersen commitment scheme is computationally binding due to the hardness of the discrete
logarithm problem and perfectly hiding, because the commitment is uniformly distributed over G, i.e.
different sets of (m,r) exist that satisfy the commitment [22].

2.3.2 Zero-Knowledge Proof-of-Knowledge

A zero-knowledge proof-of-knowledge in cryptography is used where a party (prover) needs to prove
to another party (verifier) that it knows a certain value, called a witness, without revealing anything
but the fact that the prover possesses this knowledge.

2.3.2.1 X-Protocol

A zero-knowledge protocol can be simulated by a so-called X-protocol [62]. A X-protocol is a two-
party protocol in which a prover and a verifier perform a 3-move protocol to perform a zero-knowledge
proof-of-knowledge. -protocols should satisfy completeness, special soundness and special honest-
verifier zero-knowledge. Completeness implies that if a prover P knows witness w, the probability
that the verifier will reject the proof is negligible. Special soundness implies that if there are two
protocol runs p and p’ for which ¢ =/, but ¢ # ¢’ applies, then the prover’s witness can be retrieved.
Special honest-verifier zero-knowledge essentially means that as long as the verifier is (semi-)honest,
it does not learn anything about the witness, other than that the prover knows this witness. [19,62].
Formally, we can define a X-protocol as [7,36]:
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Definition 10. Let m be a two-party protocol between a prover and a verifier, where the verifier is
probabilistic polynomial time bounded, and let R be a binary relation where R C {0,1}* x {0,1}*.
Then protocol 7 is a X-protocol for R with challenge set C, common input y and private witness w
for the prover, if and only if it holds the following properties:

e 7 is a 3-move protocol as follows:

— The prover computes a commitment ¢ and sends ¢ to the verifier.

— The verifier chooses a challenge ¢ € C with challenge length m and sends ¢ to the prover.
m is denoted as the soundness parameter and we define the knowledge error of m as 27.

The prover computes a response s and sends s to the verifier.

— The verifier outputs accept or reject based on the combination of the commitment, challenge
and response.

o Completeness: If y,w € R, then the verifier accepts with probability 1 — u(n), where u(n) is a
negligible function on input n € N.

o Special soundness: There exists a probabilistic polynomial time knowledge extractor £ with
inputs protocol runs p = (t,¢,s) and p' = (', ¢/, s’) for which ¢ = ¢’ and ¢ # ¢ applies, and an
output w’ such that (y,w’) € R.

e Special honest-verifier zero-knowledge: There exists a probabilistic polynomial time simulator S
with inputs y € L(R) and ¢ € C that returns protocol transcript (¢, ¢, s), whose distribution is
computationally indistinguishable from accepting protocol transcripts which have been generated
by genuine protocol runs.

An example of a X-protocol is the Schnorr’s Identification Protocol, which forms the building block
of the zero-knowledge proofs used in this work and can schematically be represented as follows [19]:

Prover Verifier
Input: w € Z, Common Input: y < g
k €r Zq
t + Com(k) < g*
t
ce{0,1}™
¢

sk —cwe€Zy,

Output: g°y° Ly

Figure 2.4: Schnorr’s Identification Protocol

Similar to the Pedersen commitment scheme, assume that the Schnorr’s Identification Protocol
works over group G C Zy with order ¢ and generator g, where p and ¢ are prime and g|p — 1 applies.
The prover has witness w as private input and claims that it knows the discrete logarithm of y, such
that y < ¢%. Relation R is therefore defined as: R = {((G,q,9,y),w) | y < ¢g*}.

The protocol transcript can now be explained as follows:

e First, the prover computes commitment ¢ = Com(k) for a random k €r Z, and sends ¢ to the
verifier.

e The verifier computes challenge ¢ € {0,1}™, where m denotes the level of soundness, and sends
¢ to the prover.

e Subsequently, the prover computes response s <— k — cw € Z, and sends s to the verifier.

e Finally, the verifier computes g®y¢, checks if it equals ¢ and outputs its answer (accept or reject).
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2.3.2.2 Non-Interactive Zero-Knowledge Proofs

A Y-proof with the special soundness property can be turned into a non-interactive zero-knowledge
proof (NIZK) by applying the Fiat-Shamir Heuristic as follows:

Prover Verifier
Input: w € Z, Common Input: y = g,
H:{0,1}* - Z,

k €r Zq
t = Com(k) = g*
c=H(g,y,t) € Z,
s=k—cw€Zy
(t, ¢, s)

Output: H(g,y,9"y") = ¢

Figure 2.5: Non-Interactive Schnorr’s Identification Protocol

The setup for the non-interactive Schnorr’s Identification Protocol is similar as in the previous
section. However, the prover and verifier now also agree on a hash function H : {0,1}* — Z, prior
to the protocol. The prover computes ¢t and s as in the previous section, but it now also computes
challenge ¢ as the hash function of (g,y,t) and sends (¢, ¢, s) to the verifier. The verifier computes the
hash of (g,y, g°y*®) and checks if it equals c.

According to Bernhard et al. [8], two variants of the Fiat-Shamir heuristic are commonly used: the
weak variant, in which only the commitment to the prover’s secret is included in the challenge and
the strong variant, in which also the to be proved statement is included in the challenge. The strong
variant has been proven to be secure against malicious verifiers in the random oracle model [8].

The random oracle model can be informally defined as an illusionary model in which it is assumed
that a party gives an input a to a so-called oracle and receives a uniformly distributed output R(a)
from the oracle back, where R : {0,1}! — {0,1}* for lengths [ and ¢. The output will always be equal
for the same input. For the non-interactive zero-knowledge proof as depicted in Figure 2.5, we can
simulate such an oracle by means of a secure cryptographic hash function: the prover gives parameters
(g,y,t) to the "oracle” and receives a H(g,y,t) back as challenge. The verifier can do the same with
(9,9, 9°y°) and obtains the same output from the oracle, since the input is equal to the prover’s input,
if the protocol is secure [20].
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Related Work

Several approaches have been constructed in the field of BTP schemes and other biometric protocols.
First of all, in Section 3.1 we explain some state-of-the-art BTP schemes that are secure in the semi-
honest model. In Section 3.2, we dive deeper into biometric protocols that are secure in the malicious
model.

3.1 BTP schemes in the semi-honest model
Biometric Template Protection schemes can be divided into the following categories [38,56]:

e Feature Transformations: In BTP schemes based on Feature Transformations, a (one-way) trans-
formation function is applied on both the biometric template and the database template and
the two templates are compared in the transformed domain [31,56]. The revocability property is
satisfied, since a template can be re-issued when it is compromised by performing a transforma-
tion function again [54]. BTP schemes based on Feature Transformations can be further divided
into: BioHashing and Cancelable Biometrics. In schemes based on BioHashing, the transforma-
tion function is invertible, which means that if an attacker obtains the transformation key and
the transformed template, he can retrieve the original template [38]. Cancelable Biometrics are
more secure than BioHashing, since cancelable biometrics are based on non-invertible transfor-
mation functions, although the scheme still struggles with a trade-off between non-invertibility
and accuracy [38,56]. Examples of secure and efficient implementations based on Cancelable
Transformations, are the works of Sadhya et al. [58], Gomez-Barrero et al. [32] and Martiri
et al. [48], which proposed and implemented BTP schemes based on bloom filters. Schemes
based on Bloom filters transform unprotected templates into bloom filter sets using irreversible
transformation functions [32]. Bloom filter-based approaches allow for better template security,
biometric data compression and efficient verification of templates [57].

e Biometric Crypto-Systems: In Biometric crypto-systems, templates are transformed in such a
way that they resemble the original template of that user using error-correction coding tech-
niques. Biometric crypto-systems do not satisfy non-invertibility, accuracy and revocability [56].

e Biometric systems in the encrypted domain: Biometric systems in the encrypted domain are
systems that perform the comparison of templates in the encrypted domain in order to achieve
privacy, using Homomorphic Encryption or Garbled Circuits [31,56]. Systems in the encrypted
domain satisfy non-invertibility, linkability and revocability. However, due to complex cryp-
tographic operations, some schemes might suffer from the trade-off between accuracy and ef-
ficiency. [56]. In schemes based on garbled circuits is the comparison of two templates done
using a secure multi-party protocol, called garbled circuits, in which the sensor device and the
server jointly compute the result of the comparison using Boolean gates [67]. Templates based
on homomorphic encryption are encrypted and compared in the encrypted domain using homo-
morphic operations [56]. Efficient homomorphic encryption is only very recent [31]. Examples
of secure and efficient implementations of a biometric system based on homomorphic encryption
are the works of Peeters et al. [56] and Gomez-Barrero et al. [31]. In the work of Peeters et
al. [56], a new approach is designed and implemented that uses elliptic curve-based homomor-
phic encryption for verification to maintain efficiency. Moreover, it is based on a very accurate
log-likelihood classifier. The work of Gomez-Barrero et al. [31] is also based on homomorphic
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encryption, but is focused on multi-biometric template protection (MBTP) schemes. Multi-
biometric refers to the comparison of multiple biometrics of the same subject in order to achieve
a higher accuracy. The work of Gomez-Barrero et al. [31] is the first MBTP scheme that uses
homomorphic encryption.

Finally, also secure and efficient systems in which new encryption and matching techniques are
used, such as the work of Zhang et al. [66], which provides an approach to a cloud-based biometric
authentication system. In this protocol, a database owner retrieves encrypted templates from the
cloud server and performs the comparison operation. It is assumed that the cloud server is semi-
honest, and that the database owner and the user can be malicious. Because of their cloud server,
Zhang et al. [66] claims stronger security than similar schemes. Additionally, their scheme is secure
against collusion between the client and the cloud server. However, since the cloud server is assumed
to be at most semi-honest, the scheme of Zhang et al. is still not completely secure in the malicious
model. We expect that extending the work of Zhang et al. [66] to the full malicious model will be
harder than for other schemes, since their approach is a three-party protocol, instead of a two-party
protocol.

3.2 Biometric protocols in the malicious model

The BTP schemes previously mentioned are not secure against malicious attackers, however. In the
work of Bringer et al. [16], a two-party computation protocol for computing metrics (e.g. Hamming
distance), called GSHADE, is extended to be secure against malicious attackers. First of all, GSHADE
is extended to GSHADE  to evaluate functions in the form f,(X,Y) = fx (X)x f, Y)x[[i—, fi(z;,Y).
Secondly, GSHADE, , an existing protocol which is the additive variant of GSHADE, is made secure
against malicious attackers resulting in GSHADEg. In GSHADEg, a dual execution is performed,
where two parties simultaneously execute the GSHADE, protocol, switching roles between the two
executions. Subsequently, they perform a secure equality test to check whether the two protocol
executions were executed correctly. Additionally, GSHADE is also made secure against malicious
attackers by transforming GSHADEg accordingly, resulting in GSHADEg. Finally, Bringer et al. [16]
concludes that the performance of GSHADEg and GSHADEg is better than alternatives, such as
cut-and-choose techniques [16]. Since GSHADEgm and GSHADEg are secure methods to compute
metrics, they can be used in biometric verification systems based on e.g. the Hamming or Euclidean
distance.

The partially malicious key release protocol proposed in this work differs from the work of Bringer
et al. [16] in the sense that it is based on a very accurate and efficient log-likelihood ratio classifier,
which is in most cases more accurate than the standard Hamming distance technique [60]. The
partially malicious key release protocol, however, is only secure against a semi-honest sensor and a
malicious server, as opposed to GSHADEg and GSHADEg, which are secure in the full malicious
model. Nonetheless, in most cases the partially malicious key release protocol will provide sufficient
security.
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Chapter 4

Semi-Honest Protocol

The biometric verification protocol of Peeters et al. [56] forms the basis of this work. Hence, we will
first explain the structure of the templates used in the work of Peeters et al. [56] in Section 4.1 and
then explain its protocol briefly in Section 4.2.

4.1 Template Structure

A biometric template is a structure containing similarity scores which can be selected for verification
purposes. A template is constructed as follows. When a user presents its biometric identifier to the
enrollment party, a k-dimensional feature vector pis created. The features are quantized over 2° bins,
to limit the number of features. For each feature, a 2° x 2° lookup table Tj, p 1s constructed containing
all possible partial similarity scores s, , between two users for that feature. See Equation 4.1 below.

50,0 50,1 T S0,2b—1
51,0 S1,1 S1,2b—1
Top = : : - : (4.1)
Sob_1,0 S20—1,1 " S2v_1201

Partial similarity scores are added in a later stage to obtain a single similarity score, which de-
notes the level of affinity between two biometric identifiers. Partial similarity scores are precomputed
using a log-likelihood ratio classifier. To enable encryption of partial similarity scores, they are quan-
tized to natural numbers using uniform quantization function ga : R — N with step size A on
score domain [min(s), max(s)]. We denote the total score distribution by S and its score domain by
[min(S), max(S)] = [375, min(s;), 120 max(s;)].

For each p;, the row containing the similarity scores of p; with other users in the corresponding
lookup table is selected and included in template T, as follows [56]:

T, = <(7;(po))—'— | (7;(101)>T || ( (pk—l))T)T (4.2)

,P0 ,P1 b,pr—1

Now T, is a 2 x k matrix containing all the partial similarity scores for feature vector § with any
other feature vector.

Since details on the construction of the partial similarity scores and the templates are out of scope
for this research, we highly recommend interested users to read the work of Peeters et al. [56] for
further specifics.

4.2 Protocol

The biometric verification protocol of Peeters et al. [56] consists of an enrollment procedure and
a verification procedure. We will explain these procedures in Section 4.2.2 and 4.2.3, respectively.
However, we first explain how the key setup is done, since this is an important part of the system.

4.2.1 Key Setup

For the encryption of plaintext, Peeters et al. [56] uses the ElGamal encryption system as explained in
Section 2.2.1. Therefore, both the sensor device and the verification server generate their own key pair,
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consisting of public key PK and secret key sk. However, in the work of Peeters et al. [56], a threshold
version of ElGamal is used, which prevents parties from decrypting a ciphertext and thus leaking a
template. The key setup protocol is depicted in Figure 4.1. Note that in the original semi-honest
protocol by Peeters et al. [56], the key setup and (partial) decryption is done in a slightly different
manner.

Sensor Device Server
(9)=6CZ;, (pgePqlp—1)
(pkygs, skss) « GenerateKey() (pkyy, Sksy ) < GenerateKey()
PKss
Ky
pkshared < (pksv)Skss pkshared «— (pkss)Sksv

Figure 4.1: Adapted key setup for semi-honest protocol by Peeters et al. [56]

Similar to the Diffie-Hellman key exchange protocol, the sensor and server first agree on a common
group G C Z, with generator g and prime order g for p,q € P’ and g]p—1. Then they send their public
keys over an established communication channel to each other. Subsequently, they both compute a
shared public key by exponentiating the public key received from the other party with their own secret
key.

As mentioned in Section 2.1.1, a message m, which has been double-encrypted under a shared
public key pKgjareqs 18 denoted by [[m]]. A party with secret key sk; can partially decrypt a ciphertext
[[m]]pk., ..., by performing a partial decryption function Dy, which is computed as follows:

D1 ([[m]]) = Di(er,e2) = (61, ¢2) = (¢}, ¢h) = [m] (4.3)

As a second decryption step by the other party holding secret key sko, the default ElGamal
decryption function, in this work denoted by Do, can be performed as follows:

Da2([m]) = Da(c}, ¢3) = ¢7* - 2
_ Cl—sk1'sk2 cCo = (gT)—Skl-Skz .m - (pkshared)r (44)

= pks_hrared sme (pkshared)r =m

4.2.2 Enrollment Procedure

Before the sensor device and the verification server can engage in the biometric verification protocol,
a user u using the sensor device needs to be enrolled to the system first. We describe the protocol for
the enrollment phase as follows.

Enrollment Party Server
(1) u, T, + Capture()
(2) [[Tu]] < E(Tw)

(4) StoreTable((u, [[T4]]))

Figure 4.2: Semi-honest enrollment protocol by Peeters et al. [56]

Protocol Description:

Step 1: The enrollment party captures biometric data from the user and constructs template T,
as described in Section 4.1.
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Step 2-3: Then, the enrollment party encrypts the template element-wise using pk,;.req and sends
(u, [[Ty]]) to the server. However, before encryption, the enrollment party encodes the elements as
exponents of generator g to enable addition of similarity scores in a later stage. We refer back to
Section 2.2.2 for more information.

Step 4: The server stores the tuple in its database for later retrieval.

4.2.3 Verification Procedure

When a user has been enrolled to the system, the system can verify the user’s identity by having the
sensor device it uses and the verification server engage in the verification procedure, which is depicted
schematically in Figure 4.3.

Sensor Device Server
(5) u,p <+ Capture()

(7) [[T.]] + FetchTemplate(u)

(9) [[81) LookUi(ﬁ [[T.]])
(10) [[ST] + [0+ Y sill
i=0

(16) C « D,([C])
(17) HCZ : Cl =0
= S>t

Figure 4.3: Semi-honest verification protocol by Peeters et al. [56]

Protocol Description:

Step 5: In the verification procedure, a sensor device constructs a quantized probe vector p from
the biometric data it captures from user u.

Step 6-8: The sensor device then makes a request for template [[T,]], which the server fetches from
its database.

Step 9: For each feature p;, a partial similarity score [[s;]] is looked up in [[T,]].

Step 10: Subsequently, these partial similarity scores are added in a homomorphic way to obtain
[[S]] as explained in Section 2.2.2. Since ElGamal is probabilistic, [[0]] is added to the summation to
randomize the outcome.

Step 11: Finally, the result is sent to the verification server.

Step 12: The verification server compares [[S]] to a predetermined threshold ¢. Note that the
comparison is done in the encrypted domain. Since comparison in the encrypted domain using ho-
momorphic encryption remains impossible, a way to perform the comparison is to compute encrypted
result set [[C]]:
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1)) = [{ra(S —t — i) | VO < i < max(S) — t,7; € Zg}]] (4.5)

where r; is a blinding value which protects the results in [[C]].

Step 13: To remove ordering, a permutation function 7 ([[C]]) is performed to randomize the results

in [[C]].

Step 14-15: The verification server partially decrypts [[C_“H using skg, and sends the resulting [C_"]
to the sensor device.

Step 16-17: The sensor device fully decrypts the result set using skss and checks if any of the results

equals 0, in which case the sensor device concludes that the probe indeed comes from the claimed
identity [56].
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Chapter 5

Semi-Honest Key Release Protocol

In this chapter, we will answer the following research question:

RQ1 How can we adapt the approach by Peeters et al. [56] in such a way that a key is released upon
successful verification instead of a simple ”yes” or "no”?

First of all, in Section 5.1, we describe the structure of the so-called semi-honest key release protocol
that we created in this chapter and finally, in Section 5.2, we elaborate on the design choices we made.

5.1 Protocol

In this section, we first present two requirements that the semi-honest key release protocol should
satisfy (Section 5.1.1). Subsequently we describe how we constructed the enrollment phase (Section
5.1.3) and the verification procedure (Section 5.1.4) of the semi-honest key release protocol.

5.1.1 Requirements

Let the key that is released by the semi-honest key release protocol be denoted by K. Now we establish
the following set of requirements that the semi-honest key release protocol should adhere to:

1. The verification server should not be able to learn anything about key K.

2. K should be consistent for every biometric probe p’ belonging to the same identity u.

5.1.2 Key Setup

The key setup is similar to the key setup of the semi-honest protocol by Peeters et al. [56] as explained
in Section 4.2.1. Recall that the server and sensor first agree on a common group G C Z; with generator
¢ and prime order ¢ for p,q € P and ¢|p — 1. Subsequently, they send their public keys to each other
and compute the shared public key by exponentiating the public key received from the other party
with their own secret key.

5.1.3 Enrollment Procedure

First, we describe the protocol for the enrollment phase as can be seen in Figure 5.1.

nrollment Party Server
u, Ty, « Capture()

([Tw]]  E(Ty )

(7) StoreTable(u, [[T.]], ([[¥]], AESk(1)))

Figure 5.1: Semi-honest enrollment protocol by Peeters et al. [56] extended with key release
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In the enrollment phase, we have added the following functionalities as compared to the work of
Peeters et al. [56]:

Step 3-4: The enrollment party randomly generates an integer k €r Z,, and encodes k as K = g*,
which is the representation of the key released upon successful verification. Subsequently, the enroll-
ment party encrypts K using ElGamal. Recall that in this work, we use an additively homomorphic
version of ElGamal, i.e. we first encode plaintext values as powers of generator g before encryption.
Since K <+ g*, we will denote the ElGamal encryption of K by [[k]] = (g7, ¢" - h").

Step 5: The enrollment party encrypts the value 1 with key K using AES. This encryption is used
later in the verification process at the sensor side to check whether it has received a valid key.

Step 7: The verification server stores ([[T]], [[k]], AESk (1)) under key u in a database.

5.1.4 Verification Procedure

Secondly, we describe the protocol for the verification procedure as can be seen in Figure 5.2.

Sensor Device Server
(8) u,p < Capture()

(10) [[Ty]] < FetchTemplate(u)

(12) [[31] LookUkri({i [(T.]])
(13) [[S1] < [0+ Z sil]

(21) B « Do([B])
(22) 3B; : AES-Dp, (AESK (1)) =1
— S>t

Figure 5.2: Semi-honest verification protocol by Peeters et al. [56] extended with key release

In the verification phase, we have added the following functionalities as compared to the work of
Peeters et al. [56]:

Step 17: Using identity u, we fetch [[k]] from the database.

Step 18: Similar to the encryption of [[k]], the plaintext elements of [[C]] are encoded as powers
of g. We multiply the encrypted comparison score vector [[C]] with [[k]], obtaining [[B]], which is its
homomorphic addition.

Step 22: Since B; is random for all 0 < ¢ < |§|, the sensor is unable to know whether it is accepted
to the system, as opposed to the work of Peeters et al. [56], where the user searches for a C; which
equals 1. Therefore, the sensor receives an AES encryption of the value 1 under key K. The sensor
now decrypts AESp, (1) for all B;. If there is a B; : B; = K, then the decryption yields 1 and the
sensor knows it is accepted to the system and that B; is a valid key.
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Note that key revocation in this system is possible and straightforward, since [[k]] and AESk (1)
are stored in the database at Step 7 and can easily be updated if the sensor device sends an update
query to the verification server. Also, note that Step 10 and Step 17 could be concatenated in the
implementation by fetching [[T,]], [[k]] and AESk (1) in one query. However, we decided to maintain
two database queries for clarity purposes.

5.1.5 Proof of Security, Correctness and Requirements

Although key K is random for each protocol emulation, we treat the semi-honest key release protocol
as a deterministic protocol, since the output is either 0 or K and does not change in the case of multiple
runs with the same biometric sample. As mentioned in Section 2.1.3.1, for proving a deterministic
protocol is secure in the semi-honest model, we need both a proof of security and correctness. For
the proof of correctness and security, we refer to Appendix A and B, respectively. Furthermore, see
Appendix C for a proof that the semi-honest key release protocol meets the requirements as stated in
Section 5.1.1.

5.2 Design Choices

In this section, we describe how we designed the system and which parameters we used for the protocols
and schemes.

Communication A server should be able to maintain connections with multiple clients at the same
time. However, for simplicity purposes, we implemented the protocol such that there is only one
connection between a server and a client and the client resembles both the enrollment party and the
sensor device.

Discrete Logarithm Group For the underlying discrete logarithm group, which is used for the
ElGamal encryption system, we use elliptic curves for their performance benefits over groups that are
directly based prime integers, as mentioned before in Section 2.2.3. More specifically, we have chosen
the K-233 curve as selected by NIST for the efficiency benefits of Koblitz curves over other elliptic
curves [41,42]. The K-233 curve provides a security level of 112 bits [5]. See Table 5.1 for an overview
of the parameter selection of K-233.

Parameter Selection

T 2

p(t) 233 4T 41
0

a
q 3450873173395281893717377931138512760570940988862252126328087024741343
G, (polynomial basis) | 172 32ba853a Te731afl 29f22ff4 149563a4 19¢26bf5 0adc9dbe efad6126

G, (polynomial basis) | 1db 537dece8 19b7{70f 555a67c4 27a8cd9b f18aeh9b 56e0c110 56facta3

G, (normal basis) 0fd e76d9dcd 26e643ac 26f1aa90 1aal2978 4b71fc07 22b2d056 14d650b3

G, (normal basis) 064 3e317633 155c9e04 47ba8020 a3c43177 450ee036 d6335014 34cac978

Table 5.1: Parameter choices for K-233 NIST elliptic curve, where T is the normal basis type, p(¢) the
field polynomial, a the coefficient, ¢ the order, and (G, G) the hexadecimal coordinates of generator
point G in the polynomial and normal basis, which are two different ways to represent a field [41]

Template Construction Since the focus of this work is on the security of the biometric verification
system, rather than on the biometrics part as in the work of Peeters et al. [56], we decided not to
compute lookup tables first and then construct a template based on these lookup tables. Alternatively,
we simulate a template T with size (2%, k) by choosing the partial similarity scores it contains uniformly
at random from the score domain [min(s), max(s)]. We have set min(s) = 0 and max(s) to a random
positive integer, depending on the performance tests we did (see Chapter 8). Recall that the total
score distribution is denoted by S. We have set min(S) = 0 and max(S) = max(s) - k, since the probe
vector p in the verification phase selects k partial similarity scores from the template. We encrypt a
template by encrypting its similarity scores element-wise.

We construct a probe vector by initializing it with random integers on the interval [0,2°], so that
elements of the probe vector refer to the column numbers of the features in a template which are to
be selected.
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AES For the enrollment procedure, we use AES-CTR with a key size of 256 bits.

29



Chapter 6

Partially Malicious Key Release
Protocol

In this chapter, we answer the main research question:

RQ2 How can we adapt the key release protocol in such a way that it is secure in the setting where
the sensor device is (semi-)honest and the server is malicious?

First of all, in Section 6.1, we explain the building blocks needed to understand some of the parts
of the partially malicious key release protocol. Then, in Section 6.2 we explain how we constructed the
partially malicious key release protocol, give a security proof and finally in Section 6.3, we elaborate
on the design choices we made.

6.1 Building Blocks

In this section, we present the four main building blocks of the partially malicious key release proto-
col: The GMW compiler (Section 6.1.1), an equality of exponents proof (Section 6.1.2), the Schnorr
Signature Scheme (Section 6.1.3) and a permutation proving scheme (Section 6.1.4).

6.1.1 GMW Compiler

Goldreich et al. [28,30] proposed an approach to transform a semi-honest secure protocol into a
maliciously secure protocol, called the GMW compiler. Parties run a semi-honest protocol, but due
to zero-knowledge proofs they can prove they executed the protocol correctly and thus the protocol
is secure against malicious attackers. In essence, parties are enforced to behave in a semi-honest way.
Compiling the semi-honest secure protocol to a maliciously secure protocol can be done in polynomial
time.

We will not strictly follow the GMW compiler to obtain the partially malicious key release protocol
as designed in this chapter, but we will use its Augmented Coin Tossing (ACT) protocol. Moreover,
we will rely on the security of the GMW compiler to come to an argumentative security proof for the
partially malicious key release protocol. See Appendix E for more details.

6.1.1.1 Preliminary Functionalities

Before we explain the protocol, let us first define some preliminary functionalities needed for the
GMW compiler: the Basic Coin Tossing protocol, the Authenticated Computation protocol and the
Augmented Coin Tossing protocol.

Basic Coin Tossing Protocol In a coin-tossing protocol, two distrusting parties, Alice and Bob,
would like to jointly compute a common bit without a trusted party. To make sure they both receive
and use the same string, they can run a coin-tossing protocol. By means of commitments over their
input values, they can detect cheating from the other party. Alice and Bob run the following Basic
Coin Tossing (BCT) protocol [28]:
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Alice Bob
Common Input: 1™

(0,8) € {0,1} x {0,1}"
¢ + Com(o, s)

c

o' €{0,1}
O./
(0,5)
/ f — C
Output: o @ o’ Output: o®o, 1c .Om(a, s)
1, otherwise

Figure 6.1: Basic Coin-Tossing Protocol

Alice and Bob enter the Basic Coin Tossing protocol with security parameter 1. Alice uniformly
chooses bit o € {0,1} and randomness s € {0,1}" as input to commitment function Com and sends
the resulting commitment ¢ to Bob. Bob uniformly chooses bit ¢/ € {0,1} and sends ¢’ to Alice.
Alice sends (o, s) to Bob and sets her output to o @ ¢’. Bob computes Com(o, s) and in case it equals

¢, Bob returns o @ ¢’. Otherwise he aborts the protocol and outputs L [28].

Authenticated Computation Protocol

The core idea of the Authenticated Computation proto-

col is to send the outcome of a function (e.g. commitment) on a certain input value to the other party
and prove knowledge of this value in zero-knowledge, as depicted in the following figure [28]:

Party 1

Party 2

Input: « € {0,1}*

(u,v) + (h(a), f(a))
g(a) « (u,v)
g9(a)
ZK-proof:
dxr  s.t.

(u=h(z)) A (v = f(z))

Output: {U’

(u, ),

Input: § € {0, 1}1°]

ifu=2g

otherwise

Figure 6.2: Authenticated Computation Protocol

Protocol Description:

e In the Authenticated Computation Protocol of Figure 6.2, Party 1 enters with input « € {0,1}*
and computes function g(a) = (h(a), f(a)). Party 2 enters with input 8 € {0, 1}l

e Then, Party 1 sends g(«) to Party 2. Subsequently, Party 1 proofs in zero-knowledge to Party
2 that she knows x for which u = h(z) Av = f(x) applies. If Party 2 does not accept the
proof, it aborts the protocol. Both parties enter the zero-knowledge proof with their individual
computations of u and v conforming to their own views of the protocol run.

e Recall that the server might be malicious and can abort the protocol anytime. In case neither
of the parties aborted the protocol in the previous steps and u = 3, Party 2’s output is v, which
means that the protocol has succeeded. Otherwise, Party 2’s output is (u,v).

31



6.1. BUILDING BLOCKS CHAPTER 6. PART. MAL. KEY RELEASE PROTOCOL

Augmented Coin-Tossing The main difference with the Basic Coin Tossing protocol is that in
the Augmented Coin Tossing protocol, only one party receives the random-tape and the other party
receives a commitment of this random-tape. Additionally, the Basic Coin Tossing is secure in the semi-
honest model and the Augmented Coin Tossing protocol is secure in the partially malicious model or
the full malicious model, depending on the zero-knowledge protocols used. Since in this work we use
honest-verifier zero-knowledge protocols and the sensor is always the verifier, the Augmented Coin
Tossing protocol we use is secure against a semi-honest sensor and a malicious server.
The Augmented Coin-Tossing protocol is performed as depicted in Figure 6.3.

Alice Bob
Common Input: n € N, ¢ = £(n)

01,..,0¢ €R {07 1}
s1,...8¢ €g {0,1}"
r’ < o0y...00 €5 {0,1}
§ 4 81...8¢ €g {0,1}"
¢ < Com(r’,s)
AC(a = (1, 5), B = 1¢4nf)
where f(a) = ¢, h(a) = 147

c
o ¢-BCT(1™) o
r«r &r’
¢+ Com(r, s)
AC(Oé = (T7 5)76 = 1£+n2)
where f(a) = ¢, h(a) = 1¢+7%)
Output: (r, s) Output: Com(r, s)

Figure 6.3: Augmented Coin-Tossing Protocol

Protocol Description:

e Both Alice and Bob obtain security parameter n and polynomial £ = ¢(n) as input.

e Alice chooses o1, ...,00 €g {0,1} and s1,...sp €g {0,1}" uniformly at random and sets r’ =
01...0¢0 and s = §7...5y.

e Alice then computes commitment ¢ = Com(r’, s) and sends ¢’ to Bob using the Authenticated
Computation Protocol where Alice enters with o = (1, s) and computes f(a) = ¢’ and h(a) =
147t Bob enters with g = 1¢+7¢,

e Alice and Bob engage in the Basic Coin-Tossing protocol ¢ times with security parameter 1" as
input to obtain common string € {0, 1}*.

e Alice computes r = ' @ r” and ¢ = Com(r,s). Again, using the Authenticated Computation
Protocol, she sends ¢ to Bob. Now, Alice enters with o = (r,s) and computes f(«) = ¢ and
h(a) = 147, Bob enters with g = 17,

e Alice has now obtained random-tape (r, s) and Bob commitment Com(r, s) over Alice’s random-
tape.
6.1.1.2 Protocol

Regarding the actual GMW compiler, assume Alice and Bob have input values z € {0,1}" and
y € {0,1}™ respectively, where n is a security parameter. They would like to compute a function
f(z,y). Let mg, be a semi-honest protocol computing f(z,y). Now 7, can be transformed into a
protocol secure against malicious attackers using the GMW compiler as follows [28]:
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Commitment of Input Values As mentioned in Section 2.1.3, a malicious attacker might partic-
ipate in the protocol with an input «’ € {0, 1}'“‘7 instead of u. This substitution cannot be avoided.
However, using commitment schemes and zero-knowledge proofs, we can be sure that u’ is independent
of the other party’s input.

Alice and Bob perform the following protocol as depicted in Figure 6.4 twice. In the first invocation,
Alice commits to her input value u = x as Party 1 and Bob obtains the commitment to x as Party
2. In the second invocation of the protocol, the roles are reversed, with Bob committing to u = y as
Party 1 and Alice obtaining the commitment to y as Party 2.

Party 1 Party 2

Input: v € {0,1}" Input: 17
2

r e {0,1}"

¢ + Com(u,r’)
ACi(a = (u,r"), B = 1”+”2)

phere fla) = L h(@) =1y (W), )

" ACT(n,n?) ¢ = Com(r, ")

ACy(a = (u,r), 8 = 1"+"2)

where f(o) = ¢, h(a) =177 y2 = cV (h(a),c)

1, if P1 aborts or y; = (h(a), )
Output: r Output: or yo = (h(a),c)

¢, otherwise

Figure 6.4: Input Commitment Protocol

Protocol Description:
e First of all, Party 1 selects a uniform ' € {0, 1}”2.

e Then, Party 1 computes commitment ¢/ = Com(u,r’) and sends ¢’ to Party 2 using the Authen-
ticated Computation protocol. Party 1 enters the lzkuthenticated Computation pro;gocol with
a = (u,r’) and computes f(a) = ¢ and h(a) = 1"T"". Party 2 enters with g = 177",

e Subsequently, Party 1 and 2 invoke the Augmented Coin-Tossing protocol with input (n,n?).
Party 1 receives (r,7”) where r € {0,1}"" and r” € {0,1}"" and Party 2 receives commitment
¢’ = Com(r,r").

e Finally, Party 1 computes commitment ¢ = Com(u,r) and sends ¢ to Party 2 using the Authen-
ticated Computation protocol. If Party 2 detects malicious behavior from Party 1, or if Party 1
aborts the protocol, then Party 2 outputs | and halts the protocol. Malicious behavior occurs
when Party 1 uses non-matching inputs to both invocations of the Authenticated Computation
protocol, which gives (h(«), f(«)) as output.

Coin Generation A malicious party i € {1,2} could also be using a random-tape 7} for the protocol
that is not uniformly distributed. Therefore, Alice and Bob run the Augmented Coin-Tossing protocol
twice to produce secret random-tapes r; and ro, respectively, to use in the protocol emulation. The
Basic Coin-Tossing protocol cannot be used here, as both Alice and Bob need their own secret random-
tapes.

Through the Augmented Coin-Tossing protocol, Alice also receives Decom(c;) while Bob receives
Decom(cz) and both parties receive commitments Com(ry) and Com(rs).

Protocol Emulation A malicious attacker might send other messages than prescribed by the pro-
tocol. Using the committed input and the random-tape from the previous two stages, a malicious
attacker can be forced into acting semi-honest.
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Using the Authenticated Computation protocol, Alice and Bob perform each step in 7. Let
Party j be the first party sending a message. Then the input and output pair for the Authenticated
Computation protocol are made up as follows:

® o= (0617042,053)

— ay = (u,p?) where u = x if j = 1 and u = y otherwise. p/ denotes the randomness r used
for the commitment of the input value for Party j. In other words, a; is the output of the
Input Commitment protocol for Party j wishing to compute a commitment over his input
message.

— as = (17,w?). 17 and w’ denote b and 7, respectively, in the Augmented Coin-Tossing
protocol. In other words, as is the output that Party j received through the Augmented
Coin-Tossing protocol.

— «ag is the sequence of messages which Party j has received earlier in the emulation of 7.
L4 ﬁ = (7j75j7a3)

— 49 = Com(u, p/). In other words, the first argument of 3 is the commitment that the second
party receives over the input of Party j.

— ¢ = Com(r7,w?). In other words, the second argument of 3 is the commitment that the
second party receives over the output of the Augmented Coin Tossing protocol of Party j.

— ag is equal to ag above.

e Function h is defined as

h((v1, s1), (va, $2),v3) = (Com(v1, 1), Com(va, s2),v3) (6.1)
So, h(a) = h(ay, as, as) = (Com(u, p?), Com(r?,w’), as) = B.
e Function f is the message that Party j sends in the protocol emulation.

If any aborts occurred during the protocol emulation phase, the output of both parties at the end
of the protocol is 1. Otherwise, the output of the parties is equal to the corresponding outputs the
parties would have obtained in 7.

6.1.2 Equality of Exponents Proof

Using AND-compositions of X-protocols, we can prove that the discrete logarithms of two elements
with different bases are equal.

Prover Verifier
Input: x € Z, Common Input: y; < g%, ys < A"
k €gr Zq
t + g"
to hk
t17 tQ
CER {07 1}m
c
54k —cx € Zy
S
? ?
Output: g°y§ =t1 AR°yYS =t

Figure 6.5: Proving exponents are equal in zero-knowledge [18]

Consider the protocol as depicted in Figure 6.5. Assume a prover and verifier have agreed on a
group § C Z,, with generator g and order ¢, such that p and ¢ are prime and glp — 1. The prover
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has elements y; = g and y2 = h"” where x € Z,. Now the prover wants to prove that the discrete
logarithms of y; and y, are equal. The prover chooses k €g Z,, computes t; = g* and ty, = h* and
sends t; and to to the verifier. The verifier chooses challenge ¢ € {0,1}™, where m indicates the level
of soundness, and sends c to the prover. The prover computes response s = k — cx € Z, and sends s
to the verifier. The verifier checks if ¢g°y§{ = t; and if h%y§ = t3, hence the AND-composition of the
Y-protocols. The protocol can be denoted as PK{(«) : y1 = g* Ays = h*} where PK is an abbreviation
for ”Proof of Knowledge” [17,18] and can be extended to PK{(a) : yo = g5 A ... Ay; = g2}, which we
will make use of in this work.

6.1.3 Schnorr Signature Scheme

The Schnorr Signature Scheme is a digital signature scheme which has been constructed by transform-
ing the Schnorr’s Identification Protocol [40] using the Fiat-Shamir heuristic in an adaptive manner.
The Schnorr Signature Scheme works as follows [10]:

Similar to the Digital Signature Standard [9] and the Schnorr Identification Protocol, first a signer
and a verifier agree on a group G C Z; with order ¢ and generator g, such that p and g are prime and
g|p — 1. Moreover, the signer and verifier agree on a secure cryptographic hash function H : {0,1}* —
Zyg.

Now instead of holding a witness w and computing statement y <— ¢* as in the Schnorr’s Identifi-
cation Protocol, the signer selects a € Z,, computes y < g* € G and sets a secret key (p,q,9, o, H)
and a public key (p,q,g,y, H).

The signer signs a message m € {0,1}* as follows:

e The signer selects k €g Z,; and sets r < g" eg.

e Then it computes ¢ < H(m,r) € Z,.

e Subsequently, the signer computes s < k — ac € Z,.

e Finally, the signer returns Sig(m) < (s,¢) € Z3 as signature on message m to the verifier.
The verifier verifies message m using signature Sig(m) as follows:

e First, the verifier computes v « ¢g°y¢ € G.
e Then, it computes H(m,v) and checks if ¢ < H(m,v).

The Schnorr Digital Signature Scheme is secure against existential forgery under a chosen message
attack in the random oracle model, if p is chosen such that the discrete logarithm problem is hard
[10,62]. A proof can be found in the works of Abdalla et al. [3] and Ohta et al. [53]. Here, we assume
hash function H represents the random oracle [10].

The size of a Schnorr signature scheme is also relatively small. If we take |p| = 1024 bits and
|g] = 160 bits, the signature size is only 320 bits [10] since the signature is comprised of two elements
in Z.

Moreover, the Schnorr Digital Signature Scheme is efficient, since the performance of an algorithm
is mostly determined by the number of exponentiations and for signing, only one exponentiation is
needed, which can be pre-computed [10]. For verification, two exponentiations are needed which can
be performed at roughly the same cost of one exponentiation [65].

6.1.4 Permutation Proof

For proving a set of ciphertexts has been shuffled correctly, we use the zero-knowledge permutation
proof in the work of Furukawa et al. [24].

Assume that a party has k ciphertexts C = (Cy, (Y, ..., Cy) encrypted with ElGamal using public
key (p, q, g0, mo, F)) and secret key x, where go generates G C Z,, with order q, such that p and q are
prime and ¢|p — 1. Furthermore, let mg = g5 € G and Fj, = {f, €r G} be k+5 random integers. Fj,

is used to satisfy the soundness property, namely that it is infeasible for any party involved in the
k

permutation proof to generate integers a, {a,} where —4 < v < k for which g§ H f& =1 (mod p)
v=—4
applies [26].
Now we define permutation function 7 as:
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m:A{l, . .k} = {1,... k} (6.2)

The party uses C' as input to 7 and obtains ciphertexts C' = (C1,C1, ..., C}.) as output for which
VC; : m(C;) = C; applies. Permutation function 7 can be simulated by permutation matrix A;; as
follows:

1 (i) =
Aij =19, if (i) . ’ (6.3)
0, otherwise
If we define ciphertexts C; = (g;,m;) € G for 1 < i < k, then
M A A
¢l = (gi,m) = (g5 [[ 77 mi [[m;”") (mod p) (6.4)
j=1 j=1

where s; €Eg Zq.
Now to prove that the permutation has been performed correctly, the proving and verifying party
engage in the following zero-knowledge proof [24]:

PK{(m, ) : Da((g5, mi)) = Da((gr-1(5), ma—1(1)))} (6.5)

for ciphertexts (g;,m;) where 1 < ¢ < k, a permutation function 7, decryption function D and
secret key .
The protocol can be described as follows:

e First, the prover randomly generates {A,0, Ay} €r Z, for —4 < v < k and {A_y;} € Z, for
1< <k.

e Then, the prover computes the following elements:

k
A g = Z3A?0Aj,; €Zy for1<i<k

j=1
k
Az = Z3Aj0Aji €Zq for1<i<k
j=1
k
Ay = 2404, €Zy for1 <i<k
j=1
k
fo=T] " e foro<p<k
v=—4
k
~ A/
o=l v eg
v=—4
k
gy =[lotweg
v=0

k
mIO — Hmfvo c g
v=0
k
— 3 1
w = ZA]O —A_99 — A73 S Zq
j=1

k
w = ZA?O —A_y € Zq

j=1
e Subsequently, the prover sends commitment (g(, my, f('), {fw} w,w) for 0 < p < k to the verifier.

e The verifier randomly picks challenge ¢; € Z, for 1 < i < k and sends the challenge to the
prover.
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e The prover computes the following elements and sends these as response to the verifier.

k
TU:ZAU#CuGZq for —4<v<k
pn=0
k
T;:ZAMC%—&—A;EZ(Z for —4<v<k
i=1

where ¢g = 1.

e Finally, the verifier randomly chooses a €r Z,;. The permutation is approved if the following
verifications are successful:

k k
r7 ~r [ .2
I | f5“+w” = féfoo‘l |fi”+a°‘ (mod p)

v=—4 i=1

k k

o ‘c

[1o = [Tos™ (mod p)
v=0 pn=0

k k

? ‘e

Hmf}" = Hm#“ (mod p)
v=0 pn=0

k

7
=3
SLw
|
QQQJ
N

I

=r_o+ 145+ w (mod q)
Z(r2 —c?) Lyt (mod
5T C) =T q)

Recall that k is the number of encryptions that need to be shuffled. Now, the permutation proof
of Furukawa [24] requires 15k exponentiations and 768k communication bits for the prover, whereas a
previous work of Furukawa et al. [26] requires 18k exponentiations and 1280k prover communication
bits. Compared to other works, such as the work of Groth [33], which requires only 12k exponentiations
and 480k communication bits for the prover [33], the work of Furukawa [24] is less efficient. However,
the works of Furukawa et al. [24-26] are 3-move zero-knowledge protocols, while the works of Groth
[33,34] are 7-move protocols. Three-move protocols that further satisfy the requirements for a X-
protocol as stated in Definition 10 can be used as input for the Fiat-Shamir heuristic. The Fiat-Shamir
heuristic can transform an honest-verifier zero-knowledge protocol into a zero-knowledge protocol that
is secure in the random oracle model.

6.2 Protocol

6.2.1 Key Setup

The key setup is similar to the setup of the semi-honest key release protocol from Section 5.1.2 and the
key setup of the semi-honest protocol by Peeters et al [56]. Recall that the server and sensor first agree
on a common group § C Z; with generator g and prime order g for p,¢ € P and q|lp— 1. Subsequently,
they send their public keys to each other and compute the shared public key by exponentiating the
public key received from the other party with their own secret key.

We do not need an enhanced version of the key setup in the partially malicious setting. Since the
sensor device is (semi-)honest, we assume that the partial similarity scores and key K are encrypted
with the correct shared public key. The only case where the server needs to perform an encryption is
in the comparison protocol, where the values ¢ and 0 < i < max(S) —t need to be encrypted. However,
malicious behavior of the server on the encryption part will be detected by the sensor in subsequent
steps, which we will explain in the next section.

6.2.2 Enrollment and Verification Procedure

Although the enrollment and verification procedure in the semi-honest key release protocol are sepa-
rately mentioned, we present the partially malicious approach as one concatenated protocol, in order
to easier prove security of the complete protocol later. Since the sensor device that performs the
enrollment procedure is usually different from the sensor device that engages in the actual verification
procedure, we need to consider the following three-party protocol.
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Sensor Server EP

Enrollment

(7) StoreTable(m,n,o(m),o(n))

Verification

Figure 6.6: Three-party protocol

Protocol Description:

Enrollment In the three-party protocol as depicted in Figure 6.6, enrollment party (EP) first com-
putes its enrollment, which is similar to Steps 1-5 from the semi-honest key release protocol as depicted
in Figure 5.2.

Step 6 Then, the enrollment party sends the enrollment parameters m = ([[T,]],u) and n =
([[¥]], AESk (1)) along with a signature o on m and n to the server.

Step 7 The server stores the enrollment received from the enrollment party in its database.

Verification Finally, the verification procedure between the sensor device and the server starts,
which is similar to Steps 8-22 of the semi-honest key release protocol. The signature on m and n
is needed, so that the server can prove later in the verification procedure that it used the correct
template and keys.

For the case where the sensor device is (semi-)honest and the server malicious, we can simulate the
enrollment and verification procedure as depicted in Figure 6.7. Since we consider each sensor device
as (semi-)honest, the enrollment party will also be (semi-)honest and thus we simulate the protocol
from Figure 6.6 in such a way that the enrollment parameters are sent from the sensor device to the
server. Since the enrollment device is (semi-)honest, we will also refer to Steps 1-9 as the trusted setup.
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Sensor Device Server
Trusted Setup
(1) u, T, < Capture()
(2) [[Tu]] < E(Tw)
(3) K + ¢" | k er Z,
(4) [[K]] < E(k)
(5) AESk(1)
(6) m=\u, [[Tuﬂ)’ U(m)
(7) n = (u, [[k], AESK (1)), 0(n)
() m,n,o(m),o(n)
(9) StoreTable(m,n,o(m),c(n))
(10) u, p < Capture()
(11) .
(12) m,n,o(m),o(n) < FetchEntry(u)
(13) m,n,o(m),o(n)
(14) Verify(m,o(m))
(15) Verify(n,o(n))
(16) [[5] LookU]f_(fi ([T.]])
(A7) (S]] = [0+ ) sill
i=0
# - i8] #
(19) [[C™]] < Compare”([[S]], ¢) (20a) [[C"]] «~ Compare”([[S]], )
B (20b) [[CT] « (")
o €]
(29) o ZKProof((C7] [C]) 4
) (23) [[C"]] < =([[CT)
o 1)
) ) (25) ZK-Proof([[C]], [[C"]]) ) )
(26) [[B]] « [[c]] - [[%]] (27) [[Bl] « [[c"]] - [[K]]
B (28) [B] «- D1([[B])
(20) [B}q -
(30) ZK-Proof([[B]], [B])
(31) B « Dy([B])
— 5>t

Figure 6.7: Partially malicious key release protocol

Protocol Description:

Step 1-5: Steps 1-5 are performed similar to Steps 1-5 in the semi-honest key release protocol as
depicted in Figure 5.2. Since we assume the sensor device might have been compromised by only a
semi-honest attacker in the worst case scenario, it does not need to prove correctness of his steps.

Step 6-7: The sensor creates signatures o(m) over m = (u,[[T,]]) and o(n) over
n = (u,[[k]], AESk (1)), which are in a later step used by the server to prove that it fetched
the correct entry from the database. For the signatures, we use the implementation of the Schnorr
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Signature Scheme as explained in Section 6.1.3, for its aforementioned benefits. Also, since the sensor
is the verifier of the signatures and is (semi-)honest, it suffices to use a signature scheme which is
only honest-verifier, hence the Schnorr Signature Scheme.

Step 6-9: Steps 8 and 9 are similar to Steps 6 and 7 in the semi-honest key release protocol, with
the addition that signatures o(m) and o(n) are also sent to the server and stored in the database.

Step 10-11: Steps 10 and 11 are performed similar to Steps 8 and 9 in the semi-honest key release
protocol.

Step 12-13: Steps 12 and 13 are similar to Steps 10 and 11 in the semi-honest key release protocol,
with the addition that signatures o(m) and o(n) are also fetched from the database and sent to the
sensor.

Step 14-15: As mentioned in Step 6-7, the sensor device verifies that signatures o(m) and o(n) are
valid by performing the Schnorr Signature verification procedure.

Step 16-18: Steps 16-18 are performed similar to Steps 12-14 in the semi-honest key release protocol.

Step 19-21: Recall from Equation 4.5 that [[C]] is computed as [[C]] = [[{ri(S —t — i) | V0 < i <
J:7i €R ZLq}]] where j = max(S)—t. First of all, the server and sensor engage in the Basic Coin Tossing
protocol j times to decide on random coins o, ...,zj—1. Using these random coins as randomness for
the ElGamal encryption of —t — i, they simultaneously compute [[C]] = [[S —¢ —i]] | V0 <i < j on
their own. Since the randomness used for the encryption of —t—i is the same for each element of [[C"]],
the outcome of [[C"]] for both the server and sensor should be equal, otherwise the sensor detects
cheating from the server and aborts the protocol. There is no need to verify correct computation
of [[C™]] at this point, however, since malicious behavior of the server in the computation of [[C”]]
will be detected by the sensor in the forthcoming zero-knowledge proof. Secondly, the server and
sensor engage in the Augmented Coin Tossing protocol j times to decide on random coins ry, ...,7j_1
for the blinding factor which is applied to [[S — ¢ — i]]. Note that the server obtains random coins
70, ..., 7j—1 and the sensor obtains the commitments Com(r;, p;) to these random coins. Now the server

multiplicatively blinds each element [[CT;” ]] for 0 <4 < j with random coin r; as in Equation 4.5.

Step 22: Now, the server and sensor engage in the following zero-knowledge proof j times:

PK{(c, B) : c1 = /¥ N ey = i A Com(ry, pi) = gPh™} (6.6)

where ¢; and ¢y denote the first and second parameter of ElGamal encryption [[C;]] and ¢, respectively
and ¢ denote the first and second parameter of ElGamal encryption [[C/']], respectively. Com(r;, p;)
is a Pedersen commitment in the form gf*h™ where we assume h is the same public key as used for
ElGamal encryptions. We cannot use a commitment in the form ¢”, since for the Augmented Coin
Tossing protocol, the resulting commitment needs to have the hiding property.

Note that for the implementation of the zero-knowledge proof in Equation 6.6, we need the following
slightly enhanced version of the equality of exponents proof from Section 6.1.2:
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Prover Verifier
Input: r; € Zg,y1 = ¢1,Y2 = c2,y3 < Com(r;, p;)

k‘l,kg €ER Zq
3] (—gkl
tg(*fkl

t1,12,1
tg(—nghkl 1,102,103

cep {0,1}m
&

81<—]€1—C7"Z‘EZ‘1
Sg(—kg—cpiEZq

S1, 52

Output: c/’slyl =HA
cys =ty A g*2hy§ =ty

Figure 6.8: Proving exponents are equal in zero-knowledge [18]

In other words, the server and sensor use the equality of exponents proof as depicted in Figure
6.8 to prove that for each ElGamal encryption of the comparison value, the server used the same
blinding value for both the first and the second ElGamal paremeter and that this blinding value is
the randomness agreed upon between the sensor and server in the Augmented Coin Tossing protocol.
Note that using AND-compositions, we can concatenate the zero-knowledge proofs for all r;, hence
we only need one zero-knowledge proof in total for proving correct comparison.

Step 23-25: The server performs the shuffling procedure as in Section 6.1.4 using a permutation
matrix, and then it enters the following zero-knowledge proof:

PK{(¢,2) : D2([[C"]]) = Do ([[C"]] 1))} (6.7)
for permutation function ¢ and decryption function D with secret key z.
In other words, in Steps 23-25 the server proves that [[C]] = n([[C]]) where 7 is a permutation

function.

Similar to the verification of the signatures, since the sensor device is (semi-)honest, it suffices to use
an honest-verifier zero-knowledge protocol, hence the permutation proof of Furukawa [24] is suitable.
Furthermore, we chose to use the permutation proof of Furukawa [24] over other permutation proving
schemes, since it is the most efficient one compared to other 3-move zero-knowledge protocols. A 3-
move zero-knowledge protocol is needed for extending the current work to the full malicious protocol,
as explained earlier in Section 6.1.4.

Step 26-27: The server performs Step 27 similar to Step 18 of the semi-honest key release protocol.
The server does not need to prove in zero-knowledge the correctness of Step 27. Since [[k]] has been
sent to the sensor device in Step 13 and [[C"]] in Step 24, the sensor device can verify if [[B]] has been
correctly computed by performing the multiplication of [[C]] and [[k]] itself, hence Step 26. There is
no need to verify correct computation of [[é]] at this point, however, since malicious behavior of the
server in the computation of [[B]] will be detected by the sensor in Step 30.

Step 28-29: The server performs Step 28 and 29 similar to Step 19 and 20 of the semi-honest key
release protocol. However, in Step 20 of the semi-honest key release protocol, AESk(1) is also sent
to the sensor device, whereas in the simplified malicious protocol, AESk (1) has already been sent in
Step 13.

Step 30: Recall that partial decryption function D; is denoted as D (c) = (¥, ¢y). The server

needs to prove that [B] is a partial decryption of [B]] under secret key sky,. The server and sensor
engage in the following zero-knowledge proof:
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PK{(e) : ¢} = ¢f Apky, =g |V = [Bi],c = [[Bi]]} (6.8)

where ¢} and ¢; denote the first parameter of ElGamal encryptions ¢’ and ¢, respectively.

Note that the sensor and server enter the zero-knowledge protocol with their own computation of
[[E]] as obtained in Steps 26 and 27, respectively. Hence, malicious behavior of the server in Step
27 will be detected by the sensor, since in that case ¢, as computed by the sensor and server, do not
match and thus the zero-knowledge proof will fail.

The parties enter the equality of exponents proof with arguments x = sks,, y1 = ¢}, y2 = pk,,. In
other words, the sensor uses the equality of exponents proof as explained in Section 6.1.2 to verify
that for each [B;], the correct base ¢; has been used. Moreover the sensor proves that the discrete
logarithm of the first parameter of the ElGamal encryption is equal to the discrete logarithm of
the server’s public key, i.e. secret key skg,. Note that using AND-compositions, we only need one
zero-knowledge proof to perform Step 30.

Step 31-32: Step 31 and 32 are performed similar to Steps 21 and 22 in the semi-honest key release
protocol.

6.2.3 Proof of Security

First of all, we proof that the protocol constructed in this chapter is secure in the semi-honest model.
Similar to the semi-honest key release protocol, we treat the function computed by the partially
malicious key release protocol as deterministic, since the output of the protocol is either 0 or K.
Accordingly we need both a proof of security and a proof of correctness. For the proof of correctness,
we refer to Appendix D.

Secondly, using the GMW compiler and the aforementioned proof of semi-honest security, we prove
that the partially malicious key release protocol is secure against a semi-honest sensor device and a
malicious server.

For both proofs of security, we refer to Appendix E.

6.3 Design Choices

In this section, we describe how we designed the system and which parameters we used for the protocols
and schemes. See also Section 5.2 for the design choices of the underlying semi-honest key release
protocol.

Soundness Parameter As recommended by the ZKProof Community Reference [68], the soundness
parameter (i.e. length of the challenge in bits) of a zero-knowledge proof should be set to 40, 64, 80 or
128 bits, depending on the context. It is specifically recommended to choose a soundness parameter
of at least 64 bits, hence we have set the soundness parameter to 80 bits for all the zero-knowledge
proofs in this work. The probability that the verifier now rejects the proof is as low as 2789,

Coin Tossing Protocols For the commitment schemes in the Basic Coin Tossing protocol and the
Authenticated Computation Protocol, we use a Pedersen commitment scheme as explained in Section
2.3.1. Since the Pedersen commitment scheme is additively homomorphic [61], we will work with
commitment function inputs (o, s) € {0,1}¢ x {0,1}*", instead of (o, s) € {0,1} x {0,1}", to reduce
the computational costs of calling the Basic Coin Tossing ¢ times in the Augmented Coin Tossing
protocol.

Schnorr Signature Scheme Since the underlying group in our protocol is based on an elliptic
curve and we compute signatures on elements in this group, we use the same elliptic curve for the
underlying group of the Schnorr Signature Scheme. Moreover, Schnorr Signature schemes based on
elliptic curves are considered very efficient [51].

For the hash function used in the Schnorr Signature Scheme, we use SHA-512, since there is no
current implementation of SHA-3 algorithms available in libscapi [2] yet and SHA-512 is as secure as
SHA-256 and SHA-384, but has better performance in terms of speed on 64-bit systems [35]. According
to Neven et al. [51], security of a signature scheme is not dependent on the collision resistance property
of a hash function and thus SHA-1/SHA-256 hash functions are secure to use in the Schnorr Signature
Scheme [51]. Therefore, we assume SHA-512 to be secure in the random oracle model.
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Chapter 7

Semi-Honest One-Round Protocol

In this chapter, we will answer the following research question:

RQ4 How can we transform the semi-honest key release protocol in such a way that it is a one-round
protocol in which comparison is done on the server side?

In Section 7.1, we propose a semi-honest one-round protocol in which the computation of the
similarity score of the probe with the database template is completely performed by the verification
server. Since this chapter is not the main focus of this research, we have not implemented the semi-
honest one-round key release protocol.

7.1 Protocol

The semi-honest one-round protocol consists of three phases: the key setup, the enrollment procedure
and the verification procedure, which are similar to the other protocols in this work. The difference,
however, lies in the verification procedure, where the complete comparison is performed by the server.

Also, for encryption, we rely on the somewhat homomorphic BV-scheme by Brakerski et al. [15],
instead of ElGamal. The BV-scheme [15] provides support for both additions and (a limited number
of) multiplications, whereas ElGamal is multiplicatively homomorphic by default or can be used
as an additively homomorphic encryption scheme if plaintext elements are encoded as exponents of
generator g. Since we need both multiplications and additions in the semi-honest one-round protocol,
we use the BV-scheme [15] to encrypt plaintext in the semi-honest one-round protocol. Even though
a full homomorphic encryption scheme also supports both additions and multiplications, we chose to
use a somewhat homomorphic encryption scheme, for its performance benefits over full homomorphic
encryption schemes [52]. Other somewhat homomorphic encryption schemes, such as the GHV-scheme
by Gentry et al. [27] and the BGN-scheme by Boneh et al. [11] could be used as well in the semi-honest
one-round protocol [13].

We denote the homomorphic properties of the BV-scheme for messages m,m’ € M as follows:

[m] + [m] = [m + m’] (7.1)

[m] - [m'] = [m - m/] (7.2)

In this work, we will treat the BV-scheme [15] as a black box, since it is not the main focus of this
research. We refer to the work of Brakerski et al. [15] for more details on the key setup, encryption
and decryption in the BV-scheme [15].

7.1.1 Key Setup

The key setup for the semi-honest one-round key release protocol is rather trivial, since the sensor
device only generates a key pair (pk,,,skss) and then sends public key pk,, to the verification server.
The server needs the public key later in the verification procedure to encrypt threshold ¢ and 0 <
i < max(S) —t. We do not need a key setup similar to the previous protocols as depicted in Figure
4.1, since there is no need for threshold encryption in the current protocol. Recall that the reason
for threshold encryption in the previous protocols was to prevent both the sensor and the server from
having a secret key to decrypt the template or the partial similarity scores. As can be seen in Figure
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7.2, although the sensor owns a secret key to decrypt the template and partial similarity scores (from
generating the key pair), it does not have access to the template and partial similarity scores, since
they are stored or computed at the server side. The server only has the public key for encryption, but
it does not own the secret key for decrypting the template and similarity score.

7.1.2 Enrollment Procedure

Enrollment Party Server
u, T, < Capture()

(1)

(2) [To] = E(T)
(3) K ER M
(4) [K
(5)

(7) StoreTable(u, [T.], ([K], AESk(1)))

Figure 7.1: Enrollment procedure for semi-honest one-round protocol extended with key release

The enrollment procedure for the semi-honest one-round key release protocol is similar to the enroll-
ment procedures of the semi-honest key release protocol as depicted in Figure 5.1 and the partially
malicious key release protocol as depicted in Figure 6.7. However, note that the encryption of T, and
K is not done using a threshold encryption system, but using a secret key owned by the enrollment
party, as explained in the previous section. Also, since we use the BV-scheme [15] which supports
additions, we do not encode plaintext values as exponents of generator g anymore, as in ElGamal.
Hence, we choose key K directly from message space M.

7.1.3 Verification Procedure

Sensor Device Server
(8) u, P < Capture()
(9) [P] < E(P)

(11) [Ty] + FetchTemplate(u)

(12) [Q] <= LookUp([P], [T.])
20 —1k—1

(19) B « D(|B])
(20) 3B, : AES-D, (AESk (1)) = 1
— 5>t

Figure 7.2: Verification procedure for semi-honest one-round protocol

Protocol Description:

Step 8: As compared to the semi-honest key release verification protocol (see Figure 5.2), we replace
feature vector p with matrix P, which contains zeros on all positions by default. Recall that for
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simplicity reasons, in the semi-honest (key release) protocol, 7 is a vector containing the column
numbers of T, that have been selected. In the current setting, P is a 2° x k bit matrix. As mentioned
in Section 4.1, k is the number of lookup tables that the template contains and 2° the size of each row
that is selected from these lookup tables [56]. For each partial similarity score s, , € T, that should
be selected for the computation of the total similarity score, the bit on position (z,y) in P is set.

Step 9: Matrix P is encrypted using the BV-scheme [15], similar to K and T, in the enrollment
procedure.

Step 10-11: The sensor device sends both u and the encrypted [P] to the verification server.

Step 12: The verification server will now do the look up procedure as opposed to the verification
procedure of the semi-honest key release protocol where the sensor device performs the look up.
The LookUp function is performed by multiplying [P] and [T,] element-wise. The result of this
multiplication is encrypted matrix [Q].

Step 13: The total similarity score [S] is computed by homomorphically adding up all the elements
[q;.:] from [Q].

Step 14-20: The last steps are similar to Steps 15-22 of the semi-honest key release protocol.
However, observe that the partial decryption step has been removed, since there is no threshold
encryption involved in the current protocol.

Also note that the only multiplication we need in the semi-honest one-round key release protocol is
the multiplication of [P] and [T,,] in Step 12. Hence, we claim that the semi-honest one-round protocol
is efficient compared to other biometric verification protocols that use a somewhat homomorphic
encryption scheme.
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Chapter 8

Performance Evaluation

In this chapter, we will answer the following research question:

RQ4 How efficient is the partially malicious key release protocol and how does the partially malicious
key release protocol compare to related semi-honest and malicious BTP schemes in terms of
efficiency?

First, in Section 8.1 we give an overview of the parameters, scheme instantiations and the labels for
the different protocol components we have set for the implementation of the semi-honest and partially
malicious key release protocol. Then in Section 8.2, we measure the efficiency of the partially malicious
key release protocol in terms of computational and communication complexity. Subsequently, in
Section 8.4 we do a similar measure, but in terms of runtime and finally in Section 8.5 we discuss the
results of both assessments.

8.1 Overview of Parameters, Scheme Instantiations and Pro-
tocol Components
Although we have already mentioned the parameters, encryption schemes and proofs instantiations

for the semi-honest and partially malicious key release protocol throughout this paper before, we put
them together in Table 8.1 for clarity reasons.

Scheme/parameter Instantiation
Encryption scheme ElGamal
Underlying discrete log group NIST K-233 elliptic curve (112-bits security)

Commitment scheme for AC and ACT protocols | Pedersen commitment scheme
Soundness parameter for zero-knowledge proofs | 80 bits

Signature scheme Schnorr Signature Scheme
Hash function in signature scheme SHA-512
AES CTR chaining mode with 256 bits key length

Table 8.1: Overview of parameters and scheme instantiations used in the implementation of the semi-
honest and partially malicious key release protocol

For the parameter selection of the K-233 NIST elliptic curve, we reproduce Table 5.1 for clarity
purposes below.
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Parameter Selection

T 2

p(t) 1233 44T 41

a 0

q 3450873173395281893717377931138512760570940988862252126328087024741343
G, (polynomial basis) | 172 32ba853a 7Te731afl 29f22ff4 149563a4 19¢26bf5 0adc9d6e efad6126

G, (polynomial basis) | 1db 537dece8 19b7f70f 555a67c4 27a8cd9b f18aeb9b 56e0c110 56faeba3

G, (normal basis) 0fd e76d9dcd 26e643ac 26f1aa90 1aal2978 4b71fc07 22b2d056 14d650b3

G, (normal basis) 064 3e317633 155¢9e04 47ba8020 a3c43177 450ee036 d6335014 34cac978

Table 5.1: Parameter choices for K-233 NIST elliptic curve, where T' is the normal basis type, p(t) the
field polynomial, a the coefficient, ¢ the order, and (G, G,) the hexadecimal coordinates of generator
point G in the polynomial and normal basis, which are two different ways to represent a field [41]

In this chapter, we measure the time complexity and the runtime of the following components of
the partially malicious key release protocol:

Protocol component Description

Setup

Includes the generation of the ElGamal keys and the
set up of the threshold system. For the experimental
analysis, we take the fastest computation as the setup is
done simultaneously.

Enrollment Step 1-7 and Step 9

Capture Step 10

Fetch from table Step 12

Signature verification Step 14 and 15.

Look up Step 16

Addition of scores Step 17

Comparison Step 19 or 20a (for the experimental analysis we take
the fastest computation as the comparisons are done si-
multaneously) and Step 20b.

ZK-Proof comparison Step 22.

Permutation Step 23.

ZK-Proof permutation Step 25.

Addition of key K

Partial decryption

Step 26 or 27. Again, for the experimental analysis we
take the fastest computation as the additions are done
simultaneously.

Step 28.

ZK-Proof partial decryption Step 30.

Full decryption
Key check

Step 31.
Step 32.

Total communication over- | Steps 8, 11, 13, 18, 21, 24 and 29. For simplicity

head

reasons, the communication overhead produced by the
zero-knowledge proofs is already included in the zero-
knowledge proofs themselves.

Table 8.2: Overview of components in the partially malicious key release protocol and which steps in

the protocol they contain

8.2 Computational Complexity

To measure the efficiency of the partially malicious key release protocol, we express the number
of operations of the partially malicious key release protocol in terms of elliptic curve scalar point
multiplications (M) and point additions (A).
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8.2.1 Building Blocks

First of all, we describe the number of multiplications (M) and additions (A) required for several
building blocks of the partially malicious key release protocol.

We define the following functions for the time complexity of an ElGamal setup procedure
(TeG, .14, ), an additively homomorphic ElGamal encryption operation (Tgg,,.), an ElGamal decryp-
tion operation (Trq,,.), an ElGamal ciphertext multiplication (Trg,,,,,), an ElGamal ciphertext
exponentiation (Tgg,,,), a Pedersen commitment computation (Tcomp, ..., ), @ computation of a
Schnorr signature (7. Schnorrsig) and a computation of a Schnorr verification (Tschnorr,., ):

TEG.cru, =M (8.1)
Tee,.. =3M + A (8.2)
Teg,,. =M+ A (8.3)
TEG ., = 24 (8.4)
Tga,,, =2M (8.5)
TCompegersen = 2M + A (8.6)
Tschnorryy, = M + A (8.7)
TSchnorrye, = 2M + A (8.8)

An invocation of the Basic Coin Tossing protocol includes 2 commitments. Since we use Pedersen
commitments in this work, we define the computational complexity of the Basic Coin Tossing protocol
as:

Tser = 2Tcomp... =AM + 24 (8.9)

The Augmented Coin Tossing protocol consists of 2 commitments, 1 invocation of the Basic Coin
Tossing protocol and 2 invocations of the Authenticated Computation protocol. Since we use Pedersen
commitments and Y-protocols, we can express the cost of a single invocation of the AC Protocol for
the ACT protocol as Tac = 5M + 3A. We now express the cost of the ACT protocol as:

Tact = 2TCompegersen + IBOT +10M + 6A

8.10
= 18M + 104 ( )

8.2.2 Protocol Components

Using the computational costs of the building blocks, we can describe the complexities of the compo-
nents of the partially malicious key release protocol as defined in Table 8.2 as follows:

Setup: Both the server and sensor generate their own public key (2 scalar point multiplications)
and upon receiving the public key of the other party they exponentiate the public key received from
the other party by their own secret key (2 scalar point multiplications) to obtain the shared public
key. However, since the computation of the individual and shared public keys occurs simultaneously,
for the computational cost of the setup, we only include the key computation of one party, hence:

TSerup = 2M (8.11)
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(1-7 and 9) Enrollment: Since templates are encrypted element-wise, we need k2 ElGamal en-
cryptions in Step 2. Since an additively homomorphic EC-ElGamal encryption requires 3 scalar point
multiplications and 1 point addition (see Equation 8.2), the cost for Step 2 can be expressed as Tstep, =
k2. Tgc,,.. Step 3-4 requires 1 additively homomorphic ElGamal encryption, i.e. Tsteps 4 = TEC
In Step 6 and 7 the enrollment party signs 2 Schnorr signatures, i.e. Tsteps_, = 2TSchnorr,;,- S0, We
define the total cost for the enrollment as:

enc”

TEnroll = (k2b + 1){Z—VEC’EHc + QTSchnorrsig - (k2b + 6>M + (k2b + 3)A (812)

(14-15) Signature Verification: We invoke the verification algorithm of the Schnorr Signature
Scheme, twice, so we express the cost of the signature verification step as:

TSigVer = 2TSchnorr1,er =4M + 2A (813)
(16) Look Up: No scalar point multiplications and point additions are performed in this step.

(17) Addition of scores: For the addition of the partial similarity scores, we need to multiply k£ —1
ElGamal ciphertexts with an encryption of 0, so in total we need k ElGamal ciphertext multiplications:

TAddeeores =k TEG 0y =2k A (8.14)

(19-20) Comparison: Similar to the work of Peeters et al. [56], we denote the number of compar-
isons by a = max(S) — ¢. For a single score comparison, first the server and sensor invoke the Basic
Coin Tossing protocol to agree on a random coin used for the encryption of —t — . Then, since the
server and sensor encrypt —t — ¢ simultaneously, only 1 ElGamal encryption of —t — ¢ and 1 ElGamal
ciphertext multiplication (point addition) for the homomorphic addition of [[S]] and [[t — 4]] is needed
for the computation of the comparison cost. For Step 20b, the application of the blinding factor,
the server and sensor first engage in the Augmented Coin Tossing protocol. Subsequently, the server
performs an ElGamal ciphertext exponentiation. We can now define the total cost of the comparison
procedure as follows:

TCompa'm'son = O‘(TBCT + TEGenc +A+ TacT + TEGSI,,) (8 15)

= a(27TM + 144) ’
(22) ZK-Proof Comparison: A single invocation of the adapted equality of exponents proof from
Figure 6.8 requires 11 scalar point multiplications and 5 point additions, so:

TZK_PT'OOfCom,parison = Oé(llM + 5A) (8'16)

(23) Permutation: Recall from Equation 6.4 that the shuffling of « ciphertexts is performed as:
(0%

(0%

Cl = (g;,,m}) = (gS'ng‘?”,mS"Hm?”) (mod p), where 1 < ¢ < «. Since permutation matrix
Jj=1 Jj=1

A;; contains zeros and ones, we do not perform the exponentiations of gfji and m;‘ji, but we loop

through the matrix and take the respective values of g7 and m? for which the matrix contains a zero

on the corresponding positions. Therefore, we only need 2« scalar point multiplications and 2« point

additions:
TPermutation = 2a(M + A) (817)

(25) ZK-Proof of Permutation: According to Furukawa et al. [24], the most optimal implemen-
tation of the permutation proof requires 15« ciphertext exponentiations. For the ciphertext multipli-
cations, we assume the worst case scenario, as we do not have investigated optimization methods for
the corresponding operations in the permutation proof. For the prover side, 2(a 4+ 4) + 2« = 4 + 8
point additions are needed and (a+4)+ 1+ (¢ —1) +2a+ 2a = 6+ 4 point additions for the verifier
side, hence:

T2k — Proofyemurassen. = 15aM + (10a 4 12) A (8.18)
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(26/27) Addition of key K: For a single multiplication of an element of [[C"] with [[k]], «
invocations of the Basic Coin Tossing protocol and « ElGamal ciphertext multiplications are needed,
since Step 26 and 26 are performed simultaneously by the server and the sensor. Hence, in total, the
cost can be expressed as:

TAddK = Q(TBCT + TEGmult) = 40[(M + A) (819)

(28) Partial decryption: Recall from Equation 4.3 that a single partial decryption requires 1
integer exponentiation, so in total « scalar point multiplications are needed:

Tp, =aM (8.20)
(30) ZK-Proof partial decryption: Recall from Equation 6.8 that the server and sensor engage
in the following zero-knowledge proof: PK{(a) : ¢} = ¢ A pk,, = ¢* | V¢’ = [Bi],c = [[Bi]]}. A
single invocation of the equality of exponents proof of Figure 6.5 for the current proof requires o + 1

scalar point multiplications at the prover side, and 2(« + 1) scalar point multiplications and 2« point
additions at the verifier side, so:

Tz —Proofp, = 3(a+ 1)M +2aA (8.21)
(32) Full decryption: We need « decryptions, so:
Tp, =a-Tgag,.. = a(M + A) (8.22)
(32) Key check: No scalar point multiplications and point additions are performed in this step.

Total: We can conclude that the total computation complexity of the partially malicious key release
protocol can be expressed as:

TPMKR = TSetup + TEnroll + TSigVer + T’AddscmeS + TComparison + TZKfproofcompm.ison
+ TPermutation + TZKfProofpcrmut,,,tinn + TaddK + TD1 + TZK*PTOOfpl + TD2 (823)
= (2% + 64 + 15)M + ((2° + 2)k + 37a + 17)A

As mentioned in Section 2.2.3, scalar point multiplications can be done using the double-and-
add method. Since we work with elliptic curve K-233, we can express the cost of a single scalar
point multiplication as 233(A + D) in the worst-case scenario, where D denotes the number of point
doublings [63]. However, more efficient methods exist to perform scalar point multiplications, but we
will not go into further detail. For more specifics, we refer to the works of Aranha et al. [4], Lim et
al. [44] and Bartolini et al. [6],

8.3 Communication Complexity

We also take note of the communication complexity of the partially malicious key release protocol,
which we will express in the number of bits required for the message transfers. Since we work with
elliptic curves, we denote the size of a curve element as Cejepment and the size of an ElGamal ciphertext
as Cra.,,n = 2Celement- In case a value is an element of Z,, we denote its size by lg|. The size of
AESk (1) depends on the chaining mode used in AES, hence we will leave the notation of its size as
|AESk (1)|. Furthermore, recall that u is the identity claim a sensor device makes, (2°, k) the size of a
biometric template, o the number of comparisons a server performs, and m the soundness parameter
in the zero-knowledge proofs.
First of all, for the enrollment phase, we can express the communication complexity as:

Cenroll = |m| + "Il| + |U(m)| + |0(n)|
= |ul + k2" CrGopn + |ul + CBG.p, + |AESK(1)] + [g] + |l (8:24)
=2Ju| + (k- 2" + 1)Cgq..,, + |AESk(1)] + 2|q|

ciph
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Analogously, we can express the communication complexity of the verification phase as:

STl = Crceipn (8.25)

[[C]]] = a- Crq (8.26)

ciph

|ZK-Proof([[C"]], [[C]))| = a(3Cxaq,,,, +m + 2|q|) (8.27)

ciph

[CNl = o Cra (8.28)

ciph

12K ~ Proof (O] [G'])] = 3Cr..p, + 2lal + (o + DCrcup +alal +2al oo
= (a +4)(CEG.ip + )
B = Cre.,, (8.30)
|ZK-Proof([[B]], [B])| = (a+ 1)Ca,.,, +m + 4] (8.31)
Cloerification = |u| + [m| + |n| + [o(m)] + o(n)] + [[[S]]] + [[[C]]] + |ZK-Proof([[C"]], [[C]))|
+[[[CN)] + |ZK-Proof([[C1], [[C"1))] + |[B]| + [ZK-Proof([[B]], [B])]
= ‘u| + 2|’LL| + (k : 2b + 1)CEGciph, + |AESK(1)| + 2|Q| + CEszph (8.32)

+ - Cpa.pn +2BCEa,,,, +m+2[g]) + - Cpe
+ (@ +4)(Cra..,, + l4l) + - Cra,,,, + (a+1)Crg
= 3Ju| 4+ |AESk (1)| + B8a + 7+ k- 2°)Crg

ciph

cipn T M+
+ (a+1)m+ (Ba+T7)lg|

ciph

In our implementation, we use the K-233 elliptic curve, hence, the size of an element Cejement = 233
bits and |g| = 233 bits. Furthermore, we have used AES-CTR, hence |AESk(1)] = 32 bits and we
have set the soundness parameter m = 80. Therefore, in the current context, we can express the
communication complexity (in bits) of the enrollment and verification phases of the partially malicious
key release protocol as:

Conront = 2|u| + (k- 2° +1)466 + 32 + 466 (.33)
= 2|u| + 466k - 2° + 958 '
Cloerification = 3u| + 32+ (8a+ 7+ k - 2°)466 + ( + 1)80 + (3 + 7)233

, (8.34)
= 3|u| 4 4507a + 466k - 2° + 5005

8.4 Experimental Analysis

For the purpose of an experimental performance analysis of the semi-honest and partially malicious
key release, we have implemented proof-of-concepts for both protocols using the system setup as
described in Section 8.4.1. In Section 8.4.2, we describe the different parameter sets and the results
we obtained from running the experiments.
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8.4.1 System Setup

The runtime experiments have been conducted on a Windows 10 (64 bit) system with an Intel Core i7-
7700HQ CPU @ 2.80 GHz processor and 16.0 GB RAM, running an Ubuntu 16.04 subsystem. For the
implementation of all the protocols in this work, we use the C4++ version of libscapi [2], which can be
found on https://github.com/cryptobiu/libscapi. Libscapi [2] provides a range of cryptographic
primitives and tools, such as an implementation of the ElGamal cryptosystem, commitment schemes
and zero-knowledge proofs, which are used in this work. The code of the protocol implementations in
this work is available on https://github.com/Ruth1993/thesis. For instructions on how to install
the code and its dependencies, we refer to Appendix G.

On the current system, measured over 1000 samples, an encryption using elliptic curve K-233
takes on average about 450 us, a decryption takes about 230 us, a homomorphic addition (ciphertext
multiplication) about 545 ps and a scalar multiplication (ciphertext exponentiation) about 460 us.
Note that a scalar multiplication is relatively fast in the current context, since taking the components
of the ciphertext as elliptic curve points manually and exponentiating these with the correspond-
ing scalar factor appears to be faster than the default ElGamal exponentiation functionality in the
implementation of libscapi [2].

8.4.2 Results

Since there are several parameters which determine the total runtime of the semi-honest and partially
malicious key release protocol, we need to define sets of realistic parameters, i.e. feature sets for the
runtime assessment. First of all, according to Peeters et al. [56], the total runtime is dominated by
the comparison operation, which requires o« = max(S) — ¢ score comparisons. Similar to the work
of Peeters et al. [56], for the semi-honest key release protocol, a complete single score comparison
includes one homomorphic addition [[S — ¢ — 4]], one scalar multiplication [[r(S — ¢ — i)]], a partial
decryption [r(S —t—1)] and a full decryption S —t —i. However, since we have added a key release in
this work, we also include the homomorphic addition of the key [[S —t — i+ k]]. Moreover, we include
the permutation function. Although a single comparison result cannot be permuted, we still add the
permutation function to «, since we measure « over multiple comparisons. For the partially malicious
key release protocol, we also include the zero-knowledge proofs for the comparison, permutation and
partial decryption and the communication overhead the zero-knowledge proofs require by sending
[[C1], [[C")] and [B] before the proofs start.

According to Peeters et al. [56], max(S) depends on the number of features k, the quality of the
feature p, the feature quantization parameter b and the step size A for the score quantization function.
Since the focus of this work is not on the biometric part, but rather on the encryption part, we do
not use real or simulated biometric data, but we randomly generate templates and probe vectors. As
a consequence, we disregard the effect of the quality of the feature p on max(S), since in the current
work this parameter is not included. Instead, we include the maximum score for a single partial
similarity score max(s) as parameter influencing max(S), since in this work max(S) is computed as
max(S) = k - max(s). From the work of Peeters et al. [56], we have deducted that max(s) = 6, hence
we will use the same value for the runtime assessment of the partially malicious key release protocol.
Note that since max(S) = k- max(s) in this work, feature quantization parameter b does not have any
effect on max(S). However, as b does influence other parts of the protocol, such as the enrollment, we
still include b as parameter for the runtime assessment.

Threshold ¢ depends on the FAR and FRR. There are several measures to choose ¢ based on the
FAR and FRR [47], but in the work of Peeters et al. [56], ¢ is chosen such that the FAR and FRR
are equal, i.e. there is a trade-off between the number of falsely accepted probe vectors and falsely
declined probe vectors. However, as mentioned earlier, since we do not use real or simulated data, we
are not able to compute the FAR and FRR as in the work of Peeters et al. [56] and thus we cannot
base threshold ¢ upon these rates. However, from field practices by GenKey [1], setting ¢ to about
% of max(S), has been acknowledged as a reasonable threshold considering measures of the FAR and
FRR. Hence, in this work, for each feature set, we fix ¢ = Zmax(S).

Based on the work of Peeters et al. [56], we use the following feature sets for the runtime assessment
of the partially malicious key release protocol:
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k b A max(S) « k b A max(S) «a
fs1 a |21 3 05 126 84 fs2 a |20 3 05 120 80
b 3 1 42 b 3 1 40
c 3 2 21 c 3 2 20
d 4 0.5 84 d 4 0.5 80
e 4 1 42 e 4 1 40
f 4 2 21 f 4 2 20
(a) fs1 (b) fs2

k b A max(S) «

fs3 a |12 3 05 72 48

b 3 1 24

c 3 2 12

d 4 0.5 48

e 4 1 24

f 4 2 12

(c) fs3

Table 8.3: Feature sets describing size of template (2°, k), score quantization step size A, upper bound
of total score domain (max(S)) and number of comparisons («) for different sub feature sets (a, b, c,
e, d, f)
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Figure 8.1: Average runtime over 10 single executions of the partially malicious key release protocol
for feature set fsl

93



8.4. EXPERIMENTAL ANALYSIS CHAPTER 8. PERFORMANCE EVALUATION

175 4 175.3 174.1 173.4

150 A
125 A
100 A 93.8 93.6 94.0 s Setup

B Enrollment
754

Time (in ms)

501

254

Q
o
o
o
[
—

fs2

(a) Enrollment Procedure

Capture

Fetch from table

Signature verification

Look up

Add scores

Comparison

ZK-Proof comparison
Permutation

ZK-Proof permutation

Add key K

Partial decryption
ZK-Proof partial decryption
Full decryption

Key check

Total communication overhead

3649.9 3579.3

— 2500 -
w

m

£ 2000 -

Time (
RRRRARRNINN]

fs2

(b) Verification Procedure

Figure 8.2: Average runtime over 10 single executions of the partially malicious key release protocol
for feature set fs2
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s Setup
B Enrollment

Time (in ms)

(a) Enrollment Procedure

2306.0 Capture

Fetch from table
Signature verification
Look up

Add scores

Comparison

ZK-Proof comparison
Permutation

ZK-Proof permutation

Add key K

Partial decryption
ZK-Proof partial decryption
Full decryption

Key check

Total communication overhead

2000 A

=
w
o
o
L

1000 A

Time (in ms)

500 A

(b) Verification Procedure

Figure 8.3: Average runtime over 10 single executions of the partially malicious key release protocol
for feature set fs3

Figures 8.1, 8.2 and 8.3 show the average run times of 10 protocol runs for each subset a, b, ¢, d, e
and f of the feature sets fs1, fs2 and fs3. The components that have an average runtime of 1ms or less
are labeled as grey, to denote their insignificant effect on the total runtime. We refer to Appendix F
for the concrete runtimes of the individual components of the partially malicious key release protocol
for each feature set.
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Figure 8.4: Performance of « threshold comparisons

As already mentioned before and as can be seen in Figures 8.1, 8.2 and 8.3, the comparison
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operation and thus also a dominates the total runtime of the partially malicious key release protocol.
Figure 8.4 shows how the total runtime of « is related to the number of comparisons performed in the
protocol, compared to the semi-honest protocol by Peeters et al. [56] and the semi-honest key release
protocol. In the semi-honest protocol of Peeters et al. [56], about 250 threshold comparisons per second
can be done. For the partially malicious key release protocol, we can do around 25 comparisons per
second and for the semi-honest key release protocol about 443 comparisons per second.

8.5 Discussion of Results

Regarding the runtime of the partially malicious key release protocol, first of all observe from Figures
8.1b, 8.2b and 8.3b that the total runtime is dominated by the number of comparisons, as already men-
tioned before and similar to the work of Peeters et al. [56]. The comparison operation accommodates
for about 75.0-78.6% of the total verification runtime. We attribute the high runtime for the compar-
ison to the number of invocations of the Augmented Coin Tossing protocol. As can be observed from
Equation 8.10, the ACT protocol is an expensive operation compared to the other building blocks.
If we zoom in further on Figures 8.1b, 8.2b and 8.3b, we can see that also the zero-knowledge proof
of the permutation makes up a significant part of the verification runtime, namely about 11% of the
total verification runtime. The zero-knowledge proof of the comparison accounts for about 4.1-4.4%.
The other components in total account for about 6.1-10.7% of the total runtime.

From Figures 8.1a, 8.2a and 8.3a, we can clearly see that for sub feature sets d, e and f, the total
enrollment runtime is significantly higher than for a, b and c¢. Observing Table 8.3, we can conclude
that this obviously has to do with the choice of parameter b, which determines the size of the template
and thus the number of partially similarity scores that need to be encrypted.

If we consider the individual sub feature sets in the verification phase, we can conclude that ¢ and
f are the fastest for each feature set in terms of verification runtime. For c, the average runtime is
between 638ms and 1027ms and for f the average runtime is between 649 ms and 1045 ms, depending
on the feature sets. This is easily explained by the differences in the values for step size A of the score
quantization. The greater the step size, the fewer comparisons are needed, which can also be derived
from Table 8.3. Similarly, sub feature sets a and d are the slowest, namely their average run times
are between 2208 ms and 3650 ms and between 2306 ms and 3818 ms, respectively. However, in this
chapter we only consider the efficiency of the partially malicious key release, but not its accuracy. In
a realistic setting, efficiency is usually a trade-off with accuracy. In the work of Peeters et al. [56],
quantization parameters b and A have an effect on the accuracy of the system, in the sense that
incrementing b and decrementing A yields a higher accuracy.

Moreover, if we compare the performance of the partially malicious key release protocol to the
semi-honest key release protocol and the semi-honest protocol by Peeters et al. [56] in the context of
the number of « threshold comparisons, we observe that the partially malicious key release protocol
is slower than the other two protocols. Moreover, its speed accelerates as the number of threshold
comparisons increases compared to the speed of the semi-honest key release protocol and the semi-
honest protocol by Peeters et al. [56]. This can be explained by the zero-knowledge protocols and
signature verifications that are included in the partially malicious key release protocol.

Finally, if we compare the semi-honest key release protocol to the semi-honest protocol by Peeters
et al. [56] in terms of the number of threshold comparisons, we can conclude from Figure 8.4 that the
former is faster in terms of verification runtime. Since we have added a key release in the semi-honest
key release protocol, the runtime of the protocol should potentially increase (although maybe not
significantly). We attribute the speed difference to the differences in the implementation and elliptic
curve used.

In a realistic setting, the total verification runtime should be 1s or less in order to satisfy customer
usability. As mentioned earlier, in the semi-honest key release protocol and the semi-honest protocol
by Peeters et al. [56] we can do about 443 and 250 threshold comparisons per second, respectively.
Regarding the feature sets, we can conclude that both protocols are eligible and still not compromise on
accuracy. In the partially malicious key release protocol, however, since we can do about 25 threshold
comparisons per seconds, only fslc, fs1f, fs2c, fs2f, fs3b, fs3c, fs3e and fs3f are eligible. Nonetheless,
these sub feature sets yield a lower accuracy in realistic settings than the other sub feature sets, so a
trade-off between efficiency and accuracy needs to be made.
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Chapter 9

Conclusion

In this work, we presented three protocols for biometric verification, i.e. (1) the semi-honest key
release protocol, (2) the partially malicious key release protocol and (3) the semi-honest one-round
protocol.

The semi-honest key release protocol is an improvement of the semi-honest protocol by Peeters et
al. [56] in the sense that it releases a key upon successful comparison. The key is chosen independently
from the biometric template and homomorphically binded to the comparison result. Using commit-
ment schemes and zero-knowledge proofs, we have enhanced the semi-honest key release protocol in
such a way that it is secure against a sensor device which has been compromised by a semi-honest at-
tacker and a server which has been compromised by a malicious attacker. The semi-honest one-round
protocol is based on the BV-scheme, which supports both homomorphic additions and multiplications
to enable complete comparison on the server side. The semi-honest one-round protocol serves as a
stepping stone for protocols where the sensor device is more likely to be compromised than the server,
since we have only provided a theoretic overview.

In both the semi-honest and partially malicious key release protocol, we found that the bottleneck
in terms of efficiency is the comparison operation, which accommodates for about 75.0-78.6% of the
total runtime of the partially malicious key release protocol. In the semi-honest key release protocol,
we can do about 443 comparisons per second, compared to about 250 comparisons per second in the
semi-honest protocol of Peeters et al. [56]. In the partially malicious key release protocol, we can only
do about 25 comparisons per second. However, since efficiency is usually a trade-off with accuracy, the
partially malicious key release protocol can be practical (< 1s) if we choose certain sets of parameters
for which the accuracy is low.

We conclude that the semi-honest key release protocol is very efficient in realistic settings, but the
partially malicious key release protocol is only practical if the accuracy is low.

9.1 Limitations and Future Work

Regarding the semi-honest one-round protocol, in the current setting, it is not possible to transform
the protocol into a (partially) malicious one in a similar way as the semi-honest key release protocol,
since the BV-scheme does not provide support for zero-knowledge proofs and commitment schemes.
A literature study is needed to search for an approach on how to make somewhat homomorphic
encryption scheme based protocols secure against malicious attackers.

A limitation of the semi-honest and partially malicious key release protocol is the experimental
analysis. In the experimental analysis, we have used randomly generated data, rather than simulated
or real data. That way, feature quality parameter p in the work of Peeters et al. [56] does not play
a role in the partially malicious key release protocol. The performance of both protocols could be
assessed as a future work using the simulated data of Peeters et al. [56], to obtain a more accurate
comparison between the three protocols.

Other improvements of this work regard several performance optimizations on the semi-honest and
partially malicious key release protocol. First of all, the comparison part dominates the total runtime
of both protocols. The protocols can gain efficiency in the comparison of the total score with the
threshold, by using a ciphertext comparison method, such as the work of Peng et al. [14]. Secondly,
in the current setting, we use the K-233 elliptic curve, which is a standard Weierstrass elliptic curve
as chosen by NIST [41]. Other curves, such the New Weierstrass curve or the Twisted Edwards curve
could potentially yield a significant speed up for both protocols. The former curve is 1.4 times and
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the latter is 1.9 times faster than the fastest NIST curve on a 128-bit security level [12].

The most interesting enhancement of this work, however, is the realization of a full malicious key
release protocol. In this section, we will give some pointers for transforming the partially malicious
key release protocol into a full malicious one.

First of all, in order to transform the partially malicious key release protocol into a full malicious key
release protocol, the sensor also needs to prove correct execution of his steps. Prior to the enrollment
and verification procedure, the sensor and server need to engage in a key setup. We propose this key
setup is done in the same way as in the rest of this work. Hence, there will be no proofs in this part,
since we can check later in the protocol if the correct shared public key has been used for encryption.
In the enrollment and verification procedure, some of the steps of the sensor device can be proven
in a similar way as some of the steps of the server. For instance, Step 3 can be performed by the
Augmented Coin Tossing protocol and Step 17 can be performed by enabling the server to compute
[[S]] itself simultaneously, similar to Steps 19 and 26. Please note that malicious behavior in the
biometric domain, such as fingerprint spoofing in Step 1 and 10, is outside the scope of this research,
therefore we will not prove correctness of these steps.

Secondly, recall that the used zero-knowledge protocols in Steps 22, 25 and 30 of the partially
malicious key release protocol are honest-verifier zero-knowledge. For the full malicious key release
protocol, we need zero-knowledge protocols which are secure against either a malicious prover or a
malicious verifier. We propose that the zero-knowledge protocols used in this work are transformed into
non-interactive zero-knowledge proofs, as obtained by applying the Fiat-Shamir heuristic (see Section
2.3.2.2). Recall that the strong variant of the Fiat-Shamir heuristic includes the proof statement in
the hash function [8]. Transforming the zero-knowledge protocols in this work using the strong Fiat-
Shamir heuristic can be done using standard methods of libscapi [2]. Alternative maliciously secure
zero-knowledge proofs can be found in the direction of zk-STARKSs or Bulletproofs, however, more
literature study needs to be undertaken in this domain. The signatures in the partially malicious key
release protocol are instantiated as Schnorr signatures, which are already secure in the random oracle
model [10,62]. Hence, Steps 6, 7, 14 and 15 do not have to be changed.

Finally, what remains is to find a maliciously secure method to prove correct ElGamal encryption
of K under pkgj,,.eq i Step 4, correct AES encryption of 1 under key K in Step 5, a correct lookup
procedure in Step 16 and a correct decryption of [E] under key skgs in Step 31. Step 31 cannot
be performed using the equality of exponents proof, since it requires the server to know E, which
obviously leaks the outcome of the protocol. For Step 4 and Step 31, we propose that an interested
reader looks into the topics of verifiable encryption and decryption.
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Appendix A

Correctness Proof of Semi-Honest
Key Release Protocol

In this section, we will prove that the protocol as depicted in Figure 5.2 correctly computes the
following functionality:

F(5.L) = (K - (S(LookUp(, [[T.]))) > t), 1) (A1)

The sensor device has private input = p. Note that u is not private input of the sensor, since u
is sent to the server in the clear and is thus considered public knowledge. The server has no private
input, hence we denote its input by y =1. Recall that although the lookup tables that T, is comprised
of are public knowledge, T, is encrypted, in order to obfuscate the rows that were selected from the
lookup tables [56]. Hence, T, is no private input of the server, since the server does not own the
secret key to decrypt [[T,]]. Also, [[T,]] is encrypted and thus the encrypted form is considered public
knowledge. The sensor obtains a key based on whether or not the biometric identifier presented to it
was successfully verified. The server has no output.

In Section A.1 we will provide a proof for the correctness of f1(p, L) = K - (Z(LookUp(ﬁ7 [[T.]])) >

t), in other words, the output of functionality f for the sensor device. Then in Section A.2, we
will give a correctness proof for fo(p, L) =1, in other words, the output of functionality f for the
verification server. For the correctness proofs, we will concatenate the enrollment procedure and the
verification procedure (see Figures 5.1 and 5.2) as one protocol computing f.

A.1 Sensor Device

We will prove that the protocol as depicted in Figures 5.1 and 5.2 correctly computes function f (7, L
)= K- (E(LookUp(ﬁ, [[T.]]) > t). As mentioned before, we will concatenate the enrollment and

verification procedure as one protocol computing fs.

Proof. In case the sensor device is Party 1 and the verification server Party 2, let functionality g, , (P, L
) be the intermediate functionality for Party = at Step y resembling the protocol in Figures 5.1 and
5.2. We will prove that at the end of a valid protocol run, g1 22(p, L) = f1(p, L) applies.

Step 1-11: Since Steps 1-11 have no influence on the correctness of functionality g, (P, L), we
assume these steps are carried out correctly in the semi-honest model. More specifically, we assume
that the enrollment party and sensor correctly capture a biometric identifier and that the enrollment
party correctly constructs a valid template using ElGamal, which keeps the elements intact, similar to
the work of Peeters et al. [56]. Also, we assume the sensor correctly chooses k and computes AESk(1).
On the server side, we assume that (u, [[T.]], [k]], AESk (1)) are correctly stored in the database and
correctly fetched from the database upon later retrieval.

Step 12: At this point, we can start defining functionality g, since we have obtained the private
inputs for both parties:

gr12(p, L) = [[5]] = {LookUp(p; [[Tw]])} (A.2)
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However, since the result of the look up procedure yields a vector with encrypted similarity scores,
we can write:

91.12(p; 1) = [[{LookUp(p; T)}]] (A3)

Step 13: Since [[S]] is the sum of all [[s;]] and thus [[S]] = [[X(LookUp(p, T4))]], we can write:

91.13(P, L) = [[E(LookUp(p, Tu))]] (A4)
Step 14: [[S]] is sent to the server and thus we can write:
92.14(P; 1) = [[E(LookUp(p, Tw))]] (A.5)

Step 15: The compare function checks if [[S > t]] by computing [[S—t—i]] for each 0 < i < max(S)—t
and additionally multiplies the corresponding values with blinding factor r;. Therefore we can write

92,15(P, L) = [[ri(X(LookUp(p, T)) — t — i)]] | VO < i < max(S) —¢ (A.6)

See the work of Peeters et al. [56] for the correctness proof of this step.

Step 16: Permutation function « is applied, so we can write:
9216(P, L) = m([[ri(E(LookUp(p, Tw)) — t = 9)]]) | VO < i < max(S) — ¢ (A7)

Step 17: [[k]] and [[AESk(1)]] are fetched from the database, which has no influence on function g,
so therefore we disregard this step.

Step 18: [[k]] is multiplied with the encrypted result set [[C]], which is the outcome of function g
in Step 11, and thus we can write:

g92.18(P, L) = m([[ri(X(LookUp(p, Twy)) — ¢ —4)]]) - [[K]] | VO < i < max(S) —¢ (A.8)
Step 19: Decryption function D; is performed by the server, so we can write

92.19(P; L) = 7([ri(X(LookUp(p, Ty)) — t —4)]) - [k] [ VO < i < max(S) —¢ (A.9)

Step 20: [B] and AESk(1) are sent to the sensor device, but g does not change, and thus the
intermediate function becomes g1 21 = g2,20-

Step 21: Decryption function D is performed by the sensor, so we write

Step 22: 1In the protocol, the sensor checks statement (EIBi : AES-Dp, (AESK(1)) = 1) and in case

it is true, it extracts the corresponding B; as key K. Moreover, we can remove permutation function
7, because it does not influence the result of the key extraction. Therefore, we can write

Gra2(F, L) = K - (EIBZ- : AES-Djs, (AESk (1)) = 1) (A.11)

where B; = K - r;(X(LookUp(p, Ty)) —t — i) for 0 < 4 < max(S) —¢t. Note that B; = K if (HBi :

AES-Dp, (AESK(1)) = 1), since the terms K and X(r;(LookUp(p, T,,)) — t — i) are encoded as powers

of generator g.
Now we can finally prove that fi(p, L) = g1,22(p, L). We first need to make a case distinction:

2. fi(p, L) =0
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For case 1, we can construct the following subproof:

Subproof. In case fi(p, L) = K, the term X(LookUp(p,[[T,]])) > ¢ should be true. Let X; =

ri(E(LookUp(p, Ty,)) —t — i) for 0 < ¢ < max(S) —¢t. We can now state 3X; : X; = 0. Re-
call that X; is encoded as g%, so in case X; = 0, ¢ = 1 and then B; = K. In this case,

3B, : B; = K and thus the term (HBZ» : AES-Dp, (AESK(1)) = 1) is true. Therefore we can conclude
that 91,23(]7, J_) =K = fl(p; J_) O

For case 2, we can construct the following subproof:

Subproof. In case f1(p, L) = 0, the term ¥(LookUp(p,[[Tw]])) > t should be false. Let X; be as
denoted previously. We can now state #X,; : X, = 0. In this case, 3B; : B; = K and thus the term

(HBi : AES-Dp, (AESK(1)) = 1) is false. Therefore we can conclude that g1 25(p, L) = 0 = f1(p, L
). O

A.2 Server

The proof that the protocol as depicted in Figure 5.2 correctly computes function fo(p, L) =L is trivial,
as the protocol does not have any output for the server and thus we can conclude that fo(p, L) =L.
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Appendix B

Security Proof of Semi-Honest Key
Release Protocol

Recall from Definition 3 that a deterministic function f securely computes protocol 7 in the semi-
honest model if there exist probabilistic polynomial-time algorithms, S7 and S5, such that:

{Sl (LL', fl (‘r7 y))}z,ye{o,l}* é {VlEWT(l‘a y)}m,yG{O,l}* (23)

{Sg(y, f2(a77 y))}w,ye{o,l}* é {V|EW§(I, y)}w,ye{o,l}* (24)

where |z| = |y| and fi(x,y) and fo(z,y) are the outputs of Party 1 and 2, respectively.
Recall from Equation A.1 that functionality f for inputs x = p'and y =L is defined as follows:

J(7.L) = (K - (S(LookUp(7 [[Tu]])) > t), 1) (A1)

In order to obtain a full proof on the security of the key release protocol from Section 5.2 in the
semi-honest model as defined in Definition 3, we need to distinguish between two cases and prove their
security separately:

(a) The server is honest and the sensor device is compromised by a semi-honest attacker

(b) The sensor device is honest and the server is compromised by a semi-honest attacker

For case (a), we proof Equation 2.3 to show that the protocol is secure against a semi-honest sensor
device, where we assume the sensor device has been compromised by a semi-honest attacker and the
server is honest. Subsequently, for case (b) we perform a similar proof for Equation 2.4 where we
assume the server is compromised by a semi-honest attacker and the sensor is honest. For the security
proofs, we will concatenate the enrollment procedure and the verification procedure as one protocol
computing f.

B.1 Case (a)

Proof. Assume that the sensor device is Party 1 and let f{(p, L) be the functionality that is computed
by Sj. Similar to Peeters et al. [56], we assume that the sensor device is located in an off line setting
and the sensor device follows the protocol, so Steps 1-7 were performed in an honest setting.

Observe that if the term X(LookUp(p, [[T4]])) > t is true, then f(p, L) = K, else f(p,L) =0
(false). Hence, for the verification procedure from Step 8 onwards, we need to distinguish between
two cases:

For both cases we need to prove that S; is computationally indistinguishable from the real model
view.
In case f1(p, L) = K, we can construct the following subproof:
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Subproof. For Sy, in Figure 5.2, replace messages u and [[S]] in Steps 9 and 14 with «’ and [[S]],
respectively, such that S’ = max(S). Now [[S” > ¢]] holds and thus 3B} : B, = K. We can therefore
state that f{(p, L) = K = f1(p,L). The sensor device knows max(S), because it is a public value.
Also, both the sensor device and the verification server have encryption keys pk,; req @0d pk,,, so the
sensor is able to encrypt S’ in polynomial time. Therefore, we can state that S; is a polynomial-time
algorithm. O

In case f(p, L) =0, we can construct the following subproof:

Subproof. For Si, in Figure 5.2, replace messages v and [[S]] in Steps 11 and 14 with «' and [[S"]],
respectively, such that S’ = min(S). Now [[S’ < t]] holds and thus AB! : B, = K. We can therefore
state that f(p, L) =0 = f1(p,L). Similar to the previous case, the sensor device knows min(S) and
is able to encrypt S’ and Bin polynomial time and thus .S; is a polynomial-time algorithm. O

For both cases, we can state that ElGamal is secure under a chosen plaintext attack [62] and that
the sensor does not possess skspqareq due to the threshold encryption system, thus Sy is computationally
indistinguishable from the real model view. We can therefore conclude that Equation 2.3 holds and
thus a compromised sensor device is not able to learn anything during the protocol run, except from
its own input and output value. ]

B.2 Case (b)

Proof. Assume that the server is Party 2 and let Sy be the algorithm that computes f}. In Figure
5.2, replace messages [[T,]],[B] and AESk (1) in Steps 11 and 20 with [[T7]],[B"] and AESk (1),
respectively, such that f}(p, L) = fo(p, L) =L. Since the verification server has no output (L), we
can choose T;,B" and K’ randomly and encrypt these. This can all be done in polynomial time,
since the server knows pk,,..q and pk,,. In all cases, fi(p, L) = f2(p, L) =L holds. Again, since
ElGamal is secure under a chosen plaintext attack [62] and the server does not possess skspareq due
to the threshold encryption system, Sy is computationally indistinguishable from the real model view.
We can therefore conclude that Equation 2.4 holds and a compromised verification server is not able
to learn anything during the protocol, except from its own input and output value. |
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Requirements Proof of Semi-Honest
Key Release Protocol

We will prove the protocol in Figure 5.2 complies to the following requirements:

1. The verification server should not be able to learn anything about key K.

2. K should be consistent for every biometric probe p’ belonging to the same identity u.

C.1 Requirement 1

Proof. In Step 3 of the enrollment procedure (see Figure 5.1), an integer k €r Z, is chosen which is
first encoded as K < g¢*. Subsequently, K is encrypted using ElGamal in Step 4. Since ElGamal is
secure under a chosen plaintext attack [62], keys Ky, ..., K;,, in the database at the server side will be
computationally indistinguishable and thus the verification server will not be able to learn anything
about K. |

C.2 Requirement 2

Theorem C.2.1. Given two biometric probes p and p_7 where w = u'. If S >t and S" >t applies,
then K = K'.

Proof. We can distinguish between two cases:

1
<1

1 =p

# P

l

~

2

Sy

For both cases, we have the following protocol emulation of Figure 5.2 for 1;’ :
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Sensor Device Verification Server
(8) u,p’ + Capture()

(10) [[T]] < FetchTemplate(u)

(12) [[s7]] + LookUp(#', [[T.]))

k—1
(13) [[9]] <= [0+ > sil]
=0

~[[&]]
20) (LE'],AESK/(1)>

(21) B’ + Dy([B")

(22) HB; : AES—DB; (AESK/(l)) =1

= S' >

Figure C.1: Emulation of protocol from Figure 5.2 for 157

In case p' = p_7 , we can construct the following subproof:

Subproof. Case 1 seems trivial, since p = p_" . The only non-triviality is in the permutation function
of Step 16. If 7 = p/, then [[C5]] = [[C5]] in Step 15. Due to the permutation, [[C},]] = [[Cy]] holds
after Step 16. However, since v’ = u, it follows that ([[k']], AESk- (1)) = ([[k]], AESk (1)) in Step 17.
Combining the previous statements, we can conclude that 3B;, B; : B, = B; in Step 18 and thus
K =K. ]

In case p# ;;’ , we can construct the following subproof:

Subproof. In Step 15, the server computes [[C]]. Since we assume that S’ > ¢ and S > ¢, it means
that EC_”]‘ =0 and 3C; = 0 after Step 15. Due to the permutation, EIC_,"n =0 and 3C,, = 0 holds after
Step 16. Since v’ = wu, it follows that ([[¥']], AESk+(1)) = ([[¥]], AESk (1)) in Step 17. Combining the
previous two statements, we can conclude that 3B;, B; : B, = B; in Step 18 and thus K’ = K. O
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Appendix D

Correctness Proof of Partially
Malicious Key Release Protocol

In this section, we will prove that the protocol as depicted in Figure 6.7 correctly computes functional-
ity f(7, L) = (K- (E(LookUp(ﬁ, (1T.) = t) , L) as denoted in Equation A.1. First, in Section D.1 we

will provide a proof for the correctness of fi(p, L) = K - (Z(LookUp(ﬁ7 [[T.]])) > t), in other words,

the output of functionality f for the sensor device. Then in Section A.2, we will give a correctness
proof for fo(p, L) =L, in other words, the output of functionality f for the verification server.

D.1 Sensor Device

We will prove that the protocol as depicted in Figures 6.7 correctly computes function fi(p, L) =
K - (2(LookUp(#, [[Tu]])) = t).

Proof. In case the sensor device is Party 1 and the verification server Party 2, let functionality g, , (9, L
) be the intermediate functionality for Party = at Step y resembling the protocol in Figure 6.7. We
will prove that at the end of a valid protocol run, g1 32(p, L) = f1(p, L) applies.

Step 1-13: Since Steps 1-13 have no influence on the correctness of functionality g, , (7, L), we
assume these steps are carried out correctly in the semi-honest model. More specifically, we assume
that the sensor correctly captures a biometric identifier and it correctly constructs a valid template
using ElGamal, which keeps the elements intact, similar to the work of Peeters et al. [56]. Also, we
assume the sensor correctly chooses k and computes AESk (1) and signatures over m and n. On the
server side, we assume that m, n, o(m) and o(n) are correctly stored in the database and correctly
fetched from the database upon later retrieval.

Step 14-15: At this point, we can start defining functionality g as follows:

1 if Verify(m, o(m)) = true A Verify(n,o(n)) = true

. (D.1)
1 otherwise

g115(0, L) = {

Both verifications should be successful, otherwise the sensor aborts the protocol and the output

for the sensor is L. Observe that at this point, the output for g; 15 is always L, since no computations
have been made yet.

Step 16: The sensor performs a look up procedure between p and [[T,]], so can define g at this
point as follows:

(D.2)

s L) = {LookUp(ﬁ, [([T.]]) if Verify(m, o(m)) = true A Verify(n,o(n)) = true

1 otherwise

However, since the result of the look up procedure yields a vector with encrypted similarity scores,
we write g1,16 as follows:
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[[LookUp(p, T4,)]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true

. (D.3)
1 otherwise

gl,lG(ﬁ,J—) = {

Step 17: Since [[9]] is the sum of all [[s;]] and thus [[S]] = [[E(LookUp (D, [[T4]]))]], we can write:

. ¥ (LookUp(p, T, if Verify(m,o(m)) = true A Verify(n,o(n)) = true
(L) = {u (LookUp(. T.,))] y(m, o(m)) y(n,o(n)) (D.4)
1 otherwise
Step 18: [[S]] is sent to the server and thus we can write:
. Y (LookUp(p, T, if Verify(m, o(m)) = true A Verify(n,o(n)) = true
pora(F L) = {n (LookUp(. T.,))]] y(m, o(m)) y(n,(n)) 0.5
1 otherwise

Step 19/20a: Recall that compare function Compare” checks if [[S > t]] by computing [[S — ¢ — 7]]
for each 0 < i < max(S) —t without blinding factor r;. Therefore we can define the following function
for the sensor and server in Steps 19 and 20a:

. [[X(LookUp(p, Ty,)) —t — i]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true
9{1,2},{19,20(1}(19, i) = N otherwise

(D.6)
for 0 <i < max(S) —t.

Step 20b: For the server side of the compare function, we multiply the blinding factor r; with the
outcome of gr1 2} 19,204} and thus we can define the following function:

[[ri(X(LookUp(p, Ty)) — t — i)]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true
L otherwise

g2,200(P, L) = {

(D.7)
for 0 <i < max(S) —t and r; €r Z,.
See the work of Peeters et al. [56] for the correctness proof of this step.

Step 21: The server sends [[C]] to the sensor and thus we write:

1o (7, L) = {[[7“1-(E(LookUp(ﬁ7 T,)) —t—1)]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true

1 otherwise
(D.8)
for 0 <i < max(S) —t and r; €g Z,.
Step 22:
[ri(X(LookUp(p, Ty,)) — t —4)]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true
91,2} ,22(0, L) = A ZK-Proof([[C"]], [[C]]) = true

1 otherwise
(D.9)
for 0 <4 <max(S) —t and r; €g Z,.

Step 23: Permutation function 7 is applied, so we can write:

7([[r: (E(LookUp(p, Tw)) — t — i)]]) if Verify(m, o(n})) = Erue A Verify(n,o(n)) = true
92.23(p, L) = A ZK-Proof([[C"]], [[C]]) = true
1 otherwise

(D.10)
for 0 <i < max(S) —t and r; €r Z,.
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Step 24: The server sends [[C7]] to the sensor, and thus we can define the following functionality:

7([[r: (E(LookUp(p, Tw)) — t — i)]]) if Verify(m, o(m)) = true A Verify(n,o(n)) = true
gr24(p, L) = A ZK-Proof([[C™]], [[C]]) = true
1 otherwise
(D.11)
for 0 <i < max(S) —t and r; €g Z,.
Step 25:
m([[r:(E(LookUp(p, Tv)) —t —9)]]) if Verify(m, a(riz )= E ue A Verify(n,o(n)) = true
Loy A ZK-Proof([[C"], [C’]]) = true
gapas(Pr L) = A ZK-Proof([[C], [[C7]]) = true
il otherwise

(D.12)
for 0 <i < max(S) —t and r; €g Z,.

Step 26/27: The sensor and server multiply the result of Step 23 with [[£]], which has been fetched
from the database and sent to the server in Steps 12 and 13. We can define the following functionalities
for the sensor and server:

7([[r: (E(LookUp(p, Tw)) — t —9)]]) - [[¥]] if Verify(m, o(m)) = true
A Verify(n,o(n)) = true

9{1.2}, (26,27} (P, L) = A ZK-Proof([[C7]], [@]) = true
N ZK-Proof([[C]], [[C"]]) = true
1 otherwise
(D.13)

for 0 <i < max(S) —t and r; €Er Z,.

Step 28: The server performs partial decryption function D; and so we can define g as follows:

7([ri(E(LookUp(p, Ty,)) —t —i)]) - [k] if Verify(m, o(m)) = true
A Verify(n,o(n)) = true
ginll

—

92,28(P, L) = A ZK-Proof ([[C"]], [[C]]) = true  (D.14)
A ZK-Proof([[C]], [[C"]]) = true
1 otherwise

for 0 <i < max(S) —t and r; €g Z,.

Step 29: The server sends [é] to the sensor, and so we can define g at this point as:

7([ri(E(LookUp(p, Ty)) — t — i)]) - [K] if Verify(m, o(m)) = true
A Verify(n,o(n)) = tru
g120(P, L) = A ZK—Proof([[q 1, [[C_"H) =true (D.15)
A ZK-Proof([[C]], [[C ]
L otherwise

—

]) = true

for 0 <4 < max(S) —t and r; €g Z,.
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Step 30:

7([ri(E(LookUp(p, Tw)) — t — 0)]) - [K] if Verify(m, o(m)) = true

A Verify(n,o(n)) = true
01121500 L) = A ZK-Proof( g’}] [LC]]) true (D.16)

(e,

N ZK-Proof([[ J]’ [[ﬁ ’]]) = true
A ZK-Proof([[B]], [B]) =

1 otherwise

for 0 <4 < max(S) —t and r; €g Z,.

Step 31: The sensor performs decryption function D5, and so we can define g at this point as follows:

m(r;(E(LookUp(p, Ty)) —t — 1)) - k if Vern‘y(m o(m)) = true
) =

g131(p, L) =

1 otherwise

for 0 <i < max(S) —t and r; €g Z,.

However, we can reduce g; 31 to the following function, since all the signature verifications and
zero-knowledge proofs should have succeeded in order to reach the protocol at this point and thus
there is no case distinction anymore:

91,319, L) = 7(r;(E(LookUp(p, Ty)) —t — 7)) - k (D.18)

Step 32: In the protocol, the sensor checks statement (EIBi : AES-Dp, (AESK(1)) = 1) and in case

it is true, it extracts B; as key K. Moreover, we can remove permutation function 7, because it does
not have influence on the result of the key extraction. Therefore, we can write:

gra1(p, L) = K - (EIBi . AES-Dy, (AES (1)) = 1) (D.19)

where B; = K - r;(3(LookUp(p, T)) —t — i) for 0 < ¢ < max(S) —t.

Observe that g 31 is similar to g1 22(p, L) in the correctness proof of the semi-honest key release
protocol of Appendix A. We will therefore rely on the corresponding correctness proof, so we can
conclude that g1 31(p, L) = f1(p, L) holds. [ |

D.2 Server

Similar to the semi-honest key release protocol, the proof that the protocol as depicted in Figure 6.7
correctly computes function fo(p, L) =L is trivial, as the protocol does not have any output for the
server. Thus we can conclude that fo(p, L) =1.
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Security Proof of Partially
Malicious Key Release Protocol

As mentioned before in Section 6.2.3, in order to prove the key release protocol from Section 6 is
secure in the partially malicious model as defined in Definition 6, we first prove the corresponding
protocol is secure in the semi-honest model. Hence we consider the following two cases:

(a) The server is honest and the sensor device is compromised by a semi-honest attacker

(b) The sensor device is honest and the server is compromised by a semi-honest attacker

Subsequently, giving an argumentative proof using the GMW compiler, we will prove security
of the corresponding key release protocol in the partially malicious model, i.e. security against a
semi-honest sensor and a malicious server. Hence, we consider the following case:

(¢) The sensor device is compromised by a semi-honest attacker and the server is compromised by
a malicious attacker

Recall from Definition 3 that a deterministic function f securely computes protocol 7 in the semi-
honest model if there exist probabilistic polynomial-time algorithms, S7 and S5, such that:

{S1(x, f1(2,9)}ayetonys = {VIEWT (z,9)}2 yef0,1}+ (2.3)

{S2(y, fo(2,9)) Yamerony = {VIEWS (2,9)} e yefo1)- (2.4)

where |z| = |y| and fi(x,y) and fo(z,y) are the outputs of Party 1 and 2, respectively.

In other words, there exists an algorithm or simulator \S; for ¢ € {1, 2} in the ideal model execution
of m that is, given the input and the output of S;, computationally indistinguishable from the view of
Party ¢ in the real model execution of 7 [45].

As mentioned in Appendix B, the sensor device has private input x = p and the server has no
private input, hence we denote its input by y =L. We define function f as follows:

F5, L) = (K - (2(LookUp(@, [[Tu]])) = t), 1)

The sensor obtains a key based on whether or not the biometric identifier presented to it was
successfully verified. The server has no output.

E.1 Case (a)

Proof. Assume that the sensor device is Party 1 and let f{(p, L) be the functionality that is computed
by S1. Note that if the term X (LookUp(p, [[T4]])) > t is 1 (true), then f1(p, L) = K, else fi(p, L) =0
(false). Hence, for the verification procedure from Step 10 onwards, we need to distinguish between
two cases:

2. filp,L)=0

74



APPENDIX E. SEC. PROOF OF PART. MAL. KEY RELEASE PROTOCOL E.2. CASE (B)

In case f1(p, L) = K, we can construct the following subproof:

Subproof. For Sy, in Figure 6.7, replace messages m = (u, [[T4]]),n = (u, [[k]], AESk(1)),u and [[S]]
in Steps 8, 11 and 18 with m/' = («/, [[T,]]),n = (', [[K']], AESk/ (1)), v’ and [[S’]], respectively, such
that S’ = max(S). Moreover, replace challenges ¢ for the zero-knowledge proofs in Steps 22, 25 and
30 with challenges ¢/. Since the challenges do not have any influence on S’, they can be chosen
uniformly at random. Now [[S" > ¢]] holds and thus 3B} : B = K. We can therefore state that
fip, L) = K = f1(p,L). The sensor device knows max(S), because it is a public value. Also, both
the sensor device and the verification server have encryption keys pk,;qreq and pkg,, so the sensor is
able to encrypt S’. We can state now that S; is a polynomial-time algorithm. (]

In case f(p, L) =0, we can construct the following subproof:

Subproof. For S, in Figure 5.2, replace messages m = (u, [[Ty]]),n = (u, [[k]], AESk (1)), v and [[S]]
in Steps 8, 11 and 18 with m’ = («/, [[T.]]),n = (v, [[k']], AESk-(1)),u and [[S']], respectively, such
that S” = min(S). Moreover, replace challenges ¢ for the zero-knowledge proofs in Steps 22, 25 and
30 with challenges ¢/. Since the challenges do not have any influence on S’; they can be chosen
uniformly at random. Now [[S’ < t]] holds and thus #B/ : B, = K. We can therefore state that
f1(@, L) = 0= fi1(p,L). Similar to the previous case, the sensor device knows min(S) and is able to
encrypt S’ and thus S; is a polynomial-time algorithm. O

For both cases, we can state that ElGamal is secure under a chosen plaintext attack [62] and that
the sensor does not possess skgpareq due to the threshold encryption system, thus S is computationally
indistinguishable from the real model view. We can therefore conclude that Equation 2.3 holds and
thus a compromised sensor device is not able to learn anything during the protocol run, except from
its own input and output value. |

E.2 Case (b)

Proof. Assume that the server is Party 2 and let Sy be the algorithm that computes f}. In
Figure 6.7, replaces message m = (u,[[TJ]]);n = (u,[[k]],AESk(1),[[C]],[[C"] and [B] in
Steps 13, 21, 24 and 29, with m/ = (u/,[[T,]),n" = (,[[]], AESk: (1)), [[C"]],[[C"]] and [B],
respectively, such that f5(7, L) = fo(p,L) =L. Note that messages [[C"]],[[C"]] have already
been defined previously in Steps 24 and 20b of Figure 6.7. However, in this context, they mean
the replacement messages of Steps 21 and 24 in the security proof of the partially malicious
key release protocol. Moreover, replace commitments Comgtep22, Comgiepos and Comgiepsp and
response messages Respg;cp 00, Respgicpos and Respg,,,3o that the server sends in the zero-knowledge
proofs of Steps 22, 25 and 30 with Com,StchQ? Com'Step%,Com'Steng,Resp/Stepm,Resp’Step% and
Respsyepso: such that fi(p, L) = fo(p, L) =L. Since the verification server has no output (L),
we can choose ulvTuvK/aé'lvc;;/aBaa CometcpZQ? Come'tepQSvcome'tepSO?Respfgtep227Respf‘3tep25 and
ReSPIStepso uniformly at random, which can be done in polynomial time. Observe that choosing
U/,Tu,K/,él,@/,é, Come'tepQQ? Comgtep257comf‘5tep30’ RespfS'tepZQa Respfs'tep25 and RespfS'tep30 such
that all the signature verifications and zero-knowledge proofs will succeed or one or more fails is not
important, since in all cases f5(p, L) = f2(p, L) =L holds. In the former case, f4(p, L) will output
L, since there is no output for the server and in the latter case, the sensor aborts the protocol
prematurely, so the server outputs L as well. Again, since ElGamal is secure under a chosen plaintext
attack [62], and the server does not possess skgparea due to the threshold encryption system, So
is computationally indistinguishable from the real model view. We can therefore conclude that
Equation 2.4 holds and a compromised verification server is not able to learn anything during the
protocol, except from its own input and output value. |

E.3 Case (c)

Proof Sketch. Let the partially malicious key release protocol be defined as 7. Recall from Section
6.1.1 that the GMW compiler consists of three stages: the Input Commitment protocol, the Coin
Generation phase and the Protocol Emulation.

First of all, the Input Commitment protocol is not needed in this setting. The sensor device is
not malicious and thus does not need to commit to its input. The server might be malicious, but
does not have any input to commit to. For the Coin Generation phase, the Augmented Coin Tossing
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protocol is used. Since the sensor is not malicious, it does not need to toss random coins. We treat
the random blinding factors as generated in the comparison function through the Augmented Coin
Tossing protocol as the random coins used by the server.

Note that since the sensor is semi-honest in the worst-case scenario, we rely for its steps on the
security proof of Section E.1 and thus we will only regard the steps taken by the server.

Now for the protocol emulation, we prove each step of the server secure in the malicious model as
follows.

Step 9: No direct proof is needed for the table storage, since the sensor device will detect later in
Steps 14 and 15 malicious behavior of such kind.

Step 12-15: Steps 12-15 are trivial to prove, since they are basically an implementation of two
Schnorr Signature verification schemes. We therefore rely on the works of Abdalla et al. [3] and Ohta
et al. [53], who proved that the Schnorr Signature Scheme is secure against existential forgery under a
chosen message attack in the random oracle model, relying on the hardness of the discrete logarithm
problem and thus secure in a setting where the server is malicious and the sensor (semi-)honest.

Step 19-22: Let the server be Party 1 and the sensor be Party 2 in the current protocol emulation of
the GMW compiler. Recall from Section 6.1.1 that the server has input @ = (aq, s, a3) to function
f() in the Authenticated Computation Protocol, where a; = (u, p!) is the output of the Input
Commitment protocol for secret input value u, ao = (r',w') the output of the Augmented Coin
Tossing protocol and a3 the list of messages Party 1 and 2 have received earlier in the protocol. The
sensor has input 8 = (v}, 4, a3) to the Authenticated Computation Protocol, where 4! = Com(u, p')
and ' = Com(r!,w!) denote the respective outputs of the Input Commitment and Coin Tossing
protocol for Party 2.

The current protocol emulation step is performed 0 < i < j times where j = max(S) — ¢t. As
random coin 7!, blinding factor r; received from the Authenticated Coin Tossing protocol in Step 20b
is used, thus ag; = (r},w}) and §} = Com(r},w). The list of earlier received messages can be denoted
by ag = ((m,n,o(m),o(n)),u,[[S]]). We can define «; and §; now as follows:

a; = ((L, L), (ri,wi), ((m,n,a(m), o (n), u, [[S]])) (E.1)

Bi = (J_, Com(r},wh), ((m,n,o(m),o(n)),u, [[S]])) (E.2)
Additionally, we set f(a;) to g2 20p from Section D.1. Hence,

) [ri(E(LookUp(p, Tw)) — t —4)]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true
fla) L otherwise

_ {[[ri(Z(S —t—1)]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true

L otherwise
(E.3)
In the current context, we can define h(«;) as follows:
h(a) = h(a, ag;, a3) = (Com(u, p'), Com(r},w), as) = (L, Com(r},w), as) (E4)

Now in Step 22, the server and sensor engage in a secure implementation of the Authenticated
Computation Protocol using their inputs «; and 3; and f(a;) and h(a;) [28].
Recall from Equation 6.6 that the zero-knowledge protocol in the current step is defined as:

PK{(¢¥,w) :c1 = c’l'w Acg = cgd) A Com(ry, p;) = g‘”hw} (6.6)

To avoid duplicate notations, we have replaced « and 8 in Equation 6.6 by ¢ and w, respectively.
We assume that the notions of g and h can be learned from their context.
Now observe from Appendix D that
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9{1,2},{19,2011}(15; 1) =

[[Z(LookUp(p, T,)) —t — i]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true
otherwise

{[[ri(Z(S —t—1)]] if Verify(m, o(m)) = true A Verify(n,o(n)) = true

1 otherwise
(D.6)
for 0 < <.
Moreover, observe from Step 22 in Section 6.2.2 that the first component of ElGamal encryption
f(a;) equals ¢; and the second component equals cq, since f(;) = [[C;]. Similarly, the first com-

ponent of ElGamal encryption g(i 2} {19,204} €quals ¢{ and the second component equals cj, since

9{1,2},{19,20a} = [[C"]]. Since 7 is secure in the partially malicious model up to Step 19/20a, f(c;)

can safely be computed from g 2y (19,204} Proving that 3¢ : ¢; = c/{w Ncecy = c;"” now is essentially

equal to proving that Jx : f(«;) = f(z) in the Authenticated Computation protocol.

Additionally, in a more obvious way, as can be observed from Equation E.4, proving that 3, w :
Com(r;, p;) = g*h¥ is essentially equal to proving that 3z : h(a;) = h(z) and h(a;) = 3 in the Authen-
ticated Computation protocol. Yet observe that asg is not included in this part of the zero-knowledge
proof, but has already been included in the proof of f(«;). Also, proving h(«;) in combination with
f(a;) guarantees that the server used the correct blinding factor.

Using AND-compositions to concatenate the previous two statements and given that the zero-
knowledge proof of Equation 6.6 is honest-verifier zero-knowledge [36] (i.e. secure against a semi-
honest sensor and malicious server), we can conclude that Equation 6.6 is a secure implementation of
the zero-knowledge proof-of-knowledge of the current invocation of the Authenticated Computation
protocol and thus 7 is secure in the partially malicious model up to this point.

Step 23-25: Again, let the server be Party 1 and the sensor be Party 2 in the current protocol
emulation step of the GMW compiler. We can define «; and 3; now as follows:

o = (1, 1), @)}, (myn,0(m), o (n), w, [STL[CT) (E:5)

8= (L {Com(r},wh)} (m,n,a(m), o (m).u. (S]], [C]))) (E.6)

Note that in the security proof of Step 19-22, we expressed « and [ for each i separately, but in
Step 23-25, since we only need to invoke the Authenticated Computation protocol once, the second
arguments of « and [ are now sets of the random coins and their commitments, respectively.

We set f(a) to ga,28 from Section D.1, hence,

m([[r:(E(LookUp(p, Tv)) —t —9)]]) if Verify(m,o(m)) = Erue A Verify(n,o(n)) = true

fla)= A ZK-Proof([[C"]], [[C]]) = true
L otherwise
(E.7)
for 0 <i < max(S) —t and r; €g Z,.
We define h(a) as follows:
h(a) = (L, {Com(r},wi)}, a3) (E.8)

Now in Step 25, the server and sensor engage in a secure implementation of the Authenticated
Computation Protocol using their inputs o and 8 and f(«) and h(a) [28].
Recall from Equation 6.8 that the zero-knowledge protocol in the current step is defined as:

PK{(¢,2) : Da([[C"]]) = Da([[C"]]6-10)))} (6.7)
for permutation function ¢ and decryption function D with secret key .
Now observe from Appendix D that

[[ri(X(LookUp(p, Ty)) — t — )] if Verify(m, o(m)) = true A Verify(n,o(n)) = true
1 otherwise

g2.200(p;, L) = {
(D.7)
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for 0 <i < max(S) —t and r; €g Z,.

Moreover, observe from Step 25 in Section 6.2.2 that f(a) = [[C"]] and that 92,200 = [[C]]. Since 7
is secure in the partially malicious model up to Step 22, f;(«) can safely be computed. Proving that
(¢, z) : DL([[C1]) = Dw([[d’]]¢71(i)) now is essentially equal to proving that 3z : f(a) = f(x) in the
Authenticated Computation protocol.

Now proving that 3z : h(a) = h(z) is already implied by the proof of the blinding factor in
Step 22. Since 7 is secure in the partially malicious model up to this point, we can state that
(¢,z) : DL([[C]) = ([[C’]] (iy) is enough to prove 3z : h(a) = h(x).

Now given that the permutatlon proof of Furukawa [24] is honest-verifier zero-knowledge, we can
conclude that Equation 6.7 is a secure implementation of the zero-knowledge proof-of-knowledge of
the current invocation of the Authenticated Computation protocol and thus 7 is secure in the partially
malicious model up to this point.

Step 26-30: Again, let the server be Party 1 and the sensor be Party 2 in the current protocol

emulation step of the GMW compiler. The current protocol emulation step is performed 0 < i < j
times where j = max(S) — t for each element of [B]. We can define «; and 3; now as follows:

0 = (L, 1), (), (Gm, s m), o)., (181 [C), (1) (E9)

B = (L, Com(rl,wb), ((m,n, o (m), o(m)), u, 18], (€] [[€]) (E.10)

Additionally, we set f(a;) to ga,28 from Section D.1. Hence,

7([ri(E(LookUp(p, T)) — t — i)]) - [K] if Verify(m, o(m)) = true
A Verify(n, o(n 2) E
flag) = A ZK-Proof([[C"]], [[C]]) = true
A ZK-Proof([[C]], [[C"]]) = true
L otherwise
(E.11)
w([ri(S =t —19)]) - [K] if Verify(m, o(m)) = true
A Verify(n,o(n)) = tru
= A ZK-Proof([[C"]], [[C]}) = true
A ZK-Proof([[C]], [[C"]]) = true
L otherwise
for 0 <4 <max(S) —t and r; €g Z,.
We define h;(«;) as follows:
h(cy) = (L, Com(r},w'), as) (E.12)

Now in Step 30, the server and sensor engage in a secure implementation of the Authenticated
Computation Protocol using their inputs «; and 3; and f(a;) and h(a;) [28].
Recall from Equation 6.8 that the zero-knowledge protocol in the current step is defined as:

PK{(®) : ¢ = ef Apky, = ¢” | Ve = [Bi],c = [[Bi]]} (6.8)

To avoid duplicate notations, we have replaced « in Equation 6.8 by 1), respectively.
Now observe from Appendix D that
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7([[ri(X(LookUp(p, Tv)) —t —4)]]) - [[K]] ~ if Verify(m,o(m)) = true
A Verify(n,o(n)) = tru
9{1,23.{26,27} (P, L) = A ZK-Proof([[C"], [[é]]) = true
A ZK—Proof([[é}] [[C ]]) = true
1L otherwise
w([[ri(S =t —1)]]) - [[k]] if Verify(m, o(m)) = true
A Verify(n,o(n)) = true
= A ZK-Proof([[C"]], [[C]]) = true
A ZK-Proof([[C]], [[C"]]) = true
1L otherwise
(D.13)

for 0 <i < max(S) —t and r; €g Z,.

Moreover, observe from Step 30 in Section 6.2.2 that the first component of ElGamal encryption
f(a;) equals ¢} and the second component equals ¢}, since f(a;) = [B;]. Similarly, the first component
of ElGamal encryption gy 2y, (26,27} €quals ¢; and the second component equals ¢, since g1 2}, (26,27} =
[[B;]]- Since = is secure in the partially malicious model up to Step 25 and the Step 26 is securely
computed by the sensor device, f;(a) can safely be computed. Proving that 3¢ : ¢] = cllp now is
essentially equal to proving that Jz; : f(a;) = f(z;) in the Authenticated Computation protocol.
Additionally proving in an AND composition that 3¢ : pk,, = g¥ guarantees that 1) = skg,,.

Now proving that 3z; : h(a;) = h(x;) is already implied by the proof of the blinding factor in Step
22. Since 7 is secure in the partially malicious model up to Step 25, we can state that Ji : ¢f = qu is
enough to prove Jx; : h(ay) = hy(x;).

Now given that the zero-knowledge proof of Equation 6.8 is honest-verifier zero-knowledge [36], we
can conclude that Equation 6.8 is a secure implementation of the zero-knowledge proof-of-knowledge
of the current invocation of the Authenticated Computation protocol and thus 7 is secure in the

partially malicious model up to this point.

We can now conclude that the partially malicious key release protocol is secure against a semi-honest
sensor device and a malicious server.
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Appendix F

Runtime Experiments

fsla fslb fslc fsid fsle fs1f
Enrollment:
Setup 1.8456 1.5347 1.8908 2.1941 2.6037 2.312
Enrollment 88.5761 91.9781 93.5658 175.7503 175.087 176.4234
Total: 90.4217 93.5128 95.4566 177.9444 177.6907 178.7354
Verification:
Capture 0.4758 0.4809 0.3884 1.4316 1.3352 1.1848
Fetch from table 0.0195 0.0183 0.0179 0.0457 0.0171 0.02
Signature verification 4.449 4.8746 4.6985 7.3043 7.9145 7.2093
Look up 0.0127 0.019 0.0172 0.0293 0.0214 0.0163
Add scores 5.2294 5.6536 5.5896 10.2699 10.7761 10.5156
Comparison 2849.4352  1499.7727 777.3194 2961.5491 1503.8536  769.775
ZK-Proof comparison 148.7538 81.2169 45.5136 156.0989 83.2564 43.5812
Permutation 42.0334 22.2378 11.523 43.9847 22.0011 11.4023
ZK-Proof permutation 404.9868 205.4843 109.0588  423.0849 202.9254 106.007
Add key K 54.5883 29.542 18.1032 56.1972 30.9924 15.7649
Partial decryption 19.8848 11.3825 5.7822 20.7464 10.9728 5.6115
ZK-Proof partial decryption 54.9224 30.5198 16.5595 56.0222 30.8033 17.7065
Full decryption 21.412 11.3816 5.7851 21.9924 11.8357 6.3229
Key check 1.1377 0.5677 0.3415 1.0118 0.6761 0.4074
Total communication overhead | 39.4002 32.1603 26.092 57.7654 54.2816 49.3271
Total: 3646.741 1935.312 1026.7899 3817.5338 1971.6627 1044.8518

Table F.1: Run times of the different components of the partially malicious key release protocol for

feature set fsl (ms)
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fs2a fs2b fs2c fs2d fs2e fs2f
Enrollment:
Setup 1.7218 2.8872 2.55 3.5162 2.9249 1.8479
Enrollment 92.1256 90.6867 91.4687 171.7671 171.1643 171.5545
Total: 93.8474 93.5739 94.0187 175.2833 174.0892 173.4024
Verification:
Capture 0.5744 0.4823 0.5554 2.4437 1.028 1.7941
Fetch from table 0.0241 0.0161 0.0219 0.0194 0.0211 0.027
Signature verification 4.396 4.686 5.1149 6.9889 7.4365 7.0922
Look up 0.0132 0.0249 0.022 0.0282 0.0172 0.03
Add scores 5.4552 5.7067 5.7542 10.3989 10.5432 10.4635
Comparison 2842.2064 1425.9282 740.9136 2753.6456 1422.3791 735.7225
ZK-Proof comparison 155.3518 78.0624 42.0602 149.2608 78.7346 41.8411
Permutation 41.9649 21.8443 10.983 41.6218 21.527 12.044
ZK-Proof permutation 409.8173 201.7364 103.5704 406.8189 195.1128 105.4092
Add key K 53.1873 31.9572 17.1545 56.2018 31.4675 17.8993
Partial decryption 20.5466 10.6537 5.681 19.851 11.0128 5.7891
ZK-Proof partial decryption 54.2205 29.7226 16.4224 54.7917 29.129 16.5104
Full decryption 21.22 11.2987 6.5984 21.0567 10.9265 6.1187
Key check 1.1131 0.5785 0.3651 1.1537 0.6528 0.2195
Total communication overhead | 39.8203 31.0941 26.3846 55.0034 48.7786 46.1431
Total: 3649.9111 1853.7921 981.6016 3579.2845 1868.7667 1007.1037

Table F.2: Run times of the different components of the partially malicious key release protocol for

feature set fs2 (ms)

fs3a fs3b fs3c fs3d fs3e fs3f
Enrollment:
Setup 2.5552 1.9639 1.4991 1.9305 2.1568 2.121
Enrollment 57.6156 57.5395 57.8499  107.1507  102.8415  107.7588182
Total: 60.1708 59.5034 59.349 109.0812 104.9983  109.8798182
Verification:
Capture 0.4294 0.5954 0.425 0.4939 0.4962 0.535727273
Fetch from table 0.0241 0.0243 0.0169 0.017 0.0194 0.011
Signature verification 3.7049 3.4573 3.3245 5.4318 5.0295 5.323454545
Look up 0.0263 0.0189 0.0138 0.0382 0.0185 0.019363636
Add scores 5.8676 5.7543 5.662 11.2627 10.3694 10.836
Comparison 1720.2473 917.8655  481.7604 1796.2368 876.3824  473.7690909
ZK-Proof comparison 97.0913 50.8254 27.142 99.3711 47.8511 26.669
Permutation 25.2305 13.262 7.2788 25.8592 12.9071 7.036909091
ZK-Proof permutation 237.1475  123.7099  67.3028  233.1225 122.0844  67.19954545
Add key K 34.1287 19.3752 8.8353 37.3154 19.8475 10.02063636
Partial decryption 12.3379 6.752 3.6347 12.4047 6.5552 3.554636364
ZK-Proof partial decryption 34.1335 20.1224 10.4375  34.7791 18.8365 10.55581818
Full decryption 13.3385 6.8135 3.7965 13.5358 6.4025 3.455181818
Key check 0.6412 0.3617 0.215 0.6865 0.2745 0.195
Total communication overhead | 23.7751 20.7256 18.534 35.4853 31.5887 29.33609091
Total: 2208.1238 1189.6634 638.3792 2306.04 1158.6629 648.5174545

Table F.3: Run times of the different components of the partially malicious key release protocol for

feature set fs3 (ms)
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Appendix G

Installation Instructions

Install Instructions:
e git clone https://github.com/Ruth1993/thesis.git

e Install libscapi as on: https://github.com/cryptobiu/libscapi/tree/dev. If it does not
compile, please try https://github.com/Ruth1993/1ibscapi.

e To check if the installation was successful, build and run the tests as on: https://biulibscapi.
readthedocs.io/en/latest/install.html

For the installation of the partially malicious key release protocol, please carry out the additional
steps:

e cd "/libscapi/include/primitives/Dlog.hpp
e Change line 811 and/or line 813 (depending on the OS) to the correct file path or copy

NISTEC.txt

to the specified location. In case folders thesis and libscapi are located in the same folder, change
line 811 or 813 to:

const string NISTEC\_PROPERTIES\_FILE = "../../libscapi/include/configFiles/NISTEC.txt"

e cd ../..

e make

Compile:
e “/thesis

e make

Run: Open 2 terminals and run the protocols as follows:

e Semi-honest Key Release Protocol:

— ./server
or

./server sh

— ./sensor
or

./sensor sh
e Partially Malicious Key Release Protocol:

— ./server mal

— ./sensor mal

The code has been tested and found working on Ubuntu 16.04 with OpenSSL 1.0.2g.
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