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Abstract

Targeting customers based on their interest in order to show personalised advertisements helps
companies to improve their revenue. In the retail setting, for showing personalised advertisements
customer segmentation is done. Existing customer segmentation is carried out at Albert Heijn (AH)
based on business rules.

Existing customer segmentation at AH makes use of only a few features. Manually adjusting the
threshold based on a feature can add customers that are not necessarily interested in a product
into the segment. The goal of the project is to add additional customers to existing customer seg-
ments based on the Expectation Maximization (EM) algorithm. Enrichment of the segment is done
by adding additional features. It is assumed that customers that are interested in organic products
and other customers are drawn from two different Gaussian distributions. The customers are math-
ematically represented as realizations of random variables in a sample space consisting of all the
features and underlying class labels. Based on the mathematical formulation and assumptions, the
algorithm helps to classify if a customer is interested in organic products or not.

In order to show that adding additional features does help to enrich the segment, numerical ex-
periments are carried out on the synthetic data set. The EM algorithm suffers from locally optimal
solutions and the final parameter estimates depend on the starting parameters. So, numerical ex-
periments are set up with different initialization of the parameters of the distribution. Based on the
numerical experiments a number of observations is highlighted. The first observation is that adding
additional features does help to enrich the segment. It is also observed that the EM algorithm fails to
differentiate between completely overlapping clusters. The last observation is that the EM algorithm
works best when initialized based on business rules.

The EM algorithm is further applied on the AH data set. Based on visualising the data it can be
observed that that data points are not linearly separable. Similar to the numerical experiments, it is
observed that when features that are highly correlated to the organic segment are added, the algo-
rithm is able to decrease type 1 and type 2 error and capture most of the relevant customers in order
to enrich the segment. When features that are less correlated to the organic segment are added, the
algorithm gives a higher type 1 and type 2 error.

The problem was formulated mathematically and a framework is provided in order to segment and
enrich existing customer segments. It can be concluded that adding additional features that are
correlated with the organic customers based on business rules helps to enrich the segment. The
EM algorithm is set up which is a soft clustering algorithm and the output is easy to interpret. Fur-
ther improvements with respect to initialization of the parameters, can be done based on the results
obtained via A/B testing. A clustering based recommender system is also recommended as future
research.

Keywords: customer segmentation, Expectation Maximization algorithm, A/B testing
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Chapter 1

Introduction

This graduation project was carried out at Albert Heijn (AH). AH is the largest Dutch supermarket
chain, founded in 1887, it has a market share of over 30%. There are various departments such as
Finance, Supply Chain and Data Science at AH. This graduation project was carried out at the Data
Science department that deals with strategy and analytics. The team at AH have developed rules
to group customers (customer segments) based on the products they buy. Based on the segment a
customer belongs to, advertisements (ads) are shown to customers on the AH website.

Customer segmentation is the division of customers into similar groups based on shared charac-
teristics, purchasing behavior or consumption patterns. Segmenting customers helps in targeting
customers based on their interest and advertise to them effectively [1]. In order to target customers
and show them personalised ads, most companies incorporate the following ways for segmentation:

• No segmentation, show ads to all customers;

• Rule based segmentation, performed by human analysts;

• Automated segmentation, using machine learning algorithms [2].

Existing customer segmentation at AH is rule based, referred to as business rules. Customer seg-
mentation is used to show ads, see Figure 1.1, to customers interested in the products based on
customer segmentation. By showing relevant ads, the likelihood of clicking on the ad and buying
the product increases, showing ads to customers who are not interested in the product is a lost
opportunity to show them ads based on their interest.

Figure 1.1: Albert Heijn ads for customers interested in Vegan Pizza and Beer

Depending on the number of clicks on the ad, the supplier of the product pays AH. Improving tar-
geted marketing, showing more personalised and relevant products to each customer based on their
interest, increases the probability of profit due to targeted marketing. Therefore, the goal is to add
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additional customers who are interested in the product to the existing customer segments, known as
customer enrichment. Adding customers that are not interested in the product is a lost opportunity to
show them ads based on their interest.

1.1 Problem Description

AH uses rule based segmentation (business rules) in order to segment customers. The existing cus-
tomer segments found based on the business rules at AH are for example, Lipton ice tea, organic
products, baby products and customers sensitive to promotions. In order to describe the business
rules, an use case is selected and used throughout the report. The use case selected is customers
who are interested in organic products. First, customers who are interested in organic products are
found based on filtering for customers who have bought organic products in the last 90 days. This
filtering of customers is based on both online and offline transaction data. Online transaction data
refers to the customers that buy products online at the AH website. Offline transaction data refers to
the data that customers buy at the AH stores.

The business rules used to segment organic customers is defined mathematically in Equation (1.1).
The business rules is applied after filtering for the period of 90 days. The last 90 days are considered
due to the fact that online data of customers can only be stored for a period of 90 days, as per data
protection policies. The business rule used to segment organic customers is defined below,

Ti > µT , Pi > µ0, (1.1)

where for each customer i, i = 1...N ;

• Ti refers to the count of total organic products bought (total products) by each customer i;

• µT is the mean of total products;

• Pi refers to the count of unique organic products bought (organic products) by each customer i;

• µ0 is the mean of organic products.

Equation (1.1) states customers who buy total products greater than mean of total products bought
or who buy unique organic products greater than mean of unique organic products bought are con-
sidered organic customers. For example, when mean of customers who bought organic products
equals 12 (µ0 = 12), customers who bought 12 or more organic products (µ0 ≥ 12) in the last 90
days are labelled as organic. This business rule includes two features, count of total products (total
products) and count of unique organic products bought (organic products). The business rules can
be generalised for other use cases as well.

The goal of this project is to add additional customers to the existing customer segments, also known
as enrichment. In Figure 1.2, based on business rules, plot of the count of the unique organic prod-
ucts bought is seen. In Figure 1.3, plot of first two features can be seen. As per the Equation (1.1), in
Figure 1.2, the line in black is the business rules which segments the customers as organic or other.
Based on business rules, customers who have bought organic products above 12 (µ0 >= 12) are
labelled as organic. The purple dots (True Positives, TP), represent customers who are interested in
organic products based on business rules, the yellow dots (True Negatives, TN) represent customers
who are not interested in organic products. The blue dots (False Negatives, FN) are the customers
who are interested in organic products, but have not been captured when the business rules are
applied. The green dots (False Positives, FN) are the customers labelled as organic based on busi-
ness rules but are not interested in organic products. Decreasing the threshold (µ0) in 1.2 can help
to add more customers into the organic segment but the customers added may not be interested in
buying organic products. Therefore, the goal is to add additional customers to the existing segments
such that the customers that are not interested in buying organic products are not included in the
organic segment. Ads shown to customers that are interested in organic products helps to increase
the likelihood of clicking on the ad and buying the product. Showing ads to customers who are not
interested in the product is a lost opportunity to show them ads based on their interest.
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Figure 1.2: Plot of first feature Figure 1.3: Plot of first two features

1.2 Thesis Contribution

First, in order to make the problem concrete a mathematical model is developed. The customers are
defined as observations in a sample space. The observations are realizations of independent and
identically distributed random variables with underlying ground truth and features. The problem is
mathematically formulated and described in Chapter 3.

Currently the segmentation at AH is carried out manually. A machine learning approach in order
to segment customers is set up. Based on the mathematical formulation, a Gaussian mixture model
using the Expectation Maximization (EM) algorithm is set up in order to segment and enrich cus-
tomers. The EM algorithm outputs a soft clustering algorithm. So, it reflects the probability with
which each customer belongs to the organic and other segment. In order to initialize the parameters
of the EM algorithm, initializing based on business rules is proposed. Existing method at AH based
on business rules with the use of one feature and the proposed EM algorithm based on adding ad-
ditional features in order to enrich customers are compared. The EM algorithm results in a more
meaningful enrichment of customers, based on analysis of type 1 and type 2 error and proved to be
a better approach than business rules inorder to enrich the segment.

In order to enrich existing customer segments the idea of adding additional features to find addi-
tional customers who are interested in organic products was put forth. The business rule for instance
uses features X1....XM , additional features X(M+1)....XD are added. The customers are mapped to
a higher dimensional space. Based on numerical experiments on synthetic data set it can be seen
that adding features helps to decrease type 1 and type 2 error and provide meaningful enrichment.
Similarly, this approach is applied to the AH data set. However, clustering in a high dimensional
feature space provides meaningless clusters, as most of the data points are clustered as part of the
organic segment. This implies that, adding all the available features in high dimension provides a
high type 1 error. In order to reduce type 1 and type 2 error, the best combination of features are
selected based on correlation. Finally, the experiments on synthetic and AH data sets result in a
framework. The developed framework provides enriched customer segments.

1.3 Thesis Overview

The organisation of the report is as follows. In Chapter 2 the related literature is discussed. In
Chapter 3 the problem is formulated mathematically and the research questions are discussed. Also,
the challenges faced are discussed. In Chapter 4 the approach, assumptions and the Expectation
Maximization (EM) algorithm are discussed in detail. In Chapter 5 numerical experiments are carried
out on synthetic data set and conclusions are drawn. In Chapter 6, the approach is applied to the AH
data set. Finally, in Chapter 7, answers to the research question, conclusions and recommendations
for future work are given.
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Chapter 2

Related Work

In the literature review existing segmentation techniques based on machine learning approaches will
be discussed with respect to algorithms, advantages, disadvantages and scalability of the model.

In customer segmentation, one of the approaches in order to recommend customers relevant prod-
ucts is incorporating recommender systems. In the next section existing approaches on recom-
mender systems are mentioned.

2.1 Recommender Systems

Recommender systems recommend items to users based on the customers needs and preferences
[3]. Recommender systems are broadly classified into content based, collaborative filtering and hy-
brid recommender systems. In content based recommender system the user is recommended items
similar to the items preferred in the past. Collaborative filtering recommends items to users which
have been liked by people with similar preferences. Hybrid recommender systems combine the first
two approaches, collaborative and content based recommender systems. Recommender systems
have the problem of the user being limited to getting recommendations for items that have only al-
ready been rated [4]. A lot of approaches propose a clustering based recommender system. First,
clustering techniques are applied to identifying groups of users who appear to have similar prefer-
ences. Once the clusters are created, predictions for an individual can be made by averaging the
opinions of the other users in that cluster [5].

When customer labels are known, supervised classification algorithms such as neural networks,
latent discriminant analysis and decision-tree induction can be carried out [6]. The aim is to create
a model such that the class labels are assigned to one of the classes. When there is information
about class-labels for some data points, semi-supervised clustering can be done. Semi-supervised
partitional algorithms and hierarchical clustering are discussed in [7]. With the AH data set there are
no clear class labels assigned. When there are no clear labels assigned to the data, unsupervised
clustering methods are used to label the data. The purpose of clustering is to identify patterns and
similarity with data points and clusters [8]. In the next section, discussion is carried out on unsuper-
vised clustering approaches.

2.2 Unsupervised Clustering

Clustering can broadly be divided into partitional clustering, density based clustering, hierarchical
clustering and model based clustering. Different clustering algorithms and its applications are dis-
cussed below.
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2.2.1 Partitional Clustering

Partition clustering algorithms partition data points into K clusters and each partition represents a
cluster. In partitional clustering, each point belongs to only one cluster and each cluster consists of
at least one point. Fuzzy partition is an exception where each data point can belong to more than
one cluster [9]. Most partitional algorithms such as K-means and K-mediods minimize the following
objective function:

D(xi, µk) =

N∑
i=1

K∑
k=1

wik|xi − µk|2, (2.1)

where wik = 1 if the point belongs to the cluster and 0 otherwise and µk is the centroid of the kth
cluster. The general algorithm of K-means is:
1. Select K points as initial centroids
2. Repeat step 1
3. Form k clusters by assigning all points to the closest centroid
4. Recompute the centroid of each cluster until the centroids do not change

There are different papers that discuss application of K-means for customer segmentation [10] [11]
[12]. K-means is one of the most commonly used algorithms. The advantages of K-means is that
it is easy to interpret and is scalable. One of the major drawback of the algorithm is that it cannot
handle non-globular structures. Also, Kmeans do not have the capability to separate clusters that are
non-linearly separable in input space [13].

There are modified versions of K-means such as FORGY, ISODATA, CLUSTER and WISH [14].
There are different ways to compute the optimal number of clusters (K) such as Elbow Method, Av-
erage Silhouette Method [15] and Gap Statistic Method [16]. There are different distance measures
that are used in clustering and the commonly used distance metrics are discussed in Section 2.4.
The most commonly used distance measure is the Euclidean distance.

Fuzzy C-means (FCM) is also a centroid based algorithm. The algorithm assigns membership value
to each data point between 0 and 1 to indicate the belongingness to each of the K clusters. This
is a type of soft clustering whereas K-means is a hard clustering algorithm. The other clustering
algorithms based on FCM are PAM, CLARA and CLARANS [17]. Like K-means, fuzzy C-means also
models the clusters as spheres. The FCM ensures good convergence guarantees. The FCM takes
a long time to converge for large data sets [18].

Affinity propogation (AP) is a relatively new algorithm proposed in 2007 [19]. Unlike most parti-
tional clustering algorithms which refine and store a fixed number of cluster centers, AP algorithm
regards all data points as potential cluster centers. The disadvantage of this algorithm is that it is not
suitable for very large data sets, and the clustering results is sensitive to the parameters involved in
the AP algorithm [20].

2.2.2 Hierarchical Clustering

Hierarchical clustering take a hierarchical approach to find clusters in the data. Broadly, they are
divided into two types: agglomorative and divisive clustering. Agglomorative clustering is a bottom
up method of clustering where each data point is considered as a cluster and similar data points are
merged recursively to output one cluster. Divisive clustering is when all the points are considered as
one cluster and are recursively divided into smaller clusters.

The basic idea of hierarchical clustering is that you have ’n’ groups and end up with 1 group or
vice versa. First, distance between each point is calculated. The points that have very low distance
between each other are bought together as a group. Then the distance between the created group
and data points are calculated. The common distance metrics used for this purpose are average link-
age, complete linkage and single linkage. Average linkage chooses average distance from cluster to
a point outside the cluster. Complete linkage chooses the longest distance from any member of one
cluster to any member of the other cluster. In single linkage, the minimum point is chosen. Unlike
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partition clustering algorithms, the number of clusters need not be selected apriori. But, the major
drawback of hierarchical clustering is that once the two points are linked, they cannot be linked to any
other hierarchy. So, if two data points are linked and the linkage is not good, it cannot be undone.
Another disadvantage of agglomorative clustering is that it is not scalable [21].

Some of the clustering algorithms based on agglomorative clustering approaches are BIRCH [22],
CURE [23], ROCK and CHAMELEON [24]. BIRCH and CURE handle outliers well. BIRCH has a
better time complexity but lacks in cluster quality than CURE algorithm. ROCK uses an agglomora-
tive clustering approach for categorical data set. Common applications of hierarchical clustering
algorithms are in the field of social sciences and biological taxonomy.

2.2.3 Density Based Clustering

Density based clustering is used to identify clusters of arbitrary shape. This is based on the fact
that the density of data points in a cluster is higher than outside the cluster. The less dense regions
are recognized as noise. The most commonly known algorithm is DBSCAN (Density Based Spatial
Clustering of Applications with Noise) [25]. User needs to specify the radius and minimum number
of objects it should have in its neighborhood as input parameters. Although DBSCAN has the ability
to identify clusters of arbitrary shape, it is sensitive to outliers and parameters. DBSCAN does not
perform well if the data is high dimensional and euclidean distance is used to find proximity of objects.
DBCLASD and OPTICS are an extension to DBSCAN [26]. DENCLUE is an aggregate of partitioning
and hierarchical clustering approaches [27].

2.3 Model Based Clustering

Model based clustering attempts to fit the given data into a mathematical model. The resulting clus-
ter in model based clustering offers better interpretability than similarity based approaches [28]. It
assumes that data are generated by a underlying probability distribution. Each cluster corresponds
to a different distribution, and in general the distributions are assumed to be Gaussian [29].

The Expectation Maximization (EM) algorithm is an iterative algorithm where a single iteration is
composed of the E and the M step which finds the maximum likelihood of the model [30]. It has been
applied to many statistical learning problems such as Gaussian Mixture Models (GMM) and hidden
Markov models [31]. The EM algorithm is widely used as it is stable and is mathematically proven to
converge [32]. Let X = {x1, x2...xN} be the data points, let Z be the underlying ground truth with
class labels 0 or 1. It is given as Z = {z1...zN} and is commonly referred to as latent variables or
unobserved variables. Let θ be the model parameters. {X,Z} is referred to as the complete data set
and X as the observed data set. The goal is to maximize the observed log likelihood,

`(θ) =

N∑
n=1

ln

{∑
zn

P (xn, zn|θ)

}
. (2.2)

Maximizing the observed log likelihood is not an easy task due to the presence of summation inside
the log. The log likelihood of the complete data set is given by,

`c(θ) =
∑
n

ln P (xn, zn|θ) . (2.3)

Since the complete data set is not observed, it is also not possible to maximize the complete log
likelihood `c(θ). The basic idea of the EM algorithm is to find the maximum `(θ) via a two step process.
The expected complete log likelihood is calculated with respect to the conditional distribution of Z,
given observed data and the current estimate of the parameter θ. The conditional expectation is
denoted as Q

(
θ, θold

)
. This is the expectation step.

Q(θ, θold ) = EZ|X,θold(`c(θ)) =
∑
n

∑
zn

P
(
zn|xn, θold

)
ln P(xn, zn|θ) (2.4)
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In the next step, the values of the parameters are updated by maximizing Q(θ, θold ).

1. Choose initial setting for parameters θold

2. E step Evaluate Q(θ, θold ) = EZ|X,θold(`c(θ)) =
∑
n

∑
zn

P
(
zn|xn, θold

)
ln P(xn, zn|θ)

3. M step Evaluate θnew given by

θnew = arg max
θ
Q
(
θ, θold

)
(2.5)

4. Check for convergence of either the log likelihood or parameters values. If convergence criteria
not yet satisfied then

θold ← θnew (2.6)

and return to step 2.

For multimodal distributions the EM algorithm can converge to a local maxima of the observed like-
lihood function depending on the starting values. The EM algorithm has the important property that
the log likelihood of the observed data increases at each step. EM only converges to a stationary
point, which may not be a local maxima and not much is known about the rate of convergence [32].
The properties of the EM algorithm is discussed in detail in [33].

Overlapping clusters is something that is not tackled often in clustering algorithms. In [34], the issue
of tackling overlapping clusters via the EM algorithm is discussed. The most common applications
of the EM algorithm is image segmentation [35]. Other common applications of the EM algorithm
is in data clustering, parameter estimation for mixed models [36], especially in quantitative genetics
[37]. The EM algorithm is also used in medical image reconstruction [38], robotics [39] and signal
processing [40].

COBWEB is also a model based clustering algorithm that creates a hierarchical tree in the form
of a classification tree [41]. CLASSIT is an extension of COBWEB that allows mixed nominal and
numerical attributes [42]. SOM (Self - Organising Maps) maps all points in a high dimensional space
in a 2-3 dimensional space such that distance and proximity are preserved as much as possible [43].

[44] provides a comprehensive survey of the clustering algorithms. In the next section, the com-
monly applied distance metrics that are key to clustering are discussed.

2.4 Distance Metrics

In clustering the most common used distance measures are given below and papers related to the
distance measures in [45]. In higher dimension (d > 10) the curses of dimensionality comes into
the picture [46]. The distance measures can become meaningless as points can be equidistant from
each other [47]. The choice of distance measure also depends on that features used in the data set.
Given data points xi and xj , the various distance measures are defined as follows.

1. Euclidean distance
Euclidean distance performs well with compact and isolated clusters [48]. Kmeans is implicitly based
on pairwise Euclidean distance between points because Equation (2.1) can be written as the sum of
pairwise squared Euclidean distances divided by the number of points. One drawback of Euclidean
distance is that the largest-scaled features dominates the other [49]. This can be overcome by nor-
malizing the features. The Euclidean distance between two points, xi and xj in the lth dimension is
given as:

D (xi, xj) =

(
D∑
l=1

|xil − xjl|2
) 1

2

. (2.7)

2. Manhattan or City block distance
Manhattan distance is sensitive to outliers. When this distance measure is used, the shape of the
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cluster is hyper-rectangular [50]. One advantage of Manhattan distance over Eucledian distance is
the reduced computational time. The distance is defined as:

D (xi, xj) =

D∑
l=1

|xil − xjl| . (2.8)

3. Mahalnobis distance
The Mahalnobis distance takes into account the covariance of the features. It is based on the cor-
relation between variables because of which different patterns can be identified and analysed [51].
The distance is defined as:

D (xi, xj) = (xi − xj)S−1 (xi − xj)T , (2.9)

where S−1 is the covariance matrix.

4. Cosine distance
Cosine distance measures the cosine of the angle between the vectors. It is most commonly used to
measure document similarity in text analysis [52]. The cosine distance is defined as:

Cosine (xi, xj) = 1−
(

xTi xj
‖xi‖ ‖xj‖

)
. (2.10)

In the literature review, various ways to segment customers was discussed along with its advantages
and disadvantages. A discussion on the most commonly used distance metrics was also carried
out. The clustering algorithms are weighed with respect to the AH data set. In the next section, the
problem is formulated mathematically, the research questions and ways to evaluate the model are
put forth.
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Chapter 3

Mathematical Formulation

Based on the problem description, the business rules uses features F , where F = {X1....XM}. The
goal is to enrich the existing customer segments. In order to enrich the existing customer segments
at AH, adding additional features is proposed. Additional features A, where A = {X(M+1)....XD},
are added in order to enrich the segment, where D > M . Let F × A = X where X ∈ RD, a D
- dimensional vector space with {X1, X2....., XD}. There is an underlying ground truth feature Z,
where customers are labelled as organic (0) and other (1). This underlying ground truth is not known
with the AH data set. The mathematical formulation is developed based on this approach.

Consider the sample space L that consists of all the features L = Z × F × A where,

• Z is the feature that consists of class label {0, 1}, where 0 represents if a customer belongs to
the organic segment and 1 if the customer belongs to the other segment;

• F are the continuous features used in the business rules;

• A are the additional continuous features that are added.

The ratio of the points labelled as other and organic customers is defined as;

w0 = P (Z = 0), (3.1)

w1 = P (Z = 1). (3.2)

The probability of the attributes belonging to class label 0 and 1 can be defined as;

P0(f, a) = P (F ≤ f,A ≤ a | Z = 0), (3.3)

P1(f, a) = P (F ≤ f,A ≤ a | Z = 1). (3.4)

N observations, {o1....oN} are drawn from the sample space L and each oi = (zi, fi, ai). It is as-
sumed that the observations in the sample space are realizations of independent and identically
distributed random variables. T is the underlying ground truth in the data set that can be defined as;

T = {(z, f, a) ∈ L : Z = 1}. (3.5)

Let ψ be the function that is a mapping ψ : F → {0, 1}, that outputs labels 0 or 1 based on the
features used in the business rules. Then, let B be the set that is defined based on business rules
as;

B = {(z, f, a) ∈ L : ψ(f) = 1}. (3.6)

Let φ be a function that is a mapping φ : X → {0, 1}, that outputs 0 or 1 based on the algorithm
developed, where the features from business rules and additional features are included. Let S be the
enriched set, which also includes B. S are the customers that we want to find,

S = {(z, f, a) ∈ L : φ(x) = 1}. (3.7)
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Ideally, we would like S = T , the customers that we want to target. The mathematical formulation is
shown in the Figure 3.1. Based on the mathematical formulation, a way to evaluate the type 1 and
type 2 error of the algorithm is set up in the next section.

Figure 3.1: Representation of the sample space

3.1 Type 1 and Type 2 error

The algorithm φ(·) is a mapping φ : X → {0, 1} that returns a predicted binary label 0 or 1 given X.
Classification error occurs when φ(X) 6= Z. Then the probability of missclassifying can be defined
as

α = P (φ(X) = 0 | Z = 1) = P1(φ(X) = 0), (3.8)

β = P (φ(X) = 1 | Z = 0) = P0(φ(X) = 1). (3.9)

α is the conditional probability of misclassifying a class 0 observation as class 1 and β is the con-
ditional probability of misclassifying a class 1 observation as class 0. The type 1 and type 2 errors
are represented in a confusion matrix as seen in 3.2. Type 1 error is when customers from the other
segment are labelled as organic (FP) and type 2 error is when customers from the organic segment
are labelled as other (FN). The goal is to enrich the customer segment by increasing type 2 error and
decreasing type 1 error with respect to the business rules.

Figure 3.2: Evaluation

Based on the confusion matrix, recall and precision can be analysed. Recall and precision is

12



given in (3.10) and (3.11).

Recall =
TP

TP + FN
(3.10)

Precision =
TP

TP + FP
(3.11)

Precision talks about how precise the model is out of the predicted positive outcomes. A high preci-
sion relates to a low false positive rate. Recall calculates how many of the customers that are organic
are actually captured. A high recall pertains to a low false negative rate.

3.2 Challenges

There are a number of challenges faced with this problem. The first problem is that the data points
may not be linearly separable and the clusters can be arbitrarily shaped.

The second challenge is the curses of dimensionality [46]. The data points in high dimension (d>10)
can be equidistant from each other. The discrimination of the nearest and farthest point in particular
becomes meaningless. So, the choice of the distance metric is key. This can also have an impact on
the type 1 and type 2 error.

The subspace for the organic customers is not well-defined. There can be cases where customers
buy organic products by mistake or buy organic products for someone else. Such situations cannot
be inferred from the available data.

Availability of the required AH data set is a challenge. Due to General Data Protection Regula-
tion (GDPR) [53] on cookie consent, it is difficult to get access to all the customer data. The click
data of customers is currently not available. Click data provides details on the number of clicks on
products on the AH website when ads are shown. Based on the click data, customers can be labelled
as organic or other customers. This can be used as the ground truth labels. There are also privacy
concerns with getting details of customers from third-party companies. Using of the third-party data
of customers with AH’s own data set, for which the customer did not consent, can be a cause of
concern.

Based on literature review, mathematical formulation and having identified the challenges, the re-
search questions are put forth in the next section.

3.3 Research Questions

This project is used to address the below research questions:

Q1: How does adding additional features help to enrich existing customer segments?

The sub questions to be answered are:

Q1a: What would be a good machine learning model?

When choosing a model different aspects needs to be considered such as scalability of the model
and does the model meet the business goal?

Q1b: What are the relevant features in order to segment customers?

This can be analysed by analysing the covariance of the feature. Adding features that are rele-
vant to the organic customer segment is key. Features that do not add value in order to determine if a
customer is interested in organic product can inhibit the machine learning model from finding relevant
customers.
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Q1c:What is the usability of the machine learning model and its outcome?

The usability of the machine learning model from a business perspective is discussed.

Q2:How does type 1 and type 2 error error affect the model and impact enrichment of customers?

Type 1 error, in this case is when a class 1 customer (other customers) is labelled as class 0 customer.
This leads to adding of customers that are not relevant. Type 2 error is when organic customers are
labelled as other customers. If there is a high type 1 error, ads would be shown to customers that are
not interested in organic products. This is a lost opportunity to show them ads based on their interest.

In the next section, the approach and detailed discussion on the EM algorithm is carried out.
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Chapter 4

Approach

In this chapter, the manual threshold shifting approach and the EM algorithm is discussed in detail,
along with the assumptions. Based on the mathematical formulation and literature review the cus-
tomers can be modelled as a Gaussian mixture model. In order to fit the Gaussian mixture, the EM
algorithm is used in order to estimate the parameters of the mixture. The EM algorithm is compared
with the threshold shifting approach.

4.1 Assumptions

A fundamental assumption is that the customers who are interested in organic products (organic
customers) and customers who are not interested in organic products (other customers) are normally
distributed with mean and covariance. The underlying assumption is that each class can be modeled
by a Gaussian mixture. So given a Gaussian mixture, the mixture is comprised of two Gaussian
distributions. One of the distribution corresponds to customers who are interested in organic products
and the other distribution belongs to customers who are not interested in organic products. An
instance X ∈ RD belong to one of the two classes with mean µ, covariance Σ and the ratio of the
points that belong to each distribution is given by w.

X ∼
{
N (µ0,Σ0) if X ∈ Z0,
N (µ1,Σ1) if X ∈ Z1.

(4.1)

The Probability Density Function is given by

N (X|µ,Σ) =
1√

(2π)D|Σ|
exp

(
− (X − µ)>Σ−1(X − µ)

2

)
, (4.2)

where X ∈ RD,µ ∈ RD is the mean Σ ∈ RD×D is the covariance matrix, and |.| is the determinant
of matrix. In the next section, an intuition about the importance of covariance is given.

4.1.1 Covariance

Covariance is the measure of linear association of two variables. For instance a positive covariance
between organic products and total products indicates that as organic products increases the count
of total products also increases. A negative covariance indicates that as organic products increase
the count of total products decrease. Mathematically, it can be defined as,

Cov(Xi, Xj) = E[(Xi − E[Xi])(Xj − E[Xj ])]. (4.3)

The covariance of a random variable with itself is the variance of the random variable which is given
as

Cov(Xi, Xi) = E(XiXi)− E(Xi)E(Xi) = E
(
X2
i

)
− (E(Xi))

2 = Var(Xi). (4.4)
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In clustering, it is important to know the shape of the cluster. Understanding the covariance between
features helps to get an intuition about the shape of the cluster between the features.

The relation between covariance and correlation is as follows. The correlation is a ratio that takes
values from −1 to 1. A negative correlation means the variables move in opposite direction, a corre-
lation of 0 means no correlation and a correlation of 1 means that they are strongly correlated. The
correlation is given by

Cor(Xi, Xj) = ρ =
Cov(Xi, Xj)

VarXi VarXj
. (4.5)

In Figure 4.1, 4.2 and 4.3 the shape of the cluster when the features have a positive, negative and
no correlation is visualised. In the next section, the Gaussian mixture model via the EM algorithm is
explained. This is an extension of the EM algorithm described in Section 2.3.

Figure 4.1: Positive correlation
between features

Figure 4.2: Negative correlation
between features

Figure 4.3: No correlation be-
tween features

4.2 Algorithm

It is assumed that the organic customers and the other customers come from two different Gaussian
distributions. A Gaussian mixture model is a density model where a finite number of K (here, K=2).
Gaussian distributions are combined. Given a set of observations X = {x1, ....., xN}, with a set of
underlying ground truth labels Z = {z1, ....., zN}, the Gaussian mixture model tries to model the data
set as a mixture of Gaussian distributions. In clustering, the K Gaussian components represent K
clusters and label zN represent the true membership of the point xN , that is

P (zn = k) = wk. (4.6)

Without knowing the true value of the label, the joint log-likelihood of observed data is given as
X = {x1.....xN} as,

`(θ|X) = ln P(X|µ,Σ,w) =

N∑
n=1

ln

{
K∑
k=1

wkN (xn|µk,Σk)

}
. (4.7)

The unknown parameters to be estimated are θ = {(µk,Σk, wk)}Kk=1. In this case, K = 2.

For each observed point xn, we obtain the membership probability to the k-th component by a
straightforward application of Bayes’ theorem.

γk (xn, θ) = P (zn = k|xn, θ) =
wkN (xn|µk,Σk)∑K
j=1 wjN

(
xn|µj ,Σj

) , (4.8)

where each γ(xn) = [γ1(xn), ..., γK(xn)]T ∈ RK , is a normalized probability vector where each∑
k γk(xn) = 1 . The data point xn is clustered into the component for which it has the highest
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membership. To fit the Gaussian Mixture Model in the EM algorithm, the Q function from (2.3) can
be written as;

Q(θ|θold) = EZ|X,θold(`c(θ))

=

N∑
n=1

E

{
ln

[
K∏
k=1

(
wkN (xn|µj ,Σj)

I(zn=k)
)}

=

N∑
n=1

K∑
k=1

E
[
I (zn = k) |xn,µold

j ,Σold
j

]
ln
[
wkN

(
xn|µj ,Σj

)
]

=

N∑
n=1

K∑
k=1

γk

(
xn, θ

old
)

ln [wkN (x|µk,Σk)].

(4.9)

The main purpose of the E-step in the ith iteration is to evaluate the membership probabilties based
on the current estimate of the parameters by using

γk (xn) = γk

(
xn, θ

old
)

=
wold
k N

(
xn|µold

k ,Σold
k

)
∑K
j=1 w

old
j N

(
xn|µold

j ,Σold
j

) . (4.10)

Given a Gaussian mixture model the goal is to maximize the likelihood function with respect to the
parameters µ and Σ and mixing coefficients wk. In this case K = 2, where K is the number of
clusters.

1. Intitalize the means µold
k , covariances

∑old
k and weights wold

k and evaluate the initial log likeli-
hood.
2. E Step Evaluate the responsibilities using the current parameter values

γk (xn) =
wold
k N

(
xn|µold

k ,Σold
k

)
∑K
j=1 w

old
j N

(
xn|µold

j ,Σold
j

) (4.11)

3. M-Step Re-estimate parameters using the current responsibilities

µnew
k =

∑N
n=1 γk (xn)xn∑N
n=1 γk (xn)

(4.12)

Σnew
k =

∑N
n=1 γk (xn)

(
xn − µold

k

) (
xn − µoldk

)∑N
n=1 γk (xn)

(4.13)

wnewk =
1

N

N∑
n=1

γk (xn) (4.14)

4. Evaluate the log likelihood and check for convergence of the log likelihood.

ln P(X|µ,Σ,w) =

N∑
n=1

ln

{
K∑
k=1

wkN (xn|µk,Σk)

}
(4.15)

4.2.1 Convergence Properties

It is possible to prove some general convergence properties of the algorithm:

• It can be shown that the EM algorithm increases monotonously the log likelihood. For proof
please refer to [54].

• With a few exceptions the algorithm is not guaranteed to converge to a local maxima. Under
some regularity conditions on the likelihood and on the parameter µ,

∑
and w ,it can be shown

that the sequence of parameters converge to a local maximiser of the likelihood. Conditions
that are necessary for convergence can be found in [32]. As the algorithm converges to the log
likelihood, the quality of the initial estimate has an impact on the final result.

17



• In each iteration to evaluate K Gaussian densities for N points in the E step scales asO
(
KND3

)
.

The M-step requires O
(
KND2

)
to estimate the Gaussian parameters [55].

The algorithm ensures a soft clustering as it outputs probabilities of belonging to either the organic
or the other customer segment. The EM algorithm is sensitive to the initial starting values [56]. The
EM for GMM has close resemblance to K-means. The K-means does not estimate the covariances
of the clusters but only the cluster means.

4.3 Threshold Shifting

Based on business rules, as seen in Equation (1.1), customers are segmented as part of the organic
segment if the first feature, organic products are greater than a mean µ0. In threshold shifting ap-
proach, this µ0 of the first feature is reduced and customers are labelled as organic or other. For
instance, if based on business rules the mean of the first feature, µ0 >= 12, then the customers are
labelled as organic or other. In threshold shifting the µ0 of the first feature, is reduced to for instance,
µ0 ≥ 8 and customers are labelled as organic or other.

Threshold shifting uses the first feature (organic products), based on business rules in order to enrich
the segment. Additional features are added and the EM algorithm is applied in order to enrich the
segment. Both the methods are carried out and the enrichment of the segment is observed. In the
next section, numerical experiments are set up on synthetic data set and both the threshold shifting
and the EM algorithm are compared.
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Chapter 5

Numerical Experiments

It is proposed that adding additional features help to enrich existing customer segments. Therefore,
numerical experiments are set up in order to observe the enrichment of customers when additional
features are added. In this chapter, the method in which data is generated and evaluated for the
numerical experiments are described. Based on this, numerical experiments are performed. The EM
algorithm and the threshold shifting approaches are compared and observations are highlighted.

5.1 Data Generation

As per Section 4.1, it is assumed that customers are generated from a Gaussian mixture, with organic
customers having parameters mean (µ0), covariance (Σ0) and weight (w0) and the other customers
with parameters mean (µ1), covariance (Σ1) and weight (w1).

The use case used in the synthetic data set is organic products and the results can be generalised
for other use cases. N random variables are observed, here N = 550, where N0 = 200 and N1 = 350.
The data is generated with six features, that isD = 6. The first feature that is used based on business
rules are unique organic products. The first three features pertain to the organic products bought,
total products, total amount spent in a transaction (revenue), respectively and the last three features
pertain to other frequently bought products. Data is generated in order to observe the impact of
enrichment of customers based on different covariance structures, the covariance between features
and overlapping clusters.

5.2 Setup

Several experiments are carried out in order to analyse the effectiveness of the algorithm. Five cases
with varying parameters are set up based on the covariance structure, means and overlapping clus-
ters.

In Case 1, the mean of the first feature (organic products), in the two distributions, is far apart and the
clusters are linearly separable. In Case 2, the data is set up such that the mean of the first feature is
not that far from each other and the clusters are not linearly separable. In Case 3, the impact of fea-
tures with negative covariance to the organic product feature, in the organic distribution, is analysed.
In Case 4, the distributions with different means and unitary covariance, that is when the features
are not correlated with each other is analysed. In Case 5, when both the distributions have the same
mean, the effectiveness of the EM algorithm is analysed.

First the approach of threshold shifting is carried out. Furthermore additional features are added
one at a time. The EM algorithm is run and the impact on enrichment by adding each feature is
analysed. The parameters of the organic and other distribution is not known with the AH data set.
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Initialization of the parameters for organic distribution (µ0, Σ0, w0) is done based on business rules
and for the other distribution (µ1, Σ1, w1), the rest of the data points are considered for initialization.
The EM algorithm is sensitive to initialization, thus, in cases 3, 4 and 5 random initialization and
random initialization with weights is compared with initialization based on business rules. In random
initialization, a set of random data points are considered as the parameters of the distribution.

5.3 Evaluation

The different cases that are generated are evaluated. The customers generated from the organic
distribution are labelled as 0, the customers generated from the other distribution are labelled as 1.
This is the underlying ground truth in the data set.

First, results for threshold shifting approach is noted. Second, the EM algorithm by adding additional
features one at a time is noted for different initialization. The output is represented as a confusion
matrix as described in Section 3.1 and recall and precision is analysed.

5.4 Experiments

5.4.1 Case 1

The mean and covariance of the two distributions used to generate the data is given in (5.1). The
features, pertain to the organic products bought, total products, total amount spent in a transaction
(revenue), respectively and the last three features pertain to other frequently bought products. The
mean of organic products vary significantly with the organic distribution and other distribution. In the
organic distribution, the organic products have a strong covariance with total products and other fea-
tures. In the other distribution, the covariance between other frequently bought products and organic
products does not necessarily need to increase with organic products. So, the fourth feature is gen-
erated with a negative covariance. This is the intuition based on which the data set is generated. The
covariance between the organic and other distribution has been generated such that the covariance
between the distributions do not significantly differ. This is because with the AH data set, there can
be features that do not clearly differentiate between organic and other distribution. So, the covariance
of features of both the distributions can be similar.

µ0 =
[
12, 20, 40, 5, 3, 7

]
, µ1 =

[
6, 20, 40, 5, 3, 7

]

Σ0 =


2 3 1 1 1 1
3 8 2 1 1 1
1 2 3 1 1 1
1 1 1 3 1 1
1 1 1 1 3 1
1 1 1 1 1 4

 ,Σ1 =


2 3 1 −0.1 1 1
3 8 2 1 1 1
1 2 2 1 1 1
−0.1 1 1 1 3 1

1 1 1 3 1 1
1 1 1 1 1 4

 (5.1)

Graphically the plot of organic products can be seen below. In Figure 5.1 and 5.2, the customers
in yellow are other customers (TN), the customers in purple are the organic customers (TP) which
are found based on business rules. The blue data points (FN) are the customers that need to be
found in order to enrich the segment. The blue dots are also customers generated from the organic
distribution but are not included in the organic segment based on business rules. The blue dots are
the customers that need to be targeted for enrichment. It can also be observed that the data points
are not separable when only the first feature (organic products) are present, but when the first two
features are visualized, they are separable.
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Figure 5.1: Plot of first feature Figure 5.2: Plot of first two features

Out of the 550 customers based on business rules, 95 customers are labelled as organic cus-
tomers. The 105 customers from the business rules are the customers that need to be targeted.
Based on business rules, the threshold of the mean (µ0) of the first feature (organic products) is
reduced for instance from 12 to 8. From Figure 5.1 it can be seen that the yellow points (TP) are also
included in the segment and the customers are not relevant. The result of the manual thresholding
can be seen in Table 5.1.

In order to add only the relevant customers, customers with the blue data points, additional fea-
tures are added one at a time and the EM algorithm is applied. The mean (µ0) and covariance (

∑
0)

of the organic distribution is initialized as the purple dots. The mean (µ1) and covariance (
∑

1) of
other customers is initialised by finding the mean and covariance of the yellow and blue dots. The
weights, w0 and w1 are initialized, with w0 as the ratio of the purple dots to all the data points and w1

as the ratio of the green and yellow points. The business rule is used as a starting point to initialise.
This is done because with the AH data set, the only parameters known about organic customers is
based on the business rules. The mean and covariance with which the parameters are initialised is
given in (5.2).

µ0(init) =
[
11.98, 20, 40.05, 4.98, 3.16, 6.87

]
, µ1(init) =

[
6.06, 20.27, 40.02, 5.18, 3.09, 7.11

]

Σ0(init) =


2.02 3.10 1.35 0.89 1.17 1.14
3.10 8.35 2.78 0.91 1.50 1.53
1.35 2.78 3.17 0.88 0.72 0.99
0.89 0.91 0.88 2.90 0.70 0.98
1.17 1.50 0.72 0.70 2.60 0.58
1.14 1.53 0.99 0.98 0.58 3.84

 ,Σ1(init) =


1.97 2.91 0.78 −0.24 0.78 0.90
2.91 7.92 1.87 0.91 0.62 0.85
0.78 1.87 1.75 0.92 0.80 0.71
−0.24 0.91 0.92 2.94 0.74 0.86
0.78 0.62 0.80 0.74 2.67 0.89
0.90 0.85 0.71 0.86 0.89 3.87


(5.2)

First, the EM algorithm is applied with the first two features. The output of the parameters from
the EM algorithm with the two features is given.

µ0 =
[
11.89, 19.67

]
, µ1 =

[
6.05, 20.16

]

Σ0 =

[
2.04, 3.19
3.19, 7.76

]
,Σ1 =

[
2.02, 2.95
2.95, 7.93

]
(5.3)

Similarly the third, fourth, fifth and the sixth features are added one at a time. With the EM
algorithm, as seen in Table 5.1 one can observe that the organic and other customers are labelled
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as required and all the customers are found. The output of the parameters of the EM algorithm with
all 6 features is given in (5.4).

µ0 =
[
12.07, 20.09, 40.11, 5.21, 3.34, 7.05

]
, µ1 =

[
5.94, 19.80, 39.90, 4.90, 3.01, 6.94

]

Σ0 =


2.18 3.23 1.25 1.27 1.41 1.11
3.23 8.30 2.82 1.22 1.88 1.77
1.25 2.82 3.32 0.96 1.50 0.99
1.27 1.22 0.96 3.19 1.43 1.03
1.41 1.88 1.50 1.43 3.19 1.23
1.11 1.77 0.99 1.03 1.23 4.47



Σ1 =


2.17 3.23 1.13 −0.08 1.17 1.19
3.23 8.50 2.24 0.98 1.11 0.81
1.13 2.24 1.94 1.03 1.08 0.92
−0.08 0.98 1.03 2.85 0.98 0.57
1.17 1.11 1.08 0.98 3.00 1.33
1.19 0.81 0.92 0.57 1.33 4.27

 (5.4)

In Table 5.1, the output of threshold shifting and the EM algorithm is given. When the first to six
features are added one at a time, the results obtained are the same.

Table 5.1: Evaluation of threshold shifting and EM algorithm

Observations

Data set was generated with the mean of the first feature far apart from both the distributions. Man-
ually decreasing the threshold of the mean of the first feature increases type 1 error. Additional
features are added one at a time and the EM algorithm is applied. As the data points are separable,
it can be observed that the algorithm outputs the same results when all the features are added. The
algorithm is able to capture all the customers interested in organic products. In the next case, the
algorithm is analysed with different mean and similar covariance structure as in case 1.

5.4.2 Case 2

In this case, the mean of the first feature (organic products) between the distributions is not that far
apart. The covariance of both the distributions are generated with the same intuition as in Case 1.
The synthetic data set is generated with parameters as mentioned in (5.5).

µ0 =
[
12, 20, 40, 5, 3, 7

]
, µ1 =

[
9, 20, 40, 5, 3, 7

]

Σ0 =


2 3 1 1 1 1
3 8 2 1 1 1
1 2 3 1 1 1
1 1 1 3 1 1
1 1 1 1 3 1
1 1 1 1 1 4

 ,Σ1 =


2 3 1 −0.1 1 1
3 8 2 1 1 1
1 2 2 1 1 1
−0.1 1 1 1 3 1

1 1 1 3 1 1
1 1 1 1 1 4

 (5.5)

In Figure 5.3 and 5.4, the data is visualised with the first feature (organic products) and with
the first two features. The customers in yellow (TN) are the customers generated from the other
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distribution. The customers in purple (TP) are the organic customers, which are found based on
business rules. The blue data points (FN) are the customers that need to be found in order to enrich
the segment. The blue dots are also customers generated from the organic distribution but are not
included in the segment based on business rules. The green dots (FP) are the customers that are
part of the organic segment based on business rules. The green dots are generated from the other
distribution and they are the customers that are not relevant.

Figure 5.3: Plot of first feature Figure 5.4: Plot of first two features

Based on business rules, 95 customers are labelled as organic customers. The customers that
need to be targeted are 105 customers, that is these are the customers generated from organic dis-
tribution but are not part of the segment based on business rules. So, in total over 200 customers
need to be labelled as organic customers. Manually decreasing the threshold of the mean (µ0) of the
first feature from 12 to 8 leads to an increase in type 1 error. This can be seen in Table 5.2. The
precision and recall is shown in 5.6.

The parameters of the organic and other distribution is not known with the AH data set. So, the
initialization for the EM aglorithm is done based on business rules. The mean µ0 and covariance∑

0 is initialized based on business rules. The mean µ1 and covariance
∑

1 of other customers is
initialised by finding the mean and covariance of the yellow and blue dots. The weights, w0 and w1

are initialized, with w0 as the ratio of the purple dots and green dots to all the data points and w1 as
the ratio of the green and yellow points. The mean and covariance used to initialize the parameters
is given in (5.6).

µ0(init) =
[
11.92, 19.59, 39.72, 5.15, 2.95, 6.97

]
, µ1(init) =

[
9.13, 20.19, 39.99, 4.77, 2.91, 6.97

]

Σ0(init) =


2.09 3.36 1.25 1.08 1.01 1.41
3.36 7.96 2.24 1.49 1.04 1.63
1.25 2.24 3.04 1.50 0.88 1.28
1.08 1.49 1.50 3.24 0.70 1.54
1.01 1.04 0.88 0.70 2.79 1.11
1.41 1.63 1.28 1.54 1.11 3.86

 ,Σ1(init) =


2.17 2.95 0.99 −0.13 1.10 0.86
2.95 7.78 1.76 0.86 0.89 0.46
0.99 1.76 1.82 0.80 0.96 0.99
−0.13 0.86 0.80 2.72 0.90 0.74
1.10 0.89 0.96 0.90 2.89 0.92
0.86 0.46 0.99 0.74 0.92 3.50


(5.6)

The EM algorithm is first applied with 2 features. The output of the parameters of the two distri-
butions from the EM algorithm is given in (5.7).

µ0 =
[
12.11, 20.00

]
, µ1 =

[
8.99, 19.79

]

Σ0 =

[
2.30, 3.65
3.65, 9.19

]
,Σ1 =

[
1.95, 2.49
2.49, 6.10

]
(5.7)
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Similarly, each feature is added one at a time and the parameters are initialized as in (5.6). The
impact of adding features is observed. The output of the parameters of the EM algorithm with six
features is seen in (5.8).

µ0 =
[
11.93, 19.58, 39.72, 5.17, 2.95, 6.84

]
, µ1 =

[
9.14, 20.19, 39.99, 4.77, 2.91, 6.97

]

Σ0 =


2.09 3.37 1.25 1.08 1.01 1.41
3.37 7.97 2.24 1.50 1.03 1.64
1.25 2.24 3.04 1.51 0.88 1.28
1.08 1.50 1.51 3.22 0.70 1.55
1.01 1.03 0.88 0.70 2.79 1.11
1.41 1.64 1.28 1.55 1.11 3.83

 ,Σ1 =


2.19 2.95 0.99 −0.13 1.10 0.86
2.95 7.78 1.76 0.86 0.89 0.46
0.99 1.76 1..82 0.80 0.96 0.99
−0.13 0.86 0.80 2.72 0.90 0.74
1.10 0.89 0.96 0.90 2.89 0.92
0.86 0.46 0.99 0.74 0.92 3.50


(5.8)

The results obtained when threshold shifting is applied to the first feature (organic products) and
when the EM algorithm is applied to features one at a time, is seen in Table 5.2.The output of the EM
algorithm with all 6 features is visualised in 5.5 and precision and recall is given in 5.6.

Table 5.2: Evaluation of threshold shifting and EM algorithm

Figure 5.5: Output of EM algorithm with six fea-
tures

Figure 5.6: Precision and Recall

Observations

In this case, the data set for the organic and other distribution was generated such that the yellow and
the blue data points overlap as seen in Figure 5.4. So, there is no clear separation between organic
and other customers. Based on business rules, manually reducing the threshold of the first feature to
enrich the segment leads to also adding customers from the other segment. The yellow data points
also get added and hence such an approach cannot be used. The EM algorithm is applied on the first
two features, the algorithm outputs good results and is able to find most of the purple and the blue
dots. But it also captures some of the yellow data points. So, in order to add only relevant customers
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to the segment and decrease type 1 error and type 2 error, additional features are added one at a
time. It can be observed that adding additional features helps to decrease type 1 and type 2 error.
The algorithm is also applied on five features, without the fourth feature. The fourth feature has a
negative covariance to organic products in the the other distribution. Removing the fourth feature,
increases type 1 error but decreases type 2 error. Compared to Case 1, where there is no type 1 and
type 2 error, the type 1 and type 2 error is higher in this case.

5.4.3 Case 3

The mean of both distributions are the same as in Case 2. In this case, the impact on enrichment
when negatively correlated features to the first feature (organic products) are added in the organic
distribution is analysed. The last two features that are generated in the organic distribution are
negatively correlated with respect to the first feature. The first feature is the feature used in the
business rules. The covariance of rest of the features of both the distributions are generated with the
same intuition as in Case 1. The parameters of the generated data is given in (5.9).

µ0 =
[
12, 20, 40, 5, 3, 7

]
, µ1 =

[
9, 20, 40, 5, 3, 7

]

Σ0 =


2 3 1 1 −0.1 −3
3 8 2 1 1 1
1 2 3 1 1 1
1 1 1 3 1 1
−0.1 1 1 1 3 1
−3 1 1 1 1 4

 ,Σ1 =


2 3 1 −0.1 1 1
3 8 2 1 1 1
1 2 2 1 1 1
−0.1 1 1 1 3 1

1 1 1 3 1 1
1 1 1 1 1 4

 (5.9)

The data is visualised with the first two features in Figure 5.7 and in 5.8. The customers in yellow
(TN) are other customers, the customers in purple (TP) are the organic customers, which are found
based on business rules. The blue data points (FN) are the customers that need to be found in order
to enrich the segment. The green data points (FP) are the customer that are part of the organic
segment based on business rules. But they are generated from the other distribution and are not
relevant. It can be observed that the data points are not lineally separable.

Figure 5.7: Plot of first feature Figure 5.8: Plot of first two features

Manually reducing the threshold of the mean of the first feature (µ0) gives a high type 1 error. The
results can be seen in Table 5.3. The precision and recall is visualised in 5.10.

Additional features are added one at a time and the EM algorithm is applied. With the AH data
set, the mean and covariance of the organic and other distribution is not known. So, the organic
segment is initialized based on business rules. The mean (µ0) and the covariance (Σ0) for the EM
algorithm are initialised with the organic distribution as the data points from the business rules. The
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mean (µ1) and covariance (Σ1) of other customers is initialised by finding the mean and covariance
of the yellow and blue dots. The initialization of the parameters is given in (5.10).

µ0(init) =
[
13.90, 21.80, 40.02, 5.01, 2.99, 6.72

]
, µ1(init) =

[
9.39, 19.79, 39.93, 4.89, 2.92, 7.09

]

Σ0(init) =


0.49 0.75 0.42 0.20 −0.09 0.04
0.75 4.19 1.02 −0.67 0.87 2.05
0.42 1.02 2.74 0.90 1.21 1.80
0.20 −0.67 0.90 3.18 1.25 1.11
−0.09 0.87 1.21 1.25 3.17 1.00
0.04 2.05 1.80 1.11 1.00 5.72



Σ1(init) =


2.37 1.71 0.52 −0.35 0.77 0.66
1.71 6.98 1.66 1.03 0.89 0.0.86
0.52 1.66 2.08 0.89 0.89 0.77
−0.35 1.03 0.89 2.97 0.96 0.80
0.77 0.89 0.89 0.96 2.72 0.75
0.66 0.86 0.77 0.80 0.75 3.91

 (5.10)

First the EM algorithm is applied on the first two features. The output of the parameters of the EM
algorithm with two features is given in 5.11.

µ0 =
[
12.13, 19.82

]
, µ1 =

[
9.28, 20.06

]
Σ0 =

[
1.89, 3.55
3.55, 8.82

]
,Σ1 =

[
2.36, 2.71
2.71, 7.83

]
(5.11)

Similarly, each feature is added one at a time and the EM algorithm is applied. The output of the
parameters of the EM algorithm with six features is given in (5.12).

µ0 =
[
11.90, 19.80, 40.02, 5.01, 2.99, 7.28

]
, µ1 =

[
9.11, 20.41, 40.07, 5.01, 2.92, 6.91

]

Σ0 =


2.01 3.38 1.22 1.03 −0.14 −1.01
3.38 8.63 1.96 0.60 0.52 −0.25
1.22 1.96 2.87 1.03 0.58 0.20
1.03 0.60 1.03 2.89 0.66 0.06
−0.14 0.52 0.58 0.66 2.30 0.85
−1.01 −0.25 0.20 0.06 0.85 4.03



Σ1 =


2.19 2.94 1.12 −0.24 1.28 1.15
2.94 7.29 2 0.81 1.11 0.98
1.12 2 2.05 0.99 1.22 0.99
−0.24 0.81 0.99 3.10 1.08 0.68
1.28 1.11 1.22 1.08 3.37 1.12
1.15 0.98 0.99 1 1 4

 (5.12)

The results obtained when threshold shifting is applied to the first feature (organic products) and
when the EM algorithm is applied to features one at a time, is seen in Table 5.3. Initialization of the
EM algorithm based on business rules, random initialization and random initialization with weights is
carried out. Precision and recall is given in 5.10 and the output of the EM algorithm with all 6 features
is visualised in 5.9.
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Table 5.3: Evaluation of threshold shifting and EM algorithm with different initialization

Figure 5.9: Output of EM algorithm with six fea-
tures

Figure 5.10: Precision and recall

Observations

In this case, the data set for the organic and other distribution was generated such that the yellow
and the blue data points overlap as seen in Figure 5.7. So, there is no clear separation between
organic and other customers. Features that have a negative covariance with the first feature, or-
ganic products, in the organic distribution is added. It can be observed that based on business rules,
manually decreasing the threshold to enrich the segment leads to adding customers from the other
segment. The yellow data points would also get added and hence such an approach cannot be used.

The EM algorithm is applied by adding features one at a time. Using the first two features, that
is organic products and total products, the EM algorithm outputs good results and is able to find most
of the purple and the blue dots. But it also captures some of the yellow data points. So, in order to
add only relevant customers to the segment and decrease type 2 error, additional features are added.
Analysis for adding additional features was done and it can be observed that adding additional fea-
tures helps to decrease type 1 and type 2 error. Also, addition of negatively correlated feature to
the organic segment, does not negatively impact the enrichment. When the EM algorithm is applied
with six features, Case 3 gives no type 2 error compared to Case 2. This can be attributed to the
fact of adding the negatively correlated features to the organic distribution. The negatively correlated
features help to distinguish between organic and other distribution.

Random initialization and initialization based on weights was also done. It can be seen that random
initialization and random initialization based on weights, gives a poorer performance as compared to
initialization based on business rules.
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5.4.4 Case 4

In Case 4, the covariances are unitary in both distributions but with different means. Unitary co-
variance is chosen in order to observe the behavior when the features are not correlated with one
another. The data is generated with mean and covariance as in (5.13).

µ0 =
[
12, 20, 40, 5, 3, 7

]
, µ1 =

[
9, 20, 40, 5, 3, 7

]

Σ0 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 ,Σ1 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (5.13)

The data is visualised with the first two features in Figure 5.11 and in 5.12. The customers in
yellow (TN) are other customers, the customers in purple (TP) are the organic customers, which are
found based on business rules. The blue data points (FN) are the customers that need to be found in
order to enrich the segment. The green data points (FP) are the customer that are part of the organic
segment based on business rules. But they are generated from the other distribution and are not
relevant. It can be observed that the data points are not lineally separable.

Figure 5.11: Plot of first feature Figure 5.12: Plot of first two features

In this case, it can be noted that based on business rules, 99 customers are labelled as organic
from the organic distribution. 101 customers that are part of the organic distribution, but have not
been labelled as organic based on business rules. Manually reducing the threshold of the mean of
the first feature (µ0) gives a high type 1 error. The results are shown in Table 5.4.

Additional features are added one at a time and the EM algorithm is applied. The mean (µ0) and
the covariance (Σ0) for the EM algorithm are initialised with the organic distribution as the data points
from the business rules, the purple and green dots. The mean (µ1) and covariance (Σ1) of other cus-
tomers is initialised by finding the mean and covariance of the yellow and blue dots. The initialization
of the parameters for the EM algorithm is given in (5.14).

µ0(init) =
[
12.71, 20.02, 39.97, 4.99, 2.89, 7.24

]
, µ1(init) =

[
9.51, 20.03, 39.97, 4.99, 2.97, 6.98

]

Σ0(init) =


0.30 −0.01 −0.03 0.06 0.00 0.03
−0.01 0.92 0.05 −0.01 0.07 −0.00
−0.03 0.05 0.87 −0.02 −0.05 0.14
0.06 −0.01 −0.02 1.02 −0.14 0.06
0.00 0.07 −0.05 −0.14 0.98 0.16
0.03 −0.00 0.14 0.06 0.16 1.05


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Σ1(init) =


1.72 0.00 −0.08 −0.00 −0.01 0.03
0.00 0.94 0.04 0.04 −0.03 −0.08
−0.08 0.04 1.00 −0.03 0.09 −0.05
−0.00 0.04 −0.03 0.92 −0.03 −0.01
−0.01 −0.03 0.09 −0.03 1.09 −0.09
0.03 −0.08 −0.05 −0.01 −0.09 0.95

 (5.14)

The EM algorithm is applied with the first 2 features. The algorithm outputs mean and covariance
as seen in (5.15).

µ0 =
[
11.90, 19.91

]
, µ1 =

[
9.01, 20.10

]
Σ0 =

[
0.96, 0.10
0.10, 0.89

]
,Σ1 =

[
1.09, 0.13
0.13, 0.94

]
(5.15)

Features are added one at a time. The means and covariances of both the distributions are
initialized based on business rules. The effect of adding features feature is observed through the
type 1 and type 2 error. The output of the mean and covariance from the EM algorithm with 6
features is given (5.16).

µ0 =
[
12.29, 19.93, 39.94, 4.98, 2.95, 7.27

]
, µ1 =

[
9.33, 20.06, 39.98, 4.99, 2.99, 6.95

]

Σ0 =


0.63 0.06 −0.002 0.05 0.06 0.02
0.06 0.94 0.13 −0.05 0.09 −0.02
−0.002 0.13 0.96 0.003 −0.04 0.10

0.05 −0.05 0.00 0.98 −0.18 0.10
0.06 0.09 −0.04 −0.18 0.96 0.18
0.02 −0.02 0.10 0.10 0.18 0.96



Σ1 =


1.56 0.07 −0.08 0.00 0.01 −0.02
0.07 0.92 0.01 0.05 −0.05 −0.07
−0.08 0.01 0.97 −0.04 0.10 −0.06
0.002 0.05 −0.04 0.92 −0.00 −0.03
0.01 −0.05 0.10 −0.00 1.10 −0.10
−0.02 −0.07 −0.06 −0.03 −0.10 0.96

 (5.16)

The result of the confusion matrix is shown in Table 5.4 along with the output of the EM algorithm
with 6 features in Figure 5.13. Initialization of the EM algorithm based on business rules, random
initialization and random initialization with weights is carried out. Precision and recall is visualized in
5.14. In the next subsection, observations on this case is highlighted.

Table 5.4: Evaluation of threshold shifting and EM algorithm with different initialization
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Figure 5.13: Output of EM algorithm with six fea-
tures

Figure 5.14: Precision and recall

Observations

Synthetic data was generated with different means and unitary covariance. The data points are not
linearly separable. Manually decreasing the mean (µ0) based on the first feature gives a very high
type 1 error. In the case when the first 2 features are considered, the EM algorithm has a good
precision and recall. It can be observed that random initialization and initialization of weights gives a
higher type 1 error compared to initialization based on business rules. It can also be observed that
random initialization with initialization of weights helps to reduce type 2 error, but increases type 1
error. As the features add no value and are not correlated to each other, the type 2 error is the least
when the EM algorithm is applied on the first two features. In this case adding additional features
only helps to decrease type 1 error but does not help to decrease type 2 error.

5.5 Case 5

In this case, the mean of the organic distribution and other distribution are the same but with different
covariances. The data is generated with same mean in both the distributions in order to observe
the effectiveness of the algorithm when the clusters are entirely overlapping. The covariance of both
the distributions are generated with the same intuition as in Case 1. The data is generated with the
parameters as in (5.17).

µ0 =
[
12, 20, 40, 5, 3, 7

]
, µ1 =

[
12, 20, 40, 5, 3, 7

]

Σ0 =


2 3 1 1 1 1
3 8 2 1 1 1
1 2 3 1 1 1
1 1 1 3 1 1
1 1 1 1 3 1
1 1 1 1 1 4

 ,Σ1 =


2 3 1 −0.1 1 1
3 8 2 1 1 1
1 2 2 1 1 1
−0.1 1 1 1 3 1

1 1 1 3 1 1
1 1 1 1 1 4

 (5.17)

The data is visualised with the first two features in Figure 5.15 and in 5.16. The customers in
yellow (TN) are other customers, the customers in purple (TP) are the organic customers, which are
found based on business rules. The blue data points (FN) are the customers that need to be found in
order to enrich the segment. The green data points (FP) are the customer that are part of the organic
segment based on business rules. But they are generated from the other distribution and are not
relevant. The data points are entirely overlapping.
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Figure 5.15: Plot of first feature Figure 5.16: Plot of first two features

Based on business rules, 93 customers are labelled as organic from the organic segment. Over
188 customers from the other segment are labelled as organic based on business rules. The cus-
tomers to target are the 107 customers in blue dots and the rest are from the other distribution.
Manually reducing the threshold of the mean (µ0) of the first feature gives a high type 1 error. The
results are shown in 5.17.

Additional features are added one at a time and the EM algorithm is applied. The algorithm is
initialized based on business rules. The mean (µ0) and the covariance (Σ0) of the organic distribu-
tion is initialised as the data points from the business rules. The mean (µ1)and covariance (Σ1) of
other customers is initialised by finding the mean and covariance of the yellow and blue dots. The
initialization of the parameters for the EM algorithm is given in (5.18).

µ0(init) =
[
13.10, 21.57, 40.46, 5.75, 3.54, 7.62

]
, µ1(init) =

[
10.82, 18.17, 40.46, 5.75, 3.54, 7.62

]

Σ0(init) =


0.68 0.93 0.39 0.44 0.40 0.44
093 3.96 0.98 0.06 0.07 −0.11
0.39 0.98 2.45 1.05 0.31 0.95
0.44 0.06 1.05 3.56 0.17 1.57
0.40 0.07 0.31 0.17 2.63 0.97
0.44 −0.11 0.95 1.57 0.97 3.31



Σ1(init) =


0.70 1.05 0.28 0.08 0.33 0.41
1.05 5.14 0.70 0.75 −0.19 0.15
0.28 0.70 1.79 0.76 0.48 0.58
0.08 0.75 0.76 2.39 0.50 0.59
0.33 −0.19 0.48 0.50 2.38 0.42
0.41 0.15 0.58 0.59 0.42 3.11

 (5.18)

The algorithm with first 2 features outputs mean and covariance as seen in (5.19).

µ0 =
[
13.03, 16.79

]
, µ1 =

[
11.36, 13.88

]
Σ0 =

[
1.29, 1.53
1.53, 4.42

]
,Σ1 =

[
1.42, 2.14
2.14, 6.85

]
(5.19)

Similarly, features are added one at a time and the output of the parameters of the EM algorithm
with six features is given in (5.20).

µ0 =
[
13.00, 21.80, 40.53, 5.22, 3.25, 7.13

]
, µ1 =

[
11.25, 18.65, 39.44, 4.67, 2.68, 6.77

]
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Σ0 =


1.23 1.44 0.65 0.16 0.88 0.87
1.44 4.32 1.22 0.25 0.63 0.23
0.65 1.22 2.17 1.02 0.96 1.19
0.16 0.25 1.02 3.38 1.00 1.30
0.88 0.63 0.96 1.00 3.14 1.21
0.87 0.23 1.19 1.30 1.21 3.99

 ,Σ1 =


1.33 1.91 0.56 0.15 0.74 0.87
1.91 6.38 1.07 0.86 0.39 0.87
0.56 1.07 1.81 0.77 0.64 0.86
0.15 0.86 0.77 2.47 0.58 0.71
0.74 0.39 0.64 0.58 2.50 0.73
0.87 0.87 0.86 0.71 0.73 3.29

 (5.20)

The results obtained when threshold shifting is applied to the first feature (organic products) and
when the EM algorithm is applied to features one at a time, is seen in Table 5.17. Initialization of the
EM algorithm based on business rules, random initialization and random initialization with weights is
carried out. Precision and recall is given in 5.19 and the output of the EM algorithm with all 6 features
is visualised in 5.18.

Figure 5.17: Evaluation of threshold shifting and EM algorithm with different initialization

Figure 5.18: Output of EM algorithm with six fea-
tures

Figure 5.19: Precision and recall

Observations

Data set with two distributions having the same mean and different covariance was generated. This
data was generated in order to analyse the impact of the algorithm when dealing with overlapping
clusters. Based on business rules, manually decreasing the mean (µ0) of the first feature gives a very
high type 1 error. Additional features are added and the EM algorithm is applied. The algorithm fails
to find the customers that needs to be enriched. When additional features are added one at a time,
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it can be observed that the performance of the algorithm only worsens. So, in this case, when the
clusters are entirely overlapping with different covariance, the algorithm fails to find the data points. It
can also be observed that the more the clusters overlap, the EM algorithm takes longer to converge.
With random initialization and with initialization of weights, the algorithm has a very high type 1 error.

5.6 Observations

Synthetic data set was generated and the effect of covariance, adding additional features and dif-
ferent initialization was observed. In Cases 1, 2 and 3 it can be observed that adding of additional
features does help to capture the customers by decreasing type 1 and type 2 error. It can also be
seen that performance is favorable with initialization based on business rules than with random or
initialization based on weights. When initialized based on weights, the type 1 error increases.

In Cases 1, 2 and 3 it can be seen that adding of features does help to enrich the segment. In
Case 1, when the means of both the distributions are far apart, the algorithm with six feature is able
to capture all the customers in the organic segment. In Case 2, when the means of the clusters are
not that far apart and the clusters are overlapping, there is a type 1 and type 2 error, compared to
Case 1, when the algorithm is applied with six features. In Case 3, with negative correlated features
to the organic product feature in the organic distribution, the algorithm, when applied with six features,
is able to capture all the customers. In Case 4, when the features have no relation with each other,
adding of additional features does not give a better performance as the means of the features are
the same and the features do not add value. Although adding of the features helps to decrease type
1 error, the type 2 error increases. In Case 5, when the clusters are overlapping, the EM algorithm
is not able to capture all the customers that need to be targeted. It can also be observed the as the
overlapping of the clusters increase, it takes longer for the EM algorithm to converge.
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Chapter 6

Application to AH Data Set

Based on the approach carried out with the synthetic data set, a similar approach is applied to the
AH data set. With the synthetic data set, the underlying ground truth was established based on the
assumption that customers are drawn from organic and other distribution. So, customers drawn from
the organic distribution are labelled as 0 and customers drawn from the other distribution are labelled
as 1. This is the underlying ground truth in the synthetic data set. With the synthetic data set, the
impact of adding additional features one at a time was analysed based on type 1 and type 2 error.
In order to do the same evaluation with the AH data set, an underlying ground truth needs to be
established. With the AH data set the underlying ground truth is not known. First, a ground truth is
established in order to evaluate the model. Then, the results are analysed.

The use case selected for the AH data set is organic products. As described in the mathemati-
cal formulation in Chapter 3, there is a feature space consisting of the features from business rules
and other additional features. In total, there are thirty one features. The feature used from the busi-
ness rules is count of unique organic products bought (organic products). The other features that are
considered are features such as organic products, total products, average spend per week and other
frequently bought products.

6.1 Evaluation

With the AH data set, the underlying ground truth is not known. In order to establish the underlying
ground truth and carry out an offline evaluation, initially the data set is clustered with over thirty one
features. The EM algorithm is used to cluster this data set with random initialization. It is assumed
that there are 6 components in the data set. Out of the 6 clusters, the cluster with the highest mean
of organic products and the second highest mean of organic products are the customers that are
organic customers. A ground truth is established so that it can be shown that adding additional fea-
tures, apart from the features used in the business rules, helps to enrich the segment. It is observed
that out of 65,014 customers, over 21,100 customers need to be labelled as organic customers.

The data is visualised with the first and second feature in Figure 6.1 and 6.2. The purple dots are the
customers labelled as organic. It can be seen that based on the features selected, the clusters are
overlapping and not linearly separable.
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Figure 6.1: Plot of first feature Figure 6.2: Plot of first two features

Based on business rules the mean of the first feature, organic products is 8. Customers that have
bought organic products that is greater than 8 are labelled as organic. The mean of this threshold
is decreased with the first feature. The results are seen in Table 6.1. Precision and recall is seen in
Figure 6.3. Manually, decreasing the threshold with using the first feature, organic products as per
business rules, gives a high type 1 error.

An additional feature, count of total products bought (total products), is added and the EM algorithm
is applied. Similarly, additional features that are highly correlated to the organic segment, based on
business rules are added one at a time. It can be seen that as top correlated features to the organic
segment are added one at a time, the type 1 and type 2 error decreases. With nine features, which
are the top correlated features to the organic segment, the type 1 and type 2 error decreases. Ran-
domly adding features after the top nine correlated features, it can be observed that the type 2 error
increases.

The output of the EM algorithm and threshold shifting is seen in Table 6.1. Precision and recall
is seen in 6.3.

Table 6.1: Evaluation of threshold shifting and EM algorithm
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Figure 6.3: Precision and recall

6.2 Observations

With the AH data set, it can be seen that, with the available thirty one features, the data points
are close together and not linearly separable. There are not distinct features that clearly distinguish
organic and the other segment. It can be observed that adding highly correlated features to the
organic segment help to enrich the segment. Adding additional features that have a low correlation to
the organic segment, increases the type 1 and type 2 errors. It can be seen that as highly correlated
features are added one at a time, type 2 error decreases. When the third and fifth features are added,
it can be seen that the type 1 error increases. But with the highly correlated 9 features, which are
the best combination of features, we can see a decrease in type 1 and type 2 error. This is the
tipping point, where further adding features that do not clearly distinguish between organic and other
segment, gives an increase in type 1 error. With regard to the question on when to stop adding
features in order to enrich the segment, based on adding features with the AH data set, choosing the
best combination of highly correlated features to the organic segment gives the best results based on
analysis of type 1 and type 2 error. It can also be seen that after the nine highly correlated features, as
additional features are added, there is a high type 2 error and the enrichment becomes less relevant.
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Chapter 7

Conclusion and Recommendations

Customer segmentation at AH is done based on business rules. Based on business rules, a fixed
number of features {X1....XM} are used in order to segment the customers. But, it can be seen that
there are customers that are not interested in organic products as part of the organic segment based
on business rules. Applying the threshold shifting approach, as in Section 4.3, on the first feature
as used in the business rules, leads to adding customers that are not interested in organic products.
Showing ads to customers based on their interest, increases the likelihood of the customers to click
on the ad and buy the product. Also, based on the number of clicks, supplier of the product pays AH.
So, showing ads that a customer is interested in increases the probability of profit for AH. The goal is
to enrich the existing customer segments at AH.

In order to enrich existing customers segments at AH, adding additional features {XM+1....XD}
is proposed. Mathematical formulation is developed to represent customers as observations in the
sample space. The observations are realizations of independent and identically distributed random
variables. Based, on the mathematical formulation and assumptions, the Gaussian mixture model
via the EM algorithm is set up. Initialization of the parameters of the EM algorithm based on business
rules is proposed.

Numerical experiments are carried out to observe the enrichment of segments when additional fea-
tures are added through the synthetic data set and to show that adding additional features provides
meaningful enrichment. Features are added one at a time and the effect of adding features is ob-
served based on type 1 and type 2 error. Numerical experiments proved to show that adding addi-
tional features help to decrease type 1 and type 2 error and enrich the segment. Based on Case 3
in the numerical experiments, it was also found that the EM algorithm failed to provide meaningful
enrichment when the data points were entirely overlapping. Also, different initializations of the EM
algorithm was carried out. When type 1 and type 2 error are compared for different initializations, It
can be observed that in order to obtain meaningful enrichment, initialization based on business rules
gives the best results.

With the AH data set, it was found that adding highly correlated features to the organic segment
helps to enrich the segment based on analysing the type 1 and type 2 error. In comparison to the
synthetic data set, where features with the same correlation between features in both the distributions
are added, proved to provide meaningful enrichment, this is not the case with the AH data set. It is
also observed that features with low correlation to the organic segment are added, the type 1 error
increases. As additional features are added and we go in higher dimension, it can be seen that type
1 error increases and type 2 error decreases. As mentioned in Section 3.2, the curses of dimension-
ality kicks in and clustering provides meaningless results. The thesis has helped to show that adding
additional features help to enrich existing customer segments. When, the threshold shifting and the
EM algorithm approaches are compared, it is seen that the EM algorithm yields better results as type
1 error decreases in order to enrich the segment. So, the approach of using the EM algorithm by
adding additional features is already an improvement to the existing business rules approach in order
to enrich the segment. The thesis has also helped to answer the following research questions.

37



The first research question,

How does adding additional features help to enrich existing segments,

can be answered from the numerical experiments carried out on synthetic data set and from AH
data set. Experiments on the synthetic and AH data set shows that adding additional features that
have a strong correlation to the organic segment, helps to decrease type 1 and type 2 error. From
the AH data set, it can be seen that adding the best combination of top correlated features helps in
enriching the segment, based on analysing the type 1 and type 2 error.

The subquestion,

What would a good machine learning model be,

was answered from a combination of mathematical formulation, problem description and literature
review. Factors such as distance metrics, overlapping of clusters and shape of clusters needed to be
taken into account. The EM algorithm takes into account the covariance structure of the clusters and
assigns a probability with which each data point can belong to either of the clusters. Further, the EM
algorithm provided good results with the synthetic data set for enrichment of the customers based on
comparing type 1 and type 2 error. Also, with the AH data set, when top nine correlated features are
added, the algorithm is able to decrease type 1 and type 2 error.

The next subquestion,

What are the relevant features in order to segment customers,

is not a question that can be clearly answered. With the synthetic and the AH data set, it can be
seen that adding highly correlated features or features that distinguish between organic and other
segment, help to enrich the segment. Based on the synthetic data set, features that have same
covariance to organic and other segment, still help to enrich the segment. Furthermore, based on
the analysis with the synthetic data set, results on when not to add a particular feature has not been
established. With the AH data set, it can be observed that adding highly correlated features to the
organic segment help to decrease type 1 and type 2 error.

The next subquestion,

what is the usability of the machine learning model,

can be answered from the approach taken to initialize the parameters. The EM algorithm requires
input parameters and initialization of the parameters is done based on business rules. Therefore, the
usability of the model from a business perspective is straightforward. The output of the algorithm is
either a customer is in the organic segment or not, based on the density estimation of belonging to
both the clusters with a probability.

The next question to be addressed is How does type 1 and type 2 error affect and impact the enrich-
ment of the model,

can be answered based on the synthetic and AH data set. Experiments on the synthetic and AH
data set shows that adding additional features that have a strong correlation to the organic segment,
helps to decrease type 1 and type 2 error and enrich the segment. With the AH data set, as one
goes in higher dimension, the type 1 error increases and type 2 error decreases. So, there is a very
high enrichment at the cost of more customers that are not interested in organic products as part of
the segment.

38



7.1 Reflection

There are several points in this thesis to reflect on, based on which recommendation for future re-
search and for the business can be given. One of the main assumptions that was considered was
that the data is normally distributed. With the AH data set the distribution of the data set is not known.
Also, the underlying ground truth, that is customers labelled as organic or other, is also not known.
In order to perform an offline evaluation of the AH data set, the customers are labelled. This is done
by clustering the customers in a high dimensional feature space with thirty one features. Based on
the analysis of the clusters, it is assumed that clusters with high mean of organic products are the
organic customers. So, conclusions from the AH data set are drawn assuming the ground truth labels
obtained from clustering.

7.2 Recommendation for Business

With the AH data set, due to the lack of availability of underlying ground truth, an underlying ground
truth was established in order to evaluate the model. To obtain conclusive results, that is if the cus-
tomers that are added to existing segments are actually interested in organic products, A/B testing
the results on customers is recommended. A/B testing is showing two versions of the same web
page to determine which one performs better. For instance, 50% of visitors are shown version A
(“Control”) and the other 50% of visitors are shown version B (“Variant”). The number of clicks on the
product are compared in both the versions.

The current use case used with the AH data set is organic products, this approach can be extended
to other use cases. A framework, based on AH and synthetic data set, in order to enrich customers
is developed. Within this framework, features based on business rules, additional features derived
from the AH data set and features based on business knowledge are selected. Selection of features
from the AH data set shows that, adding highly correlated features to the organic segment reduces
type 1 and type 2 error. The parameters of the EM algorithm are initialised based on business rules.
The current framework that was developed gives better enrichment in comparison to the business
rules, based on analysis of type 1 and type 2 error. In order to further improve the framework, further
research on feature selection and A/B testing is required.

7.3 Recommendation for Further Research

Focus is given on enriching existing customer segments by clustering in the continuous case. The EM
algorithm can be extended to cluster data points containing both categorical and continuous variables
[57] [58]. Parameters in order to predict, both categorical and continuous variables are defined,
based on which the EM algorithm can be applied. In order to further improve and enrich existing
customer segments and show personalised ads to customers, a clustering based recommendation
system is mentioned in [59]. The paper aims to improve recall and precision based on exploiting
preference between users. Combining the approach of the paper with the approach from this thesis,
improvement of enrichment of existing customer segments could be possible. With the synthetic data
set, it was found that the EM algorithm did not work when the clusters were completely overlapping. In
[60], a mixture model based clustering for overlapping clusters is presented. Future work on applying
the approach suggested in the paper can be useful in order to provide better clustering results.
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