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Abstract 
Aims To develop a technique that can automatically measure the depth of lower-extremity arteries 

and to address the clinical implication of carotid artery (CA) geometry expressed in tortuosity index 

(TI), curvature and torsion. 

Method and Materials Manual depth measurements were performed by three independent 

observers in 5 predefined measurement directions at 4 anatomical locations in 35 unique 

computed tomography angiography (CTA) studies. Measurement reproducibility was assessed 

with intraclass correlation coefficient (ICC) and Bland-Altman plots. Next, automatic depth 

measurement technique was developed in MATLAB to measure lower-extremity arterial depth and 

validated using phantom study and same 35 CTA studies. Measurement agreement of manual 

and automatic performed arterial depth measurements at the superficial femoral artery (SFA) was 

assessed using ICC and Bland-Altman plots. To address clinical implication of CA geometry, two 

independent observers performed 175 TI measurements of the CA in 140 unique CTA studies 

using 3Mensio software. Moreover, MATLAB was used to calculate curvature and torsion using 

coordinates of exported 3Mensio 1mm interpolated CA central luminal line (CLL). Intra- and 

interobserver agreement was assessed using ICC and visualized using Bland-Altman plots. 

Moreover, correlation of TI, curvature and torsion was assessed when comparing intra-patient 

ipsi- and contralateral CA with present extracranial carotid artery aneurysm (ECAA) and when 

comparing CA of ECAA patients with control patients. Finally, Pearson correlation coefficient was 

calculated to test correlation between measured TI, curvature and torsion. 

Results Assessed intraobserver agreement of manual performed depth measurements showed 

excellent reliability and agreement in SFA. Validation of developed automatic depth measurement 

technique showed that only the set requirement of maximum measurement deviation of 3mm was 

achieved. Moreover, assessed manual and automatic measurement agreement at the SFA 

showed excellent reliability and agreement. Furthermore, assessment of intra-and interobserver 

agreement of TI measurements showed excellent reliability and agreement all cases, indicating 

that TI measurements are reproducible. In addition, no significant difference was found between 

ipsi- and contralateral CA in ECAA patients, while this difference was significant between the 

ECAA and the control group. Moreover, strong and positive correlation was found between true 

length and sharp bends of the carotid arteries. 

Conclusion The arterial depth of the lower extremities can be measured in any case at the level 

of the SFA using the developed automatic depth measurement technique. Furthermore, geometry 

of the CA in terms of tortuosity index, curvature and torsion, seems to be comparable within 

patients with a carotid aneurysm, but in comparison with control patients seems strikingly different. 

Additionally, a strong and positive correlation was found between true length and sharp bends of 

the carotid arteries. 
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Chapter 1: Introduction 
According to the World Health Organization (WHO), around 18 million people died from the effects 

of cardiovascular disease (CVD) in 2016, an estimated 31% of all global deaths.1,2 In Europe, 45% 

of all deaths are caused by CVD.3,4 CVD refers to a group of disorders of the heart and blood 

vessels, such as coronary heart disease, cerebrovascular disease and peripheral vascular 

disease, the latter of which is considered the most prevalent cardiovascular condition globally.1–3 

The majority of fatalities are caused by vascular obstructions leading to cardiovascular events 

such as myocardial infarct, ischemic stroke or peripheral artery disease (PAD).1,3,4  

PAD usually affects the lower-extremity arteries and its development site is known to correlate 

strongly with known risk factors.5–11 In all cases, corner stone of PAD treatment is to address 

existing risks. However, in some cases vascular intervention is planned to reduce symptoms. 

Endovascular interventions intent to revascularize lower-extremity segments by ballooning the 

plaque against the vessel wall.9,12 Although percutaneous recanalization is a minimal invasive 

technique, it is also combined with limitations like restenosis, and complications like bleeding, 

thrombo-embolism and infection.13–15 To overcome these limitation, currently non-invasive PAD 

treatment techniques are explored. Yet, such transcutaneous techniques can have a specific 

depth range in which the technology works and for treatment of atherosclerotic plaques therefore 

the depth of the target artery must therefore be within this range. Consequently, to determine 

whether a patient with PAD is eligible for such transcutaneous treatment, it is important to know 

the depth of the arteries in the lower extremities. Therefore, the first aim of this thesis was to 

develop a technique that can automatically measure the depth of lower-extremity arteries. 

Although in the case of lower-extremity PAD the correlation between risk factors and development 

site is known, it is not the case in abnormal phenotypes of the carotid arteries (CA). Still little is 

known about the relationship between these abnormalities and for example the development of 

cerebral ischemia (i.e. transient ischemic attack or stroke). Some studies have found that the 

presence of cardiovascular atherosclerotic risk factors are comparable in patients with and without 

present CA abnormalities.61,62 Since the anatomical variety in CA deviation is large, it is important 

to find out the similarities and/or difference in geometry in CAs. Therefore, the second aim of this 

thesis was to address the clinical implication of CA geometry expressed in tortuosity index (TI), 

curvature and torsion. 

1.1 Research aims 
In order to achieve the two stated research aims, the following research questions have been 

defined: 

1. Can the arterial depth of lower-extremity arteries in patients suffering from peripheral 

arterial disease be measured using an automatic measurement technique? 

2. What is the correlation between tortuosity index and, curvature and torsion of the carotid 

artery? 

1.2 Outline 
Figure 1 presents a schematic overview of the thesis outline. In chapter 1 the subject and research 

questions are introduced. Chapter 2 discusses all aspects of the development of the depth 

measurement technique. First, the topic and reason for the development of the technique is 
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discussed (section 2.1, 2.2 and 2.3). Subsequently, method and results of manual measurement 

interobserver agreement, development of the automatic depth measurement techniques along 

with technique requirements and validation and method and results of agreement of manual and 

automatic performed measurements was discussed (section 2.4, 2.5 and 2.6). Last sections of 

chapter 2 discuss outcomes of all afore mentioned studies and a final conclusion (section 2.7 and 

2.8). Chapter 3 describes the CA TI, curvature and torsion correlation assessment study. This 

chapter is divided into the following parts: introduction of subject and research aims(section 3.1, 

3.2 and 3.3), description of used method (section 3.4), results (section 3.5), discussion on study 

outcomes and final conclusion (section 3.6 and 3.7). Finally, important outcomes and future 

perspectives will be summarized in chapter 4. 

 

  

 
 

Figure 1: Schematic overview of thesis outline 
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Chapter 2: Development of an automatic 

depth measurement technique for 

measuring depth of the lower-extremity 

arteries in patients suffering from peripheral 

arterial disease 
2.1 Clinical background 
PAD refers mainly to obstructions of the lower-extremity arteries involving all arteries distal from 

the aortic bifurcation. It’s prevalence and incidence is highly age-related, around 10%-20% of the 

general population aged between 55 and 65 years is affected by PAD.19,20 Most vascular 

obstructions are caused by the formation of atherosclerotic plaques or thrombi. Those 

atherosclerotic plaques are the result of atherosclerotic lesions which are formed by infiltration of 

macrophages, accumulation of cholesterol and connective tissue components, proliferation of 

smooth muscle cells and formation of thrombus.8,21 The earliest visible atherosclerotic lesions are 

so called fatty streaks which are formed within the intimal layer of the artery by accumulation of 

lipid-laden foam cells and macrophages that provoke chronical inflammation at susceptible sites 

in the walls of arteries.8,21–23 These fatty streaks can eventually turn into fibrous plaques, some of 

which eventually also have an increased chance of rupturing which can cause thrombosis or 

stenosis.8,21–23 An overview of the different stages of atherosclerotic plaque formation is shown in 

Figure 2.  

In most cases, PAD appears to be a multi-segmental condition of which the development location 

strongly correlates with present risk factors, such as smoking, hypertension, hypercholesterolemia 

and diabetes.6–11 Figure 3 presents an overview of the association of risk factors with location of 

atherosclerotic target lesions. In all cases, corner stone of PAD treatment is to address existing 

risks through, for example, cardiovascular risk management; cholesterol lowering drugs, smoking 

cessation and blood pressure control.9,10,24 Depending on the classification and symptom severity, 

it may be decided to advise supervised exercise therapy, or plan an (endo-) vascular intervention 

to reduce symptoms. Invasive treatment options include endovascular, surgical or hybrid (both) 

interventions. Open surgical interventions intent to revascularize lower-extremity segments by 

either bypass surgery, and segmental or remote endarterectomy 9,24 Because open vascular 

surgery is combined with high morbidity and mortality and endovascular (mini-invasive) 

techniques improved the last decade, there was a major shift from open to endovascular therapy.14 

Endovascular interventions intent to revascularize lower-extremity segments by ballooning the 

plaque against the vessel wall (percutaneous balloon angioplasty ).9,12 Additionally, to improve 

patency, drug (paclitaxel) coated balloons, or balloon and self-expandable stents can be used, 

depending on plaque characteristics and location. Although percutaneous recanalization is a 

minimal invasive technique, it is also combined with limitations like restenosis, and complications 

like bleeding, thrombo-embolism and infection.13–15 
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Figure 2: Overview of progression of atherosclerosis starting at the initial lesion and ending at the 
complicated lesion.25 
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Currently, non-invasive PAD treatment techniques are explored. High-intensity focused ultrasound 

(HIFU) is a potential non-invasive treatment technique that uses ultrasonic waves with an intensity 

larger than 5 W/cm2.16 The HIFU beam can be accurately focused on target lesions within a small 

focal volume. This leads to an increase in local tissue temperature, resulting in localized tissue 

damage and necrosis.16,17,26–29 This then causes an acute inflammatory response, including 

cellular regeneration, proliferation, migration, and debris removal.17,18 Recent animal studies have 

shown that HIFU is a promising technique to crush atherosclerotic plaques.29–31 However, 

transcutaneous techniques like HIFU can have a specific depth range in which the technology 

works. For the treatment of atherosclerotic plaques with HIFU, the depth of the target artery must 

be within this range. Because the depth of the lower extremity arteries will be different for each 

patient due to anatomical variability, it is important to develop an automatic technique for 

performing depth measurements. Therefore, the aim of this study is to develop a technique that 

can automatically measure the depth of lower-extremity arteries. 

2.2 Research questions 
The main research question that will be answered in this chapter of the thesis is described below: 

Can the arterial depth of lower-extremity arteries in patients suffering from peripheral arterial 

disease be measured using an automatic measurement technique? 

To answer the main question, the following supporting research questions have been formulated: 

1. Are manual measurements of lower-extremity arteries reliable and reproducible? 

2. Can an automatic measurement method be developed for measuring arterial depth? 

3. What is the interobserver agreement and reliability in lower-extremity artery depth 

measurements while comparing a manual and automatic measurement technique? 

 
 

Figure 3: Association of risk factors with the level of atherosclerotic target lesions. Red overlay on the 
anatomic cartoon illustrates the association of risk factor with pattern of atherosclerotic lesions. Image and 
caption adapted from Diehm et al.6 
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2.3 Aim of the study 

The aim of the study is to develop a technique that can automatically measure the distance 

between lower-extremity arteries and the skin in patients with peripheral artery disease. This 

objective is subdivided into various subgoals that are described below: 

1. Determine the reliability and reproducibility of manual depth measurement method. 

2. Determine if an automatic depth measurement method can be developed. 

3. Assess technique variability and reproducibility when comparing manual and automatic 

depth measurement technique of lower-extremity arteries.  

2.4 Manual measurements 

2.4.1 Method 

2.4.1.1 Patient selection and image technique 

The dataset for depth measurements exists of 35 subjects of which all were diagnosed with PAD. 

Subjects underwent a computed tomography angiography (CTA) scan according to regular 

protocols. All CTA studies were performed using a 128-slice or IQon Spectral CT scanner (Philips 

Brilliance; Philips Medical Systems, Best, The Netherlands). All lower extremity arteries were at 

least visualized from aortic bifurcation to the plantar arteries. Slice thickness was 3mm, collimation 

64x0.625 and pitch 0.797. Radiation exposure parameters were 120 kilovolt and 120-180 

milliampere second. The field of view was set per patient. Injection of 144 milliliter intravascular 

contrast (Lopromide, Schering, Berlin, Germany) was followed by a saline bolus of 60 milliliter, 

both at a flow rate of 6.0 milliliter per second.  

2.4.1.2 Depth measurements 

Three independent observers (vascular surgeon, researcher and graduation student at 

department of vascular surgery) performed manual depth measurements using a picture 

archiving and communication system (PACS) (Sectra group, Linköping, Sweden). To ensure 

measurement comparability, measurements were performed at the following four predefined 

anatomical landmarks: origin of (1) external iliac artery (EIA), (2) superficial femoral artery 

(SFA), (3) anterior tibial artery (ATA) and (4) posterior tibial artery (PTA). In addition, as most 

of the selected anatomical landmarks were visible on multiple transversal slices, depth 

measurements were performed on the most proximal transversal slice in which the origin of the 

anatomical landmark of interest was seen when looking in a craniocaudal direction. At each 

anatomical landmark, five following depth measurements are performed; (A) from dorsal arterial 

wall to ventral skin, (B) from ventral arterial wall to dorsal skin, (C) from lateral arterial wall to 

medial skin, (D) from medial arterial wall to lateral skin and (E) the apparently shortest distance 

from the contralateral side of the vessel wall to the skin. All measurements were performed by 

drawing a straight line at the above-mentioned directions. An example of all measurement 

directions at the external iliac artery is shown in Figure 4 and overview of the complete 

measurement protocol can be found in Appendix A. 

2.4.1.3 Statistical analysis 

First, inter-observer agreement was assessed by calculating the Intraclass Correlation Coefficient 

(ICC) to indicate measurement agreement and reliability. Second, measurement agreement was 

visualized and Coefficient of Variation (CV) was determined. 
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Measurement reliability and agreement 

First, ICC was calculated to indicate measurement agreement and reliability. ICC for measurement 

comparison is the two way random effect convention, which is based on single measurement 

absolute agreement and determined with the equation as described by McGraw and Wong32.33 

The equation is described below: 

 𝐼𝐶𝐶 =
𝑀𝑆𝑅 − 𝑀𝑆𝐸

𝑀𝑆𝑅 + (𝑘 − 1) +
𝑘
𝑛

(𝑀𝑆𝐶 − 𝑀𝑆𝐸)
 (1) 

   
Where MSR is the mean square for measurements, MSE the mean square for error, MSC the mean 

square for observers, n the number of measurements and k the number of observers. All ICC 

values were calculated using SPSS statistical package version 25 (IBM SPSS for windows, 

Armonk, NY). The ICC returns a value between zero and one, where zero corresponds to 

circumstances where all variability is caused by measurement errors and one means there are no 

measurement errors at all.34
 For this study reliability classes as suggested by Koo and Li33 have 

been used. An overview of used reliability classes with corresponding intraclass correlation 

coefficient is shown in Table 1.  

 

 
 

Figure 4: Example of measurement performed at the external iliac artery. Measurement direction A, B, C, D 
and E correspond to five measurement directions described in section 2.4.1.2. 

A 

B 

C D 
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Second, measurement agreement was visualized using Bland-Altman plots in which the difference 

between measurements is plotted against their mean.34,35 Furthermore, distribution and limits of 

agreement can be assessed from created plots. 
 

Coefficient of Variation 

The CV was used to assess the extent of variability in relation to the mean absolute agreement 

value. This coefficient is defined as the 95% probability that the outcome will be below the 

difference of two measurements and is calculated using the following equation: 

Where SD the standard deviation for single differences in subjects.36,37 To ensure measurement 

outcomes are comparable at different locations, CV was normalized to a percentage of the mean 

distance value (CV%mean).37,38 

2.4.2 Results 

Each observer performed 685 depth measurements of possible 700 depth measurements. Table 

2 presents an overview of interobserver agreement and measurement variability. All 

measurements performed at the SFA and PTA show excellent reliability. Furthermore, 

measurements performed at the ATA only scored good or moderate reliability. Highest precision 

and lowest CV%mean values were seen for measurements performed within the SFA. On the other 

hand, lowest precision and highest CV%mean values where seen in the measurements performed 

at the PTA. Moreover, the calculated CV%mean values for the measurements of observer 2 and 3 

were generally the lowest everywhere. Figure 5 shows the created Bland-Altman plots for 

measurements performed within the SFA. These graphs show a comparison of the measurement 

results per measurement direction of observer 1 and 2 (blue), observer 1 and 3 (black) and 

observer 1 and 3 (orange). All plots show no systematic bias for all three measurement 

comparisons. An overview of the created Bland-Altman plots for all measurements performed in 

the described measurement directions at the different anatomical landmarks can be found in 

Appendix B. 

Reliability Intraclass correlation class value 

Excellent 0.75 < ICC ≥ 0.90 

Good 0.75 ≤ ICC < 0.90 

Moderate 0.50 ≤ ICC < 0.75 

Poor 0.50 < ICC < 0.50 

Table 1: Reliability classes with corresponding ICC values as described by Koo and Li33. 

 𝐶𝑉 = 1.96 ×  𝑆𝐷 (2) 
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Table 2: The ICC, reliability according to the predefined ICC classes (Table 1) and CV%mean for interobserver 
agreement at the following anatomical landmarks: External Iliac artery (EIA)(n=35), Superficial femoral artery 
(SFA)(n=35), Anterior tibial artery (ATA)(n=34) and posterior tibial artery (PTA)(n=33). Values between 
brackets are the 95% confidence intervals of the calculated ICC. CV%mean is divided into three subgroups: 
observer 1 vs 2, observer 1 vs 3 and observer 2 vs 3. 

Measurement ICC Reliability 
CV%mean 

1 vs 2 1 vs 3 2 vs 3 

EIA 
(n=35) 

A 0.987 (0.977 – 0.993) Excellent 06.06% 06.36% 2.89% 

B 0.988 (0.979 – 0.993) Excellent 02.80% 03.15% 2.83% 

C 0.879 (0.785 – 0.935) Good 07.45% 06.53% 4.18% 

D 0.932 (0.879 – 0.964) Excellent 11.06% 08.08% 5.82% 

E 0.955 (0.910 – 0.977) Excellent 10.43% 08.29% 6.07% 

SFA 
(n=35) 

A 0.989 (0.980 – 0.994) Excellent 07.62% 08.22% 2.98% 

B 0.996 (0.993 – 0.998) Excellent 01.68% 01.57% 0.91% 

C 0.992 (0.985 – 0.996) Excellent 01.74% 01.31% 1.23% 

D 0.988 (0.980 – 0.994) Excellent 03.18% 03.88% 2.04% 

E 0.956 (0.909 – 0.978) Excellent 15.74% 14.37% 6.75% 

ATA 
(n=34) 

A 0.674 (0.447 – 0.821) Moderate 04.36% 04.43% 3.56% 

B 0.878 (0.793 – 0.933) Good 08.02% 21.54% 22.95% 

C 0.815 (0.528 – 0.919) Good 12.73% 13.28% 4.88% 

D 0.651 (0.319 – 0.827) Moderate 17.83% 18.15% 8.16% 

E 0.610 (0.286 – 0.799) Moderate 17.79% 18.22% 9.45% 

PTA 
(n=33) 

A 0.982 (0.952 – 0.992) Excellent 03.52% 04.30% 2.74% 

B 0.992 (0.979 – 0.997) Excellent 03.03% 03.33% 1.62% 

C 0.987 (0.972 – 0.993) Excellent 02.67% 02.83% 2.43% 

D 0.920 (0.754 – 0.967) Excellent 04.43% 06.85% 5.48% 

E 0.953 (0.908 – 0.976) Excellent 05.90% 05.99% 7.31% 
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Figure 5: Bland-Altman plots for depth measurements in the AFS in measurements direction A (A), B (B), C 
(C), D (D) and E (E). Figures show comparison of measurements performed by observer 1 and 2 (Blue), 
observer 1 and 3 (Black) and observer 2 and 3 (Orange). In all plots the horizontal dotted colored lines 
represent from top to bottom the upper limit of agreement, the bias and the lower limit of agreement with 
corresponding to the measurement comparison observer groups. 
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2.5 Development of an automatic depth measurement technique 
The developed automatic depth measurement technique exists of 4 different steps to measure 

arterial depth of which some require user input. First, CTA scans in Digital Imaging and 

Communications in Medicine (DICOM) format are loaded and transformed from DICOM image 

coordinate system to the patient-based coordinate system. Second, user indicates predefined 

landmarks and masks CT table. The vascular tree, skeleton and skin are then segmented, after 

which the technique calculates the distance between segmented vessels and skin. The technique 

excludes depth measurements of which the measurement direction passes through bone 

structures. The result of all performed depth measurements are displayed along with created 

segmentations in a 3D overview. In addition, all measured distances are displayed in a graph 

where measuring points can be selected to view the corresponding segment and depth 

measurements performed. 

All steps mentioned above have been developed and implemented in MATLAB (Version R2019b, 

MathWorks, Natick, Massachusetts, USA). In the following sections the depth measurement 

technique requirements (section 2.5.1) and depth measurement algorithm steps (section 2.5.2), 

will be discussed. Furthermore, the maximum measurement deviation of the developed automatic 

measurement algorithm is validated (section 2.5.3) and the technique is compared with manual 

performed measurements (section 2.6). To conclude, salient features and results from the above 

sections are discussed in a general discussion (2.7). 

2.5.1 Requirements 

As described in section 2.3, the main objective of this study is to develop an automatic depth 

measurement technique able to automatically measure distance between lower extremity arteries 

and skin. To test the developed automatic depth measurement technique, depth measurement 

requirements were determined in advance. This section will address the minimal requirements for 

automatic depth measurements. 

Segmentation of tissue structures of interest 

To develop a successful depth measurement technique, the measurement algorithm must be able 

to segment the lower extremities, bones and skin separately. In addition, it is important that only 

the structure of interest is included into the segmentation, as otherwise incorrect measurements 

can be performed. For the lower extremity arterial tree segmentation, the following properties are 

important: 1. lower extremity arteries are segmented from aortic bifurcation to plantar arteries and 

2. small arterial side branches or capillaries do not have to be segmented. However, if the origin 

of the ATA and ATP is segmented, but the segmentation does not extend to the plantar arteries, 

this is also considered sufficient. For bone segmentation, it is important that the cortical bone is 

segmented and spongy bone regions are included within the segmentation. Incomplete bone 

segmentation can result in erroneous depth measurements that cross bone structures, since these 

measurements do not reflect clinical use of transcutaneous techniques such as HIFU. Finally, a 

selected skin segmentation is important so that other objects, such as blankets or the mattress of 

the CT table, are not included in depth measurements. 

Measurement deviation 

HIFU has a therapeutic depth range between 30 and 40mm.39 In addition, a range of 3mm is 

described to increase the therapeutic range of HIFU.39 Therefore, a maximum measurement 

deviation of 3mm is considered sufficient.  
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Measurement duration time 

Factors that influence depth measurement time are the number of slices in the DICOM series, the 

extent to which the arterial vascular tree is segmented and patient size. As a result, elapsed time 

will differ between cases. In addition, duration must be limited to make the technology developed 

suitable for clinical use. Therefore, a maximum measurement time of 15 minutes is considered 

acceptable. 

2.5.2 Depth measurement algorithm 
In this section we will look in more detail at the steps of the developed algorithm mentioned at the 

beginning of section 2.5. All steps can be completed individually, but must always be carried out 

in the order described to reach the end result. 

Step 1: Preparing DICOM files for depth measurements 

The first depth measurement step ensures DICOM files are loaded and prepared for depth 

measurements. For this study, CTA studies with 3mm slice thickness have been used. After 

loading the DICOM files, the coordinate system of the DICOM files is converted from the image 

coordinate system to the patient-based coordinate system using MATLABs imwarp function.40 This 

function uses the information from the image plane module which can be found in the DICOM 

header information and consists of the following components: pixel spacing, Image orientation, 

Image Position, slice thickness and slice location.41 An overview of these components along with 

corresponding description is presented in Table 3. 

Step 2: Define anatomical landmarks 

Within the second step, the user indicates the following six predefined anatomical landmarks: 

origin of common iliac artery (CIA), EIA, SFA, popliteal artery visualized on the first slice on which 

the patella is not visible when looking in a craniocaudal direction (Apop), ATA and PTA. In addition, 

the user is asked to mask the CT table. Masking the CT table is performed manually by drawing 

an region of interest around the table and prevents the table from being included in a segmentation 

of an anatomic structure. 

Table 3: Overview of attributes that define the transmitted pixel array of a two-dimensional image plane. 
Table is derived from DICOM PS3.3 2020a - Information Object Definitions from NEMA.41 

Attribute name Attribute description 

Pixel spacing 
Physical distance in the patient between the center of each 
pixel, specified by a numeric pair - adjacent row spacing 
(delimiter) adjacent column spacing in mm. 

Image orientation (patient) 
The direction cosines of the first row and the first column 
with respect to the patient. 

Image position (patient) 
The x, y, and z coordinates of the upper left hand corner 
(center of the first voxel transmitted) of the image, in mm. 

Slice thickness Nominal slice thickness, in mm. 

Slice location Relative position of the image plane expressed in mm. 
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Step 3: Segment anatomical structures of interest and determine structure edge 

Next, the arterial vascular tree, skeleton and skin are segmented. First, the contrast in the arterial 

vascular tree is increased with an enhanced Frangi filter.42,43 This is a tubular shaped filter of 

varying sizes which searches for bright tubular shaped structures within the CT-images and 

requires input of two main parameters: 𝜎 and 𝜏. Parameter 𝜎 represents the radius of the Gaussian 

tubular shaped structure and 𝜏 controls the output uniformity. The resulting enhanced vessel 

contrast image is segmented by selecting the largest connected region created using MATLAB’s 

bwlabeln function with a three-dimensional 26 connected neighborhood filter.44 Arterial 

segmentation outcome is checked by the user. If the resulting arterial segmentation is not 

satisfactory, segmentation steps are performed again. In addition, more regions can be included 

in the 26 connected neighborhood filter. An overview of a successful arterial segmentation is 

shown in Figure 6A. 

Subsequently, the bones and skin are segmented. For both bone and skin segmentation, similar 

segmentation method is used to create both segmentations based on a predetermined threshold 

value. Predetermined threshold value are set according to Hounsfield units for bones and soft 

tissue.45 In the case of bone segmentation, the contrast in the arteries is first masked using the 

segmented arterial tree because the used contrast medium increases Hounsfield unit to bone 

levels. Masking therefore prevents part of the arterial vascular tree from being included in the bone 

segmentation. The largest region in the segmentations is selected using the bwlabeln function 

described above. Figure 6B and Figure 6C present an overview of a successful bone and skin 

segmentation. 

 
A 

 

 
B 

 

 
C 

 

Figure 6: Examples of anatomical structure segmentation: arterial vessel segmentation (A), bone 
segmentation (B) and skin segmentation (C). 
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Finally, the developed technique determines segmentation edges separately. These edges are 

combined in an image file in which they can still be distinguished. Furthermore, contralateral leg 

is masked to reduce measurement time. In the final 3D-overview, however, both legs are 

visualized. Figure 7 presents an example of determined anatomic structure edges and combined 

3D overview.  

 

 
A 

 

 
C 

 
B 

 

Figure 7: Example of combined structure edge image in which the edges of skin (skin-colored), bone (light) 
and artery (red) in leg of interest are viewed (A) and projected on corresponding CT-slice (B). Example of 3D 
overview of combined segmented anatomical structures (C).  
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Step 4: Automatic depth measurements 

Now that the anatomical structure are segmented and their edge coordinates are determined, the 

developed depth measurement technique calculates shortest distance between skin and 

contralateral arterial wall on each transversal slice. All automatic depth measurement steps are 

shown schematically in Figure 8 and are described below.  

First, centroid of vascular segmentation and bone regions are determined. If multiple segmented 

arterial branches are present within the selected transversal slice, centroid will be determined for 

each branch. Moreover, if vascular centroid is positioned within bone region, centroid is excluded 

for further analysis. Next, the Pythagorean theorem is used three times to calculate distance 

between certain points. First, the radius of the artery which is considered equal to the distances 

between arterial centroid and arterial edge coordinates is determined. To ensure the developed 

technology performs depth measurements for each within the slice present arterial branches 

separately, only arterial edge coordinates within 6mm of the centroid are selected. This maximum 

radius of 6mm is set according to the largest arterial radius as described by Lorbeer et al46. 

Second, the distances between the centroid and skin coordinates are calculated. The technique 

selects 50% lowest measured depths and verifies whether the measurement passes a bony 

region. If this is the case, the corresponding point on the skin edge is excluded from further 

analysis. Only if it appears that all selected measurements pass a bony region, the remaining half 

of the performed measurements are analyzed. At last, the Pythagorean theorem is used to 

calculate the distance between the remaining arterial and skin edge coordinates. The minimum 

arterial depth is then found by searching all these measured distances for the depth closest to the 

radius of the artery, combined with the shortest measured distance between the centroid of the 

artery and the skin. 

Depth measurement results 

The developed technology initially gives the user an overview of the measured depths in two 

different figures. First, a 3D overview presents the combined segmentation along with denoted 

anatomical landmarks and provides insight into the measured shortest distances and their 

measurement direction (Figure 9). Second, all measured depths are viewed in a graph (Figure 

10). However, this graph only provides an overview of the arterial depth and no information about 

the measurement direction. Therefore, depth measurement can be selected within the graph to 

open corresponding slices along with all performed measurements and their direction (Figure 11).  

In all figures the measurements are shown in a color that correspond to measured depths within 

therapeutic range of HIFU (green) or ±3mm uncertainty of therapeutic range (orange) and outside 

the described range (red). Table 4 shows an overview of measurement colors along with 

corresponding depth ranges. Furthermore, denoted anatomical landmarks and defined 

measurement ranges are included in the depth measurement graph. 

Table 4: Overview of depth measurement colors with corresponding measured depth intervals (mm). 

Color Depth (mm) 

Green 30 ≤ depth ≤ 40 

Orange 27 ≤ depth < 30 or 40 < depth ≤ 43 

Red 27 < depth < 27 or 40 < depth > 43 
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Figure 8: Schematic overview of depth measurement steps described in step 4. Blue boxes represent 
measurement steps and orange boxes represent in- or exclusion steps of measurement points. 
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Figure 9: Example of 3D overview of performed depth measurements. Colored lines represent measured 
depth according to described depth intervals presented in Table 4. Furthermore, denoted anatomical 
landmarks presented.  
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A 
 

 
 

B 
Figure 11: Overview of performed depth measurements at two locations around denoted SFA origin. Depth 
measurement colors correspond to depth intervals described in Table 4.  
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2.5.3 Validating the developed depth measurement algorithm 

Phantom study and 35 CTA studies were used to verify whether the developed depth 

measurement technology meets the set requirements (section 2.5.1). In this section the phantom 

used, the applied validation method and the results are discussed. 

2.5.3.1 Method 

To make sure that the algorithm actually performs a correct depth measurement, a phantom has 

been developed whose exact dimensions are known. This Phantom consists of a cuboid container 

with internal dimensions of 200x80x100mm. To simulate a blood vessel, a tube with a diameter of 

12mm runs in the center of this tank. In addition, 5 lime rings have been created with 

Hydroxyapatite and placed around the vessel tube to simulate calcified plaques. An overview of 

the used phantom is shown in Figure 12.  

Before the phantom was scanned, the container was filled with demi water to a measured height 

of 75mm. As a result, the distance between the bottom of the tube and the water surface was 

31mm. To simulate blood with contrast agent, the tube was filled with a mixture of contrast agent 

(Ultravist®-300 mg/mL, Bayer B.V., Mijdrecht, Netherlands) and demi water with a ratio of 1:30. 

Phantom scan was performed using an IQon Spectral CT scanner (Philips Brilliance; Philips 

Medical Systems, Best, The Netherlands) and scanned according to the lower extremity CTA 

protocol of the UMC Utrecht. Slice thickness was 3mm and radiation exposure parameters were 

120 kilovolt and 106 milliampere second. To assess measurement deviation, vessel depth was 

measured on each slice using the developed depth measurement technique (section 2.5.2) and 

compared to the actual depth of 31mm. Furthermore, it is checked whether the depth 

measurements have been performed in the correct direction. 

Next, DICOM files of CTA studies used for manual depth measurement (section 2.4.1.1) have 

been loaded and processed with use of the developed depth measurement technique (section 

2.5.2) to verify whether the developed technique meets the remaining requirements (section 

2.5.1). For all automatically processed CTA studies, it was checked whether the anatomical 

structures of interest were correctly and completely segmented. Furthermore, the measurement 

time was calculated for each processed study and it was checked whether the technique executed 

all depth measurements within 15 minutes. 

 

 
A 

 
B 

Figure 12: Schematic representation of the phantom with corresponding internal dimensions (A) and the 
created phantom used for automatic depth measurement validation (B). 
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Table 5: Mean, median, minimum and maximum for the measured depth (mm) and difference between real 
and measured depth (mm) (n=64). 

 Mean Median Min Max 

Measured depth (mm) 30.57% 30.50% 28.25% 32.00% 

Measurement Deviation (mm) 00.75% 00.69% 00.00% 02.75% 
 

 
A 

 
B 

 
C 

Figure 13: Sagittal (A) and transversal (B) view of 3D reconstructed phantom with depth measurements. 
Depth measurement direction is presented as green lines within the 3D reconstructed figures. Measured 
depth is showed in the graph (C), where the x-axis refers to the slice and the y-axis represents the measured 
depth (mm). 
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2.5.3.2 Results 

Sagittal and transversal overview of the 3D reconstructed segmentation of the phantom with 64 

performed depth measurements show similar measurement directions for most measurements 

(Figure 13A and B). In addition, one of the five added calcified rings around the vessel is not 

segmented and reconstructed. Data points in the created depth measurement graph show a fairly 

constant line (Figure 13C). Table 5 shows an overview of mean, median and measurement range 

of the measured depth, difference between real and measured depth and the difference expressed 

as a percentages. Mean measured depth is 30.57mm (28.25mm – 32.00mm). Maximum 

difference between real and measured depth is 2.75mm. 

In 31 CTA studies, the arterial vascular tree is in any case segmented from the aortic bifurcation 

to the origin of the ATA and ATP, while only in 12 studies the segmentation is extended to the 

plantar arteries. Furthermore, in 33 cases the skin is completely and correctly segmented, 

whereas for the segmentation of the arteries and bones this was only the case in less than half of 

the cases. The median duration that the algorithm needed to calculate the depth was 13:32 

minutes. Minimum duration was 7:04 minutes and maximum duration was 01:39:33 hours. In 27 

cases, the algorithm took less than 30 minutes to perform all depth measurements, whereas in 20 

cases depth measurements took even less than 15 minutes. An overview of number all correct 

segmented anatomical structures and depth measurement duration can be found in Table 6. 

2.6 Automatic performed depth measurements.  

2.6.1 Method 
To assess measurement agreement of manual and automatic performed measurements, shortest 

manually measured depths (measurement E, section 2.4.1.2) performed at the SFA by observer 

1 were compared with automatic measured depths in 35 CTA cases (section 2.4.1.1). 

Measurements performed by this observer have been selected because the vascular surgeon is 

considered the most experienced observer. As a result, the measurements will best match current  

Table 6: Overview of successful segmentation results and automatic depth measurement time. Time is 
viewed with “HH:MM:SS” notation and values between brackets show minimum and maximum measurement 
time. 

   Cases 

Number of cases 35 

Segmentation 

Aortic bifurcation – plantar arteries 12 

Aortic bifurcation – origin ATA/ATP 31 

Correct segmentation 
of anatomical structure 

Arterial tree 15 

Bone 11 

Skin 33 

Time 

Below 15 minutes 20 

Below 30 minutes 27 

Median 00:13:32 (00:07:04 – 01:39:33) 
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practice. To ensure measurement comparability, automatic depth measurement slice was 

matched to the slice on which the manual depth measurement was performed. In addition, it is 

checked whether the depth measurements performed manually and automatically on this slice 

had a comparable measurement direction. If the measurements are not taken in the same 

measuring direction, they must be excluded from further analysis. 

2.6.1.1 Statistical analysis 

First, the measurement agreement of manually and automatically performed depth measurements 

was assessed by calculating the Intraclass Correlation Coefficient (ICC) to indicate measurement 

reliability. Second, measurement agreement was visualized using Bland-Altman plot and CV was 

determined. Statistical analysis is performed with the same equations and reliability classes as 

used for manual depth measurement (section 2.4.1.3). 

2.6.2 Results 

Measurement agreement of manually and automatically performed depth measurements at the 

AFS was assessed with use of the ICC. Table 7 presents an overview of interobserver agreement 

and measurement variability. Measurement reliability was indicated as Excellent and CV%mean was 

8.95%. Furthermore, measurement agreement was assessed using Bland-Altman plot (Figure 5). 

Data shows no systematic bias and exceeded the limits of agreement only once. 

2.7  Discussion 
The aim of this study was to develop a technique that can automatically measure the distance 

between lower-extremity arteries and the skin in patients with peripheral artery disease. First, the 

reliability and agreement of manual performed depth measurement was determined. Assessed 

interobserver agreement showed excellent reliability and low CV%mean for all measurements in the 

SFA and PTA. Second, automatic depth measurement method was developed in MATLAB and 

Table 7: The ICC, reliability according to the predefined ICC classes (Table 1) and CV%mean for interobserver 
agreement at the AFS (n=35). Values between brackets are the 95% confidence intervals of calculated ICC. 

 ICC Reliability CV%mean 

SFA 0.978 (0.956 – 0.989) Excellent 8.95% 
 

 
Figure 14: Bland-Altman plot of depth measurements in the SFA. In all plots the horizontal dotted lines 
represent from top to bottom the upper limit of agreement, the bias and the lower limit of agreement. 
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validated according to set requirements described in section 2.5.1. The maximum measurement 

deviation of the developed automatic depth measurement technique was to be lower than the set 

measurement deviation of 3mm. Furthermore, only in 11 of the used CTA studies segmentation 

of anatomical structures met all set requirements. Because in most cases this results in additional 

erroneous measurements in addition to well-measured depths between the skin and the 

contralateral vessel wall, the segmentation is considered acceptable. In addition, the set time limit 

of 15 minutes is achieved in 20 cases. However, in all cases this is caused by a multitude of depth 

measurements caused by incorrect segmentation of different anatomical structures. Therefore, 

improvement of the anatomical structure segmentation will lead to a reduction in measurement 

time. Finally, automatic depth measurement reliability and agreement was determined for 

measurements performed within the SFA. Assessed measurement agreement showed excellent 

reliability and low CV%mean. Although only one of the three requirements has been met, the 

developed technology shows a good match between manually and automatically measured 

depths. Moreover, the overall measurement deviation found is lower than 3mm and improvement 

of the anatomical structure segmentation will lead to a reduction in measurement time. Therefore, 

the development of the automatic depth measurement technique is considered successful. 

2.7.1 Manual depth measurements 

According to the reliability classes as defined by Koo and Li33, interobserver agreement reliability 

scored Excellent for all depth measurements in SFA and ATA (Table 2). In addition, 

measurements performed in the EIA showed also excellent reliability for most measurements, 

whereas measurement reliability in the ATA was only moderate or good. Created Bland-Altman 

plots show no systematic bias (Figure 5 and Appendix B). Therefore, manual depth measurements 

within the EIA, SFA and PTA look reproducible. However, ICC only determines the ratio of 

interobserver differences. Consequently, reliability and agreement will still be high when both 

observers include similar depth measurement errors. To ensure measurement accuracy is also 

high, CV%mean is used to provide information about the variability in terms of depth unit of 

measurement.37 This means that the actual depth lies with a probability of 95% within the range 

of CV%mean of the performed measurement. As a result, it means that the lower the CV%mean, the 

higher the accuracy of the performed measurements. When looking at all calculated CV%mean 

percentages in Table 2, lowest CV%mean values are found within the SFA and PTA. Furthermore, 

in accordance with the lower ICC values, a higher CV is found in the PTA. The excellent reliability 

and low CV%mean found within the SFA and PTA, ensure that the depth measurements at those 

locations can be considered reproducible. In addition, measurements performed at the EIA 

showed slightly less good outcomes, but is still considered reproducible. The measurements in 

the ATA, on the other hand, only show moderate or good reliability with higher CV%mean values. As 

a result, these measurements are considered less reproducible and therefore will not be included 

during further analysis. 

For each anatomical landmark, five measurements were performed by each observer, of which 

only the measuring direction of measurement E is determined by the observer. Since for the other 

four measurements the measurement direction fixed, ICC was expected to show higher outcomes 

for these measurements. However, it appears that this expectation is incorrect for the 

measurements performed in the EIA and PTA (Table 2). Despite the guidelines set for performing 

the measurements, analysis of the selected slices showed a difference between selected slices 

on which the anatomical landmark is depicted by the observers. However, in most cases the 

difference in selected slice is only small. As a result, it does not seem logical that this has a major 

impact on the measured distance and therefore on the ICC. Nevertheless, in some cases this 
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small difference between selected slices has major consequences for the measured depth. This 

is mainly the case when a part of the artery has a larger horizontal than vertical deviation. Figure 

15 shows an example of difference in measured distances, while maximum slice difference was 

only three slices. In this way, a difference in the chosen measurement location can induce larger 

differences in measured depths which will result in decrease in calculated ICC. A possible way to 

eliminate this difference in the selected slice is to improve the set definition of the anatomical 

landmark in the measurement protocol. Nonetheless it is likely that there will remain differences 

between the selected slices as observers still select the slices according to their interpretation of 

the set guidelines. It is therefore even better to determine in advance which slices should be used 

to perform depth measurements. As a result, the variation in selected measurement slice will 

disappear and therefore measurement comparability will increase.  

The differences in selected measurement slices should not only be taken into account during ICC 

analysis. Additional uncertainty arises from the measuring direction determined by the user in 

measurement E, because outcomes is observer dependent. As a result, there is a possibility that 

the depth measurement was performed in different directions at the same anatomical location. 

Although it is possible that the measurements taken in different directions have approximately the 

same depth, these measurements are actually not comparable. Since the ICC also does not take 
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Figure 15: Overview of difference in measured depth measured at the EIA by observer 1 (A), observer (B) and 
observer 3 (C) within the EIA. Selected slice differed only 3 slices, whereas measurement location differed 
much more. 
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this difference in measurement direction into account, its outcome is only influenced by the 

measured depths. This raises the question whether the ICC values found for measurement are 

reliable, since different measurements with comparatively measured depths ensure a higher ICC, 

while this agreement is actually lower. A limitation of this study is therefore that only the measured 

depth is taken into account for assessment of measurement agreement. 

Another important finding was that the calculated CV%mean showed lowest variation for almost all 

measurement locations when comparing depth measurements performed by observer 2 and 3. 

This result suggests that depth measurements of these observers show more agreement 

compared to measurements performed by observer 1. Although observer 2 and 3 were less 

experienced observers, the reason why they have performed better corresponding depth 

measurements is difficult to determine. It is likely that these observers have maintained a less 

strict definition of the origin of anatomical landmarks or that, for example, they did not include the 

contralateral vessel wall during the measurements. On the other hand, this CV%mean result for 

observer 2 and 3 does not indicate whether their depth measurements were performed more 

accurately compared to those performed by observer 1. To the best of our knowledge, no scientific 

papers have been published yet describing the influence of rater experience on agreement and 

accuracy in arterial depth measurements. However, there are publications that describe the 

influence of the experience of observers for other measurements. For example, Lee et al.47 and 

Analan et al.48 described the influence of observer experience on the assessment of respectively 

burn scars and hip migration. According to both studies, there is no evidence that experience 

improves measurement agreement or accuracy.47,48 Although the measurements of observer 1 

are less similar than those of observer 2 and 3 and there is no evidence indicating that the 

measurements of observer 1 were performed more accurately, only the measurements of 

observer 1 are used for subsequent analysis. Consequently, depth measurements performed by 

the surgeon are assumed to be closest to the clinical standards and are therefore considered the 

most representative in a comparison with the measurements made with the developed depth 

measurement technique. 

2.7.2 Validation of developed depth measurement technique 

Depth measurement outcomes presented in Table 5 show that maximum measurement deviation 

is 2.75mm. In addition, 3D overview of segmented phantom with performed depth measurements 

in Figure 13A and B show that most measurements are performed approximately in each slice at 

the same position and Figure 13C shows that most measured depths around 30 to 31mm. The 

result of the analysis of the segmentation of the various anatomical structures in Table 6 shows 

that the skin is well segmented in 33 cases. On the other hand, both arteries and bones are 

precisely segmented in less than half of the cases. In 15 cases, depth measurement time 

exceeded 15 minute limit. In 2 of these cases, the set 15-minute limit was exceeded by less than 

a minute. In both cases it concerned a large sized person, resulting in more skin edge data points 

and therefore more depth measurement possibilities to analyze. In the remaining 13 cases that 

exceeded the 15-minute time limit, bone regions were included in the arterial segmentation. In 7 

cases this even resulted in a measurement time higher than 30 minutes. Of the 15 cases that met 

the 15-minute time limit, only 8 consisted of correctly segmented anatomical structures. In the 

other 7 cases, measurement time was mainly below 15 minutes because of inclusion of small 

bone regions or small sized persons. At the moment, the developed technology therefore only 

meets the 3mm measurement deviation. 
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The results of the phantom study showed that maximum measurement deviation smaller than set 

3mm deviation. However, depth measurement chart in Figure 13C shows three measurements 

that deviate more than 3mm from the actual distance of 31mm. These measurements indicate the 

distance between the water surface and a segmented part of a lime ring. Therefore, these 

additional measurements were excluded from the deviation analysis. Moreover, the created 

measurement graph shows the pattern of the segmentation, since the measured depth of the 

vessel is lower at the level of the lime rings. This corresponds to the 3D overview of the phantom 

segmentation, since a decrease in diameter of the vessel is also seen at the position of the lime 

rings. The deviation at these positions are likely to be related to physics-based artifacts, such as 

beam hardening.49 Another point of interest is that the actual distance between vessel and water 

surface did not remain constant. CT table movement during the scan caused a small wave in the 

water. Due to this water displacement, the possibility exists that the actual distance deviates from 

the originally measured 31 mm. This is a limitation of the research design used, since water 

displacement was not measured during scanning. Although the validation result may be slightly 

affected by this, the deviation caused by the wave is expected to be small. Therefore, this 

displacement was not taken into account during depth measurement deviation analysis.  

Contrary to expectations, the developed depth measurement technique has not met set 

requirements for anatomical structure segmentation and measurement time. Analysis of the 

results of the developed depth measurement technique showed a relationship between the quality 

of the segmentation and the measurement time. Bone segmentation was considered successful 

only in 11 cases and therefore unsuccessful in 24 cases. Analysis of the segmentations showed 

that in 20 of these cases, arterial segmentation included bone regions, while bone segmentation 

was incomplete. This double segmentation error is caused by a combination of the CTA images 

and the applied segmentation techniques and steps. Usually in CT-images there is a large 

difference in intensity of blood and bone structures. However, in CTA images, the Hounsfield 

intensity of blood is increased by the use of contrast agents, and therefore the difference in 

intensity of blood and bones is much smaller. To prevent the threshold-based bone segmentation 

from including parts of the arterial vascular tree, the developed technique uses the arterial vascular 

tree that was previously segmented using the enhanced Frangi filter to mask the arteries. The 

limitation of this applied step is that the improved Frangi filter searches for clear tubular structures 

in the images. Because bones on CT images are represented as clear structures, there is the 

possibility that the improved Frangi filter detects a part of bone regions and therefore incorporates 

those bone regions in the arterial segmentation. This not only masks the arteries, but also the 

bone parts that are included in the vascular segmentation. As a result, the bone regions are 

segmented incompletely and are therefore considered incorrect. Moreover, the technology 

developed identifies the included bone parts as artery, resulting in additional performed depth 

measurements per slice. As a result of these additional incorrect measurements, the 

measurement time is also extended. Figure 16 shows an example of the above-described 

erroneous inclusion of bone regions in the arterial segmentation and resulting increase in depth 

measurements performed. 

Although arterial and bone segmentation outcomes were not very encouraging, it seems that 

preventing the erroneous inclusion of bone segments in the arterial segmentation will lead to an 

increase of correctly segmented structures and a decrease in the measurement time. One 

possible way to improve this segmentation is by using magnetic resonance angiography (MRA) 

instead of CTA. MRA has the advantage that it only shows the blood vessels with a high intensity 

and therefore the enhanced Frangi filter used will only select the arteries. The disadvantage of  
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Figure 16: Example of depth measurement graph in which bone structures are incorporated in the arterial 
segmentation and therefore depth measurements are also performed between skin and bones (A). In 
addition, example of slice on which multiple erroneous depth measurements are performed between bone 
and skin. Colors correspond to measured depth described in Table 4.  
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MRA, however, is it’s lower spatial resolution and longer scan time compared to CTA. In addition, 

an MRA of the lower extremities is scanned in phases, which means that an MRA data set consists 

of different parts. Although the MRA segments can be merged based on the DICOM info, 

additional steps are needed to align the data. Although MRA segments can be merged based on 

the DICOM info, additional steps are needed to align the data. Moreover, it is possible that MRA 

segments are difficult to align due to patient movement between acquisition of the different 

segments. The use of MRA instead of CTA is therefore not considered a better alternative. Another 

more suitable solution is to use CTA scans acquired with an IQON spectral CT scanner which has 

the ability to reconstruct a virtual non-contrast scan beside the original CTA scan with contrast.50 

The major advantage of using this technique is that the reconstructed non-contrast scan can be 

accurately aligned with the original scan and therefore the non-contrast scan can be used to mask 

bone regions within the original contrast scan. As a result, the used improved Frangi filter is 

prevented from including parts of bone regions in the arterial segmentation and therefore the 

number of correct segmented cases is expected to increase. In addition, improving arterial 

segmentation will reduce the number of erroneous arterial measurement points. It is therefore 

expected that the number of cases in which depth measurements are taken within 15 minutes will 

also increase. 

In addition to the 20 cases in which both arterial and bone segmentation were incorrect, there are 

4 cases in which only bone segmentation was incomplete. In all 4 incorrect bone segmentations, 

part of the sacrum was incompletely segmented and therefore a number of depth measurements 

are performed through this bone (Figure 17). This is most likely due to the fact that the sacrum, 

unlike for example the tibial bone, does not have a thick cortical bone edge. Therefore, 

segmentation of this specific bone is more difficult when using a segmentation technique based 

on a predetermined threshold level. To improve bone segmentation, it has been investigated 

whether an active contour based segmentation technique showed better segmentation results. 

Active contours can be defined as the process to obtain deformable models or structures with 

constraints and forces in an image for segmentation.51 Although the MATLAB version used has a 

built-in function based on this active contour segmentation and showed better outcomes, the 

technique proved to be very time-consuming and therefore not a useful alternative. Another 

possible solution is to create the segmentation of the anatomical structures with a different 

segmentation program and then be aligned and merged in MATLAB. This means more additional 

steps must be performed before the developed technology actually measures artery depth. 

Moreover, these segmentation programs often require user input and created segmentations still 

need to be checked and often improved where necessary. As a result, this option becomes more 

time consuming and is therefore considered undesirable. Besides, the question is whether the 

incomplete segmentation influences treatment selection, since these measurements were 

performed at a location that is not eligible for transcutaneous treatment such as HIFU. 

Furthermore, the developed technique enables the user to verify whether the measurement has 

been properly performed and whether the measured distance is actually correct. Until the 

developed depth measurement technique can be linked to the transcutaneous treatment modality 

and without user intervention being determined at which location the treatment should be 

performed, these measurement errors will not have large-scale consequences.  

At last, Table 6 showed that in 2 of the 35 cases the skin is not correctly segmented. Both times it 

concerned a case in which the intestines were filled with air. What is curious about this result is 

that the developed technique should fill any cavities present within the skin segmentation. 

However, it appears that when the cavity runs from the first slice, the cavities persist and the edges  
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Figure 17: Example of depth measurement graph in which part of the sacrum was segmented incompletely 
and therefore depth measurement was performed through this bone region. (A). In addition, example of slice 
on which erroneous depth measurements were performed is showed (B).  
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of these cavities are therefore included as a skin edge. Consequently, the developed technology 

measures the shortest distance between these cavity edges and the arterial wall, resulting in 

incorrect depth measurements. Removement of these remaining cavities will improve skin 

segmentation and therefore will also result in correct performed depth measurements. In all cases, 

however, this deviation only applies to the lower abdomen and not to the segmented lower 

extremities. Depth measurements in the lower extremities will therefore not be affected by this 

incorrect skin segmentation. For this reason, this incorrect segmentation is considered acceptable. 

Although the developed depth measurement technology meets only one of the three requirements, 

its operation is considered adequate. The main reason for this outcome is the fact that maximum 

measurement deviation found was less than 3 mm and that in all cases the technique is able to 

calculate the distance between skin and contralateral vessel walls. Moreover, the described 

segmentation errors and subsequent erroneous depth measurements only occur in the pelvic area 

or feet. As a result, the developed technology performed the depth measurements correctly in 

most parts of the lower extremities. By improving in particular the segmentation of the arteries and 

the bones, the measurement results of the technique will improve and the duration will decrease. 

2.7.3 Agreement of manual and automatic performed depth measurement at the SFA 
ICC showed excellent measurement reliability and CV%mean below 10%. In addition Bland-Altman 

plot was used to visualize measurement agreement, showing no systematic bias and limits of 

agreement were only exceeded once. The developed technology showed measured depths that 

correspond well with the manually measured depths in the SFA. Therefore, the developed 

technology is considered to be able to automatically measure the arterial depth in the SFA. 

As described in section 2.7.1, manual performed measurements performed in the EIA, SFA and 

PTA showed good measurement agreement. Therefore these measurements were used to 

compare manual performed measurements and measurements performed by the developed 

technique. To ensure measurements comparability, it was checked whether the manual and 

automatic depth measurements were performed in the same direction. Assessment of 

measurement directions at the defined anatomical landmarks showed that only at the SFA 

measurement were performed in similar directions. The deviating measurement directions in the 

EIA and PTA are mainly caused by a limitation of the measurement protocol used. The protocol 

instructs the observer to measure the shortest possible distance between skin and contralateral 

artery wall without specifying that these measurements should not pass through a bone area. As 

a result, the shortest manual measured distance in many cases has a different measuring direction 

compared to the measurement direction of the developed technology since it excludes 

measurements when passing through a bone region. Consequently, it was decided to compare 

the measured depth only at this anatomical landmark.  

Another point of attention is that for the comparison of measurement results, the same cases and 

technique were used as in the validation of the technique. As a result, several automatic depth 

measurements were performed at the SFA in some cases. If this was the case, the correct depth 

measurements between skin and contralateral artery wall was selected from all measurements. It 

is therefore possible that when two of these measurements were close to each other, the wrong 

measurement was selected and this slightly influenced the outcome. It is therefore questionable 

whether these outcomes may be regarded as representative and actually demonstrate the true 

agreement. To find out, the technique must first be improved before this analysis is carried out 

again. If similarities are found, it can be assumed that the test results of the developed technology 

were initially also representative. 



 
32 

 

Finally, it is unlikely that depths measured by the developed depth measurement technique will 

fully correspond to manual measured depths. In addition to the fact that the manual measurements 

are observer-dependent and will therefore cause measurement deviations, the technology 

developed has two limitations that can lead to deviations from automatically measured depths. 

First, the technology only segments the contrast-enhanced arterial lumen. This means that the 

measurements are performed up to the edge of the lumen instead of up to the artery wall. Second, 

the developed technology measures the distance between the centers of pixels. Therefore, when 

the skin and / or vascular wall is located on a pixel edge, the technique possibly over or 

underestimated the measured depth. Although the expectation is that both limitations will only 

have a small influence on the measured depth, this study did not address this possible influence. 

Moreover, as far as we know, there are no publications describing the influence of these limitations 

in a similar measurement technology. In addition to improvement of the developed technology, 

future studies on the current topic are therefore recommended. 

2.8 Conclusion 
This study showed that manual depth measurements performed in EIA, SFA and PTA are 

considered reproducible. Subsequently, an automatic depth measurement technique was 

developed to measure the distance between the skin and the contralateral arterial wall in the 

lower-extremity. Three requirements were set in advance for the technology developed; maximum 

measurement deviation of 3mm, individual segmentation of anatomical structures and time limit 

of 15 minutes. Phantom measurements showed that the maximum measurement deviation of the 

developed technique was 2.75mm. On the other hand, set requirements for anatomical structure 

segmentation and time limit were exceeded. However, data analysis showed that improving the 

segmentation of the anatomical structure is likely to reduce measurement time and increase the 

number of cases in which the anatomical structures are segmented separately. Since in all cases 

only additional erroneous measurements have been performed and the measurement deviation 

found is lower than 3 mm, the result of the developed technology is considered acceptable. Finally, 

comparison of manually and automatically measured depths in the SFA showed excellent 

reliability and agreement. It is therefore possible in any case to measure the arterial depth of the 

lower extremities at the level of the SFA using the developed  automatic depth measurement 

technique. 
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Chapter 3: The correlation of tortuosity, 

curvature and torsion in the extracranial 

carotid artery 
3.1 Clinical background 
Dolichoarteriopathies are arterial abnormality phenotypes that primarily affect the extracranial 

carotid artery (CA) and are often visualized with angiography and ultrasound studies.52–55 Metz et 

al.56 and Weibel et al.57 have established a classification system for dolichoarteriopathies in the 

internal carotid artery (DICA) that consists of three types: tortuous, coiling and kinking (Figure 18). 

In addition, in some cases the tortuous type includes also the described coiling or kinking type. 

Several studies state that the prevalence rates of DICA are around 25%.54,58 The degree of 

tortuosity within this percentage, however, still varies widely. Even though DICA can therefore be 

regarded as a common anatomical abnormality, still little is known about the relationship between 

DICA and for example the development of CA disease or cerebral ischemia (i.e. transient ischemic 

attack or stroke). In the present study, CA disease is defined as stenotic lesions or aneurysms -of 

the common carotid artery (CCA) or internal carotid artery (ICA). 
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Figure 18: Different types of Dolichoarteriopathies: A: tortuous, B: coiling and C: kinking. CCA: common 
carotid artery, ECA: external carotid artery and ICA: internal carotid artery.54 
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Theoretically, DICA’s may be associated with atherosclerotic risk factors, such as diabetes 

mellitus, hypercholesterolemia, hypertension and smoking.54,59,60 However, some studies have 

found that the presence of cardiovascular atherosclerotic risk factors are comparable in patients 

with and without DICA.61,62 Age and CA dissection are considered acquired risk factors which can 

cause DICA and also congenital factors can contribute DICA development.58,63,64 Although there 

are strong suspicions that the risk factors described above are strongly related to the development 

of DICA, there is still much uncertainty about the exact cause and possible consequences of DICA.  

As the anatomical variety in DICA is large, the present study addresses the clinical implication of 

CA geometry expressed in tortuosity index (TI), curvature and torsion. TI is defined as a ratio 

between central luminal line length and straight distance. In addition, curvature is defined as the 

amount in which the CA deviates from a straight line, while torsion is defined as the degree in 

which the artery twists out of the curvature plane. Recent studies have shown that curvature is a 

reliable predictor for endoleaks and stent migration after aortic aneurysm repairs.65–67 Curvature 

and torsion in CAs has been described to the best of our knowledge only once.68 At this point, the 

relation of the more established TI with curvature and torsion is therefore unknown. The 

hypothesis is that in an artery with a low TI, the curvature can still be large, while the other way 

around is not possible. This is because TI can be relatively low while the artery still has a sharp 

kink. While tortuosity will give the physician a global understanding of the course of the artery, the 

curvature and torsion will additionally indicate whether there is only a sharp kink or whether it is 

more tortuous. Ultimately, this prior knowledge is likely to help the physician predict the chance of 

developing an aneurysm and to prepare carotid interventions. 

3.2 Research aims 
The main research question that will be answered in this chapter of the thesis is described below: 

What is the correlation of tortuosity index curvature and torsion of the carotid artery? 

To answer the main question, the following supporting research questions have been defined: 

1. What is the inter and intraobserver agreement for TI measurements in the carotid artery? 

2. What are tortuosity indices of the carotid artery? 

3. What are curvature and torsion values of the carotid artery? 

4. Is there a correlation in tortuosity index, curvature and torsion within the carotid artery? 

3.3 Aim of the study 

The aim of this study is to find out if and how tortuosity index, curvature and torsion are related in 

the CA. To achieve this objective, the following subgoals have been defined: 

1. Determine the inter- and intraobserver agreement for TI measurements in the carotid artery 

2. Determine the tortuosity index values in the carotid artery. 

3. Determine the curvature and torsion values in the carotid artery. 

4. Determine if there is a correlation between tortuosity index, curvature and torsion in the 

carotid artery. 
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3.4 Method 

3.4.1 Patient selection and image technique 
The dataset for tortuosity measurements exists of 140 subjects of which 35 had an extracranial 

carotid artery aneurysm (ECAA). Subjects underwent a CTA scan according to regular protocols. 

All CTA studies were performed using a 64- or 128-slice CT scanner (Philips Brilliance; Philips 

Medical Systems, Best, The Netherlands). The carotid arteries were visualized from aortic arch to 

skull base. Median slice thickness was 0.67mm (range 0.62-0.90mm), increment 0.33, collimation 

64x0.625 and pitch 0.609. Radiation exposure parameters were 100-120 kilovolt and 150-300 

milliampere second. The field of view was set per patient. Injection of 65 milliliter intravascular 

contrast (Lopromide, Schering, Berlin, Germany) was followed by a saline bolus of 40 milliliter, 

both at a flow rate of 6.0 milliliter per second.  

3.4.2 Carotid tortuosity measurements 
Carotid tortuosity measurements were performed using 3Mensio Vascular software (Version 9.1, 

Pie Medical Imaging, Maastricht, The Netherlands) since De Vries et al.69 has demonstrated that 

this software is user-friendly and suitable for measuring tortuosity. First, CA was segmented and 

reconstructed after which the central luminal line (CLL) was calculated and drawn automatically 

using the software. For CLL calculation, four points were placed within the segmented CA in 

following order: (1) at skull base, (2) at carotid bifurcation, (3) at side of CCA origin and (4) at 

contralateral side of CCA origin. To ensure that all CLL points are located around the same 

position, the following two criteria for the locations were set; (1) the CLL start point at skull base 

was defined as the last slice on which the ICA is completely surrounded by bone and (2) CLL start 

point of the right CCA was located at its origin at the bifurcation of the right brachiocephalic artery 

and the CLL start point of the left CCA is located at its origin at the aortic arch. After all points were 

placed successfully at the correct positions, the software automatically draws the CLL. The course 

of the CLL was checked by the observer and corrected to the correct position where necessary. 

When the drawn CLL was satisfactory, the TI was calculated using the following equation: 

 𝑇𝐼 =
𝑇𝑟𝑢𝑒 𝑙𝑒𝑛𝑔𝑡ℎ 𝐶𝐿𝐿

𝑆𝑡𝑟𝑎𝑖𝑔ℎ𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
  (3) 

   

Where the true length CLL is represented by the length of the drawn CLL between two predefined 

landmarks and the straight distance is represented by the measured direct distance between the 

same two points.  

TI was calculated three times; (1) from skull base to carotid bifurcation (ICA), (2) from carotid 

bifurcation to CCA origin (CCA) and (3) from skull base to CCA origin (CA). To ensure 

comparability and reproducibility of measurements, the following two criteria for the locations were 

set when looking in craniocaudal direction; (1) the location of the measurement point at skull base 

was defined as the last slice on which the ICA is completely surrounded by bone and (2) the 

location for the measurement point of both the carotid bifurcation and the origin of the CCA was 

defined as the most distal slice on which the arteries in question are visualized separately. An 

example of 3Mensio segmented CA along with performed TI measurements is shown in Figure 

19. 

3.4.3 Carotid artery curvature and torsion measurements 
MATLAB (Version R2019b, MathWorks, Natick, Massachusetts, USA) was used for visualization 

of the CAs and exported 3Mensio semi-automatic drawn CLLs. To ensure comparability of  
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Figure 19: Example of a 3Mensio created segmentation of a subject with an extracranial carotid aneurysm of 
the right internal carotid artery (ICA). The carotid tortuosity index was calculated for every study patient as 
ratio of the length of the central luminal line (CLL) and the straight line length. The carotid artery was 
measured from skull base (A) until carotid bifurcation (B), and origin of the CCA (C). The CLL for the ICA is 
indicated in blue, for the common carotid artery (CCA) in red. The CLL of the total carotid artery was 
calculated by adding ICA and CCA CLL length. The straight distances are indicated in yellow and green. 
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the results, the coordinates of the 1mm interpolated CLLs created with the steps described in 

section 3.4.2 were used. For CLL curvature calculation, the equation for calculation of the extrinsic 

linear curvature as described by Schuurmann et al.65 was used (equation 4). To calculate CLL 

torsion, the equation derived from the theory described by Pressley70 was used (equation 5). Both 

equations are described below: 

 𝜅 =
√(𝑧′′𝑦′ − 𝑦′′𝑧′)2 + (𝑥′′𝑧′ − 𝑧′′𝑥′)2 + (𝑦′′𝑥′ − 𝑥′′𝑦′)2

(𝑥′2 + 𝑦′2 + 𝑧′2)
3
2

 (4) 

   

 𝜏 =
𝑥′′′(𝑦′𝑧′′ − 𝑦′′𝑧′) + 𝑦′′′(𝑥′′𝑧′ − 𝑥′𝑧′′) + 𝑧′′′(𝑥′𝑦′′ − 𝑥′′𝑦′)

(𝑦′𝑧′′ − 𝑦′′𝑧′)2 + (𝑥′′𝑧′ − 𝑥′𝑧′′)2 + (𝑥′𝑦′′ − 𝑥′′𝑦′)2  (5) 

   

Where [𝑥, 𝑦, 𝑧] are the CLL cartesian coordinates, ′ is the first derivative, ′′ is the second derivative 

and ′′′ is the third derivative. Calculated curvature will be arranged in three groups; low, medium, 

high curvature. Furthermore, calculated torsion will be arranged in two groups; low and high 

torsion. An overview of these created groups with corresponding cutoff values is shown in Table 

8. 

3.4.4 Statistical analysis 
TI measurements were performed by two independent observers (researcher and graduation 

student at the department of vascular surgery). First, inter-observer agreement was assessed by 

calculating the Intraclass Correlation Coefficient (ICC) to denoted measurement reliability and 

reviewing Bland-Altman plots. Second, and Coefficient of Variation was calculated. For 

assessment of the intra-observer reliability and agreement, 20% of the cases were re-performed 

by both observers. For both inter- and intraobserver agreement similar statistical analysis steps 

were executed as described in section 2.4.1.3. 

After determination of inter- and intraobserver agreement, multiple regression analyses were 

performed to find whether there is a correlation of TI, curvature and torsion. In order to assess the 

relation of mutual estimates, correlations between tortuosity, curvature, and torsion were 

analyzed. 

3.4.4.1 Determine the correlation of TI, curvature and torsion. 

First, to check correlation of TI, curvature and torsion univariate analysis was used to compare 

ipsi- and contralateral CA within ECAA group and to compare ECAA group with the control group. 

Second, Pearson correlation coefficient was calculated to test correlation between measured TI, 

curvature and torsion.71 P-values below 0.05 are considered statistically significant. All statistical  

Table 8: Curvature and torsion groups with corresponding cutoff values. 

Group: Curvature Torsion 

Low 0.15 < curvature ≤ 0.15 torsion ≤ 5 

Medium 0.15 < curvature ≤ 0.30  

High 0.15 < curvature > 0.30 torsion > 5 
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analyses are performed by use of SPSS statistical package version 25 (IBM SPSS for windows, 

Armonk, NY). 

3.5 Results 

3.5.1 Interobserver agreement 

A total of 175 tortuosity measurements are performed by two observers in 140 unique subjects for 

interobserver assessment. Due to CA occlusion, one case was excluded from analysis. Table 9 

presents an overview of the interobserver agreement with denoted reliability and calculated 

CV%mean. For all TI measurement segments, measurement reliability scored Excellent. In addition, 

only lower bound of 95% confidence interval of TI in the CA showed good reliability. Furthermore, 

lowest precision (1.95%) and highest CV%mean (6.35%) were calculated for tortuosity 

measurements in the CCA. Figure 20 presents the created Bland-Altman plots of the segments 

used for tortuosity measurement. All plots show no systematic bias and limits of agreement are 

exceeded by less than 10% of the total dataset. 
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Figure 20: Bland-Altman plots of tortuosity index in ICA (A), CCA (B) CA (C). In all plots the horizontal dotted 
lines represent from top to bottom the upper limit of agreement, the bias and the lower limit of agreement. 

Table 9: The ICC, reliability according to the predefined ICC classes (Table 1), lower limit of agreement (LLA), 
upper limit of agreement (ULA) and CV%mean for interobserver agreement (n=174). Values between brackets 
are the 95% confidence intervals of the calculated ICC. 

 ICC Reliability LLA ULA CV%mean 

ICA 0.983 (0.977–0.988) Excellent -0.047 0.098 5.72% 

CCA 0.921 (0.849–0.959) Excellent -0.049 0.092 6.35% 

CA 0.980 (0.973–0.985) Excellent -0.033 0.068 4.27% 
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Table 10: The ICC, reliability according to the predefined ICC classes (Table 1), lower limit of agreement 
(LLA), upper limit of agreement (ULA) and CV%mean for intraobserver agreement (n=35). Values between 
brackets are the 95% confidence intervals of the calculated ICC. 

 Observer ICC Reliability LLA ULA CV%mean 

ICA 

1 
0.980 

(0.962-0.990) 
Excellent -0.055 0.108 6.31% 

2 
0.998 

(0.997-0.999) 
Excellent -0.011 0.031 1.61% 

CCA 

1 
0.920 

(0.847-0.959) 
Excellent -0.044 0.092 6.17% 

2 
0.978 

(0.956-0.989) 
Excellent -0.025 0.045 3.16% 

CA 

1 
0.980 

(0.962-0.990) 
Excellent -0.032 0.070 4.27% 

2 
0.996 

(0.993-0.998) 
Excellent -0.013 0.028 1.75% 

 

3.5.2 Intraobserver agreement 
For assessment of intraobserver agreement, 20% of the initial 175 tortuosity measurements are 

reperformed by the same two observers resulting in a dataset of 35 cases. Measurement reliability 

was excellent in all TI measurement segments for both observers. Only lower bound of 95% 

coincidence interval from measurements of observer 1 in CCA scores good reliability. 

Furthermore, CV%mean was highest when comparing measurements of observer 1 (4.27%-6.31%), 

while CV%mean for measurements of observer 2 were all lower (1.61%-3.16%). Figure 21 presents 

the created Bland-Altman of the segments used for tortuosity measurements. All plots show no 

systematic bias and limits of agreement are exceeded by less than 10% of the used dataset for 

intraobserver assessment. Because both the ICC scores and calculated CV%mean show better 

outcomes for observer 2, only measurements of observer 2 will be used for further analysis. 

3.5.3 The correlation of tortuosity, and curvature and torsion when comparing ipsi- and 

contralateral carotid artery in subjects with ECAA 
Table 11 presents an overview of study population characteristics. The ECAA subject group 

existed of 35 cases and the control group of 105 cases. Median age was 62 years (25 – 82). In 

both groups, gender and side are equally distributed. For every subject within the ECAA group 3 

matched control patients were included in the control group. 

Wilcoxon signed rank test for matched subjects was used to compare TI, curvature an torsion of 

33 affected ipsilateral and 30 non-affected contralateral carotid arteries. Due to uncertainties in 

the exported CLL, respectively 2 and 5 subjects were excluded from analysis. Within the ECAA 

patients group, no significant difference in measured TI, curvature and torsion in ipsi- and 

contralateral carotid arteries was found (Table 12). 
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Figure 21: Bland-Altman plots of tortuosity measurements performed by observer 1 in ICA (A), CCA (C) and 
CA (E) and observer 2 in ICA (B), CCA (D) and CA (F). In all plots the horizontal dotted lines represent from 
top to bottom the upper limit of agreement, the bias and the lower limit of agreement. 
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Table 11: Baseline characteristics of study population. 

 
ECAA Control 

n % n % 

Cases  35 100 105 100 

Male  18 51 54 51 

Age at scan  
(median and range) 

 62 25 – 82 62 25- 82 

Side 
Left 17 49 51 49 

Right 18 51 54 51 

Hypertension  16 47 34 32 

Rheumatism  03 09 06 06 

Atherosclerosis  10 29 15 14 

Cardiac disease  05 15 21 20 

Diabetes  03 09 07 07 

Connective tissue disease  02 06 00 00 
 

3.5.4 The correlation of TI, curvature and torsion in ECAA subjects compared to control 

group without presence of ECAA 

Mann-Whitney U test for unrelated subjects was used to compare measured TI, curvature and 

torsion in 33 affected carotid arteries from the ECAA-group and 92 unaffected carotid arteries from 

the control group. Due to uncertainties in the exported CLL, respectively 2 and 13 subjects were 

excluded from analysis. Median TI, medium and high curvature are higher within ECAA subject 

group. Moreover, significant difference between ECAA and control group were seen within 

measured TI, medium and high curvature classes and low torsion class. Low curvature and high 

torsion classes are considered as not significantly different (Table 13).  

3.5.5 Correlation of measured tortuosity index, curvature and torsion in the carotid artery 
Pearson’s correlation was used to find the correlation between measured TI and in Table 8 

predefined curvature and torsion groups. For correlation coefficient calculation, 155 cases were 

included. Strongest positive correlation was found between TI and medium curvature (0.791). In 

addition, also strong positive correlation was seen between, TI and high curvature (0.686), 

medium and high curvature (0.677), low torsion and low curvature (0.556) and low torsion and 

medium curvature (0.473). Negative correlation was found between TI and low curvature (- 0.114) 

low curvature and medium curvature (- 0.098), low curvature and high curvature (- 0.197). All 

strong positive correlation outcomes described above show significant p-values whereas only the 

negative correlation outcome between low and high curvature was significant. Table 14 presents 

an overview of correlation in TI, curvature and torsion. 
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Table 12: CA median TI, curvature and torsion values in cases with ECAA compared with own contralateral 
CA. Values between brackets are minimum and maximum values of TI, curvature and torsion. 

  ECAA Contralateral side  

  n=33 n=30 p-value 

TI  1.245 (1.046 – 1.793) 1.232 (1.023 – 1.943) 0.581 

Curvature 

Low 186.0 (147 – 230) 195.5 (148 – 240) 0.632 

Medium 040.0 (023 – 060) 039.0 (005 – 061) 0.349 

High 005.0 (000 – 015) 004.5 (000 – 020) 0.144 

Torsion 
Low 227.0 (177 – 252) 229.0 (177 – 259) 0.719 

High 007.0 (001 – 013) 007.0 (001 – 016) 0.222 
 

Table 13: CA median TI, curvature and torsion values in cases with ECAA compared with carotid arteries 
from control group. Values between brackets are minimum and maximum values of TI, curvature and torsion. 

  ECAA Control  

  n=33 n=92 p-value 

TI  1.245 (1.046 – 1.793) 1.098 (1.018 – 1.302) 0.000 

Curvature 

Low 186 (147 – 230) 189 (139 – 234) 0.716 

Medium 040 (023 – 060) 024 (002 – 052) 0.000 

High 005 (000 – 015) 000 (000 – 011) 0.000 

Torsion 
Low 227 (177 – 252) 200 (159 – 252) 0.000 

High 077 (001 – 013) 006 (002 – 012) 0.203 
 

Table 14: Correlation of measured TI, low, medium and high curvature and low and high torsion (n = 155). 
Values between brackets are calculated p-values. 

 TI 
Curvature Torsion 

Low Medium High Low High 

TI 1 
- 0.114 ) 
(0.157) 

0.791 
(0.000) 

0.686 
(0.000) 

0.331 
(0.000) 

0.185 
(0.021) 

Curvature 

Low 
- 0.114 ) 
(0.157) 

1 
- 0.098 )  
(0.225) 

- 0.197 ) 
(0.014) 

0.556 
(0.000) 

0.341 
(0.000) 

Medium 
0.791 

(0.000)  
- 0.098 ) 
(0.225) 

1 
0.677 

(0.000) 
0.473 

(0.000) 
0.124 

(0.123) 

High 
0.686 

(0.000) 
- 0.197 ) 
(0.014) 

0.677 
(0.000) 

1 
0.270 

(0.001) 
0.042 

(0.601) 

Torsion 

Low 
0.331 

(0.000) 
0.556 

(0.000) 
0.473 

(0.000) 
0.270 

(0.001) 
1 

0.206 
(0.010) 

High 
0.185 

(0.021) 
0.341 

(0.000) 
0.124 

(0.123) 
0.042 

(0.601) 
0.206 

(0.010) 
1 
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3.6 Discussion 
The aim of this study was to find out if and how tortuosity index, curvature and torsion relate to 

each other in the CA. Geometry measurements were compared in aneurysm-affected CAs and 

their gender- and age-matched control CAs. First inter- and intraobserver agreement was 

assessed, showing excellent reliability and low CV%mean in ICA, CCA and CA. Second, no 

significant difference was seen in TI, curvature and torsion when comparing the ipsi- and 

contralateral side within the patient with an unilateral CA aneurysm, whereas comparing ECAA 

subjects with those of the control group resulted in significant differences in all measurements. 

Furthermore, a strong positive correlation is seen between TI, medium curvature and high 

curvature. In addition, a strong positive correlation was seen between low torsion, low curvature 

and medium curvature. 

3.6.1 Tortuosity index measurement reproducibility 

According to the reliability classes as defined by Koo and Li33, both inter- and intraobserver 

agreement reliability scored very high for TI measurements in the ICA, CCA and CA (Table 9 and 

Table 10). In addition, created Bland-Altman plots for inter- and intraobserver agreement show 

that limits of agreement are only exceeded by less than 10% of the used dataset and 

measurements show no systematic bias (Figure 20 and Figure 21). Therefore, TI measurements 

looks reproducible. However, ICC only determines the ratio of inter- and intraobserver differences. 

Consequently, reliability and reproducibility will still be high when both observers include similar 

TI measurement errors. To ensure measurement accuracy is also high, CV%mean is used to provide 

information about the variability in terms of TI unit of measurement.37 This means that the actual 

TI lies with a probability of 95% within the range of CV%mean of the performed measurement. As a 

result, it means that the lower the CV%mean, the higher the accuracy of the TI measurements 

performed. When looking at all calculated CV%mean percentages in Table 9 and Table 10, it is 

striking that the highest value is only 6.35%, since this means the measurements can be 

considered accurate. The excellent variability, the high precision and the low CV%mean, ensure that 

the TI measurements can be considered reproducible. 

Although measurements reproducibility has been demonstrated, ICC and CV%mean outcomes for 

assessment of intraobserver agreement in Table 10 show better results for observer 2. While 

analyzing TI measurements, four possible causes for this difference were found. First, used 

3Mensio software is developed and designed for aortic applications. Therefore, the four points for 

CLL creation are usually placed above the aneurysm, within the aneurysm and within the left and 

right iliac branch instead of the selected measurement locations described in section 3.4.2. 

Moreover, for drawing the CLL it is important that there is a sufficient amount of contrast agent 

within the CA. Primarily, because 3Mensio only enables its users to place the above described 

points on a segmented area. But secondly, because higher contrast levels at for example the 

nearby internal jugular vein will possibly result in a false-drawn CLL. In most cases, the 

automatically signed CLL therefore had to be corrected manually. Since correction of the signed 

CLL is observer dependent, there will always be a slight variation in the measurements. However, 

as long as the CA is clearly distinguishable from its surrounding anatomy, this variation was not 

significant. Second, in some cases it was difficult to distinguish the course of the CA due to the 

presence of scatter artifacts, an insufficient amount of contrast within the artery or a combination 

of both. In the case of scatter artifacts present, usually only a part of the CLL had to be drawn 

manually. The degree of tortuosity in combination with present contrast in the scattered area 

determined the ease with which the CLL could be drawn. With increasing tortuosity or decreasing 

contrast, the variation between the measurements will probably be higher, because there will be 
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more difference between the drawn CLL. Third, in five cases observer 1 measured TI of the wrong 

carotid artery. Four times within the first measurement round and one time within the second. As 

the course of both CA’s will never be the same, measuring the contralateral side ensures that 

there will be a difference in measured TI. Nonetheless, it is true that the influence of measuring 

the wrong contralateral side is small as long as the degree of tortuosity and the straight distance 

on both sides is approximately equal. Finally, during the analysis it appeared that at the start of 

the first round of measurements observer 1 drew the CLL of the CCA from the carotid bifurcation 

to the origin of the brachiocephalic artery while observer 2 did this only up to the origin of the CCA. 

Because in most cases the increase in CLL length is higher than the increase in straight distance, 

a difference in measured TI will also arise as a result and therefore will also influence calculated 

inter- and intraobserver agreement. Due to the fact that the intraobserver agreement of observer 

2 was assessed as better than that of observer 1 and observer 2 performed all measurements 

according to the protocol, it was therefore decided that for further analysis only the measured TI, 

curvature and torsion values of observer 2 were used. 

3.6.2 Curvature and torsion measurements 
Exported 1mm interpolated CLL coordinates files from 3Mensio were used to calculate curvature 

and torsion of CA. First, alignment of CT DICOM-files and exported CLL was checked. Nine 

exported CLL’s showed misalignment with the corresponding DICOM-files and were therefore 

excluded from further analysis (Figure 22A). Analyzing differences between misaligned CLL’s and 

aligned CLL’s showed that DICOM image orientation was slightly rotated within misaligned CLL’s. 

Although it should be theoretically possible to align the CLL and the DICOM files with the help of 

a rotation and translation matrix, it turned out that this was not possible in practice. In all likelihood, 

this misalignment does not change the length and direction of the exported CLL and could 

therefore be used for curvature and torsion calculations without generating measurement errors. 

However, it cannot be demonstrated that this is actually the case and it has therefore been decided 

to exclude these cases for curvature and torsion analysis. Second, during data analysis it was 

also found that the exported CLL did not follow the course of the CCA in nine cases (Figure 22B). 

This error in the exported CLL is caused by the fact that 3Mensio was developed to draw a CLL 

from the point placed in the aortic aneurysm to the points that are placed in two iliac branches. 

However, in this study we place the two measurement points, as described in the section 3.4.2, 

left and right of the origin of the CCA. This ensures that the software draws two CLL which should 

follow the course of the CCA. Due to the problems mentioned in section 3.6.1, it may be possible 

that one or both of the CLL are not drawn correctly. One of the two CLL is then corrected to be 

able to calculate the TI after which it is exported from 3Mensio. However, in some cases the 

uncorrected instead of the corrected CLL has been exported. Since the cases were not stored in 

3Mensio, it was not possible to still export the corrected CLL and therefore also these cases were 

excluded from further analysis. 

For curvature and torsion measurements, in section 3.4.3 described equations for curvature and 

torsion are implemented in MATLAB. Implementation correctness was verified using a helix with 

parametrization in cartesian coordinates: 𝑥(𝑡) = acos (𝑡), 𝑦(𝑡) = asin(𝑡) and 𝑧(𝑡) = 𝑏𝑡, where 𝑎 is 

the radius and 2𝜋𝑏 the pitch and analytical equations derived from the original curvature and 

torsion equation. As verification outcomes showed outcome of 0.5 for both curvature and torsion 

when 𝑎 = 1 and 𝑏 = 1, implementation in MATLAB was considered successful. During the 

analysis of the measured curvature and torsion, extremely high and deviating values were 

nevertheless found in some cases. Most likely this is due to the use of the exported coordinates 
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A 

  
B 

Figure 22: Overview of incorrect alignment of exported CLL and corresponding DICOM-files (A) and incorrect 
exported CLL-coordinates (B). In figure A exported CLL’s lie behind created segmented area. In figure B, 
CLL from observer one (light blue) and observer 2 (blue) follow different pathways suggesting incorrect CLL 
placement.  
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instead of the coordinates of a newly interpolated line, as curvature and torsion are both very 

point-specific and very sensitive to geometric data.68 However, very large deviations were rare 

and it was therefore decided not to exclude these cases from the analysis. 

3.6.3 Correlation of TI, and curvature and torsion 
The correlation of TI, and curvature and torsion was determined for measured outcomes of ipsi- 

and contralateral carotid arteries in a group with ECAA. In addition, the correlation was also 

determined for measured outcomes of carotid arteries with ECAA and a matched control group 

without presence of ECAA. No significant difference for TI, and curvature and torsion was found 

between CA of ECAA cases and therefore affected and unaffected CA were considered as equally 

tortuous. On the other hand, a significant difference was found in the comparison between the 

ECAA group and the control group for TI, medium and high curvature and low torsion. 

Furthermore, most values from the correlation table showed somewhat expected outcomes. For 

example, it is logical that high TI shows a strong positive correlation with the medium and high 

curvature group, since a higher TI value means that the CLL of the CA is longer than the straight 

distance and therefore in all likelihood also has a more tortuous course. On the other hand, there 

is a higher positive correlation between TI and the low torsion group, where the expectation is that 

this would actually be the other way around. When the not significantly different low curvature and 

high torsion are analyzed, it is striking that the median and maximum and minimum found are 

closer to each other than is seen within the significantly different measurements. In the case of 

the measured curvature values, the outcome seems logical, since only a significant difference is 

seen when the CA’s show a more tortuous course. However, the same would be expected with 

torsion, but in this case torsion is significantly different in the low group instead of the high group. 

An explanation could be that for this study the chosen cut-off values for both the curvature and 

the torsion groups are arbitrarily chosen. As more has been described concerning the application 

of curvature measurements than for torsion, the selected curvature cut-off values are likely to be 

more accurate. Moreover, curvature measurements are easier to interpret than the relatively 

abstract torsion measurements. It is therefore advisable to find out in a subsequent study what 

the best cut-off values for curvature and (mainly) torsion in the CA are. Furthermore, in this study 

it was decided to calculate the curvature and torsion for each data point of the exported 1mm 

interpolated CLL instead of looking at line segments. This ensures that the number of points in the 

groups depends on the length of the CLL. For example, when kinking is involved, it is likely that a 

high curvature or torsion is less often measured compared to cases involving tortuosity or coiling 

while its importance is not less significant. Although there will always be a certain ratio between 

the length of the CLL and the number of available data points, it may be better to think in line 

sections compared to curvature and torsion per point. In this way it is ensured that the cases are 

easier to compare, because the difference in length between the cases is less important. On the 

other hand, dividing into segments ensures that an incorrectly measured high curvature can have 

a major influence on the assessment of the vessel, because the influence of this segment will be 

much greater than the ratio of many well measured points. Finally, although mathematically, 

curvature and torsion complement each other, the question is whether determining the torsion is 

clinically of added value. During the analysis of the curvature and torsion measurements, it turned 

out that a high curvature can be found in a tortuous area, while this is not the case for a high 

torsion. From a clinical point of view, it is more interesting to know whether the artery makes a 

sharp turn instead of the direction in which the artery deviates from its original course, because 

the direction of rotation hardly gives any information about the DICA type. Therefore, it seems to 

be the most important at present to determine good cut-off values for the curvature, to do more 



 
47 

 

research into the correlation between TI and curvature, and finally to find out whether the 

calculated TI and curvature are also a predictive measure for development of an ECAA. 

3.7 Conclusion 
Both the inter and the intra observer agreement for TI measurements showed excellent reliability 

and agreement, indicating that the measurements are reproducible. This study showed that 

geometry of the carotids in terms of tortuosity index, curvature and torsion, seems to be 

comparable within patients with a carotid aneurysm, but in comparison with control patients seems 

strikingly different. Additionally, a strong and positive correlation was found between true length 

and sharp bends of the carotid arteries. 
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Chapter 4: General discussion 
Two research aims were defined at the beginning of this thesis. First aim was to develop a 

technique capable of automatically measuring arterial depth in the lower extremities. Since there 

is no ground truth with regard to performing automatic depth measurements in the lower 

extremities, it has first been investigated whether manual measurements can be considered 

reliable and reproducible. This showed that manually performed measurements in the SFA and 

PTA both showed excellent reliability and agreement and can therefore be regarded as ground 

truth. Subsequently, an automatic depth measurement technique was developed in MATLAB that 

measures the depth of arteries in the lower extremities. The following technique requirements 

were determined in advance: maximum measurement deviation of 3mm, arteries, bone and skin 

must be segmented separately and measuring time should not exceed 15 minutes. Validation 

showed that only the stated requirement of a maximum measuring deviation of 3mm was achieved 

and that the development of the automatic measuring technique would therefore not be 

successful. However, data analysis showed that in all cases that exceeded set segmentation and 

time limit requirements, only additional erroneous measurements have been performed due to the 

inclusion of bone regions in the arterial segmentation. Improving the segmentation of the 

anatomical structure is therefore likely to lead to the achievement of all requirements. Therefore, 

the developed technique is considered acceptable. Finally, manual and automatic depth 

measurements in the SFA were compared, demonstrating excellent reliability and agreement. It 

is therefore possible in any case to measure the arterial depth of the lower extremities at the level 

of the SFA using the developed automatic depth measurement technique. Second aim of this 

thesis was to address the clinical implication of CA geometry expressed in tortuosity index (TI), 

curvature and torsion. This study showed that geometry of the carotids in terms of tortuosity index, 

curvature and torsion, seems to be comparable within patients with a carotid aneurysm, but in 

comparison with control patients seems strikingly different. Additionally, a strong and positive 

correlation was found between true length and sharp bends of the carotid arteries. 

To conclude, first steps have been taken in this thesis for both automatically measuring arterial 

depth in the lower extremities and for addressing the clinical implication of CA geometry expressed 

in TI, curvature and torsion. In case of the developed automatic depth measuring technique it is 

important to improve the segmentation outcomes. This will increase accuracy of the performed 

measurements and will also decrease measurement time. Furthermore, it is necessary to 

investigate the influence of the fact that the segmentation method used for the arterial segments 

only segments the vascular lumen. It should also be investigated whether the technique is able to 

measure the arterial depth in the entire lower extremity, rather than only at the level of the SFA. 

When the segmentations are improved and the technique is able to also include the arterial vessel 

wall in the arterial segmentation, it is likely in the future to use the outcome of the depth 

measurement technique to plan and perform a transcutaneous treatment method. In addition, the 

application of this technique can also be extended to, for example, the upper extremities. On the 

other hand, in the curvature and torsion measurements performed in the CA, it is important that 

the implications of both values are examined in particular. It is important to find out the best cut-

off values for the drawn curvature and torsion classes, as these were chosen arbitrarily in this 

study. Subsequently, it can be examined what the predictive value of TI, curvature and torsion on 

possible development an ECAA can be. 
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Appendix A 

Protocol manuele dieptemetingen 
Laad dataset 

Start PACS/Hix en open de juiste casus in PACS. Open ook het knipprogramma van Windows.  

Locatie anatomische landmarks 

Gebruik voor het uitvoeren van de dieptemetingen altijd de transversale slices van CTA 3/3 serie. 

Coronale en sagittale slice kunnen eventueel voor orientatie worden gebruik. 

Dieptemetingen dienen op anatomische landmarks uitgevoerd te worden. Alle landmarks zijn 

gedefinieerd op de 1e slice waarop de origo van arteriën zichtbaar is, wanneer van craniaal naar 

caudaal door de dataset heen wordt gescrold. De landmarks zijn gelokaliseerd op de volgende 

locaties: 

1. Origo iliaca externa 

2. Origo femoralis superficialis 

3. Poplitea (thv eerste slice waarop Patella niet te zien is) 

4. Origo tibialis anterior 

5. Origo tibialis posterior 

Uitvoeren dieptemetingen 

1. Zoek de eerste anatomische landmark op in de transversale weergave. 

2. Selecteer in 3mensio de functie om afstanden te berekenen en voer dit uit op de volgende 

manieren: 

a. Trek een verticale, rechte lijn vanaf dorsale arteriewand naar de huid aan de 

ventrale zijde. 

b. Trek een verticale, rechte lijn vanaf ventrale arteriewand naar de huid aan de 

dorsale zijde. 

c. Trek een horizontale, rechte lijn vanaf de laterale arteriewand naar de huid aan de 

mediale zijde. 

d. Trek een horizontale, rechte lijn vanaf mediale arteriewand naar de huid aan de 

laterale zijde. 

e. Bepaal op het oog wat jij de kortste afstand van de contralaterale zijde van de 

vaatwand ten opzichte van de huid vindt en trek hier een rechte lijn tussen.  

3. Nadat alle lijnen op een meetpunt zijn getrokken, maak je een Printscreen met behulp van 

het knipprogramma van Windows (zie figuur 1 & 2). Zorg ervoor dat de informatie 

linksonder op het scherm wordt mee geknipt. Afhankelijk van het meetmoment en observer 

sla je deze als volgt op:[observer-studienummer-locatie].  

Vb 1e keer meten: CH1-L01-1, FS1-L01-1, JK1-L01-1 

Vb 2e keer meten: CH2-L01-1, FS2-L01-1, JK2-L01-1 

4. Verwijder alle metingen op het meetpunt en ga door naar de volgende anatomische 

landmark. 

Herhaal de stappen 1 t/m 5 voor alle aangegeven anatomische landmarks. 
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Figure 23: Example of depth measurements at origin of external iliac artery.  

 
 

Figure 24: Example of depth measurements at origin of popliteal artery at the first slice on which kneecap is 
not visible when looking in a craniocaudal direction.  
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Appendix B 

Bland-Altman plots of Manual depth measurements 

 
A 

 
B 

 
C 

 
D 

 
E 

 

Figure 25: Bland-Altman plots for depth measurements in the AIE in measurements direction A (A), B (B), C 
(C), D (D) and E (E). Figures show comparison of measurements performed by observer 1 and 2 (Blue), 
observer 1 and 3 (Black) and observer 2 and 3 (Orange). In all plots the horizontal dotted colored lines 
represent from top to bottom the upper limit of agreement, the bias and the lower limit of agreement with 
corresponding to the compared measurements. 
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Figure 26: Bland-Altman plots for depth measurements in the ATA in measurements direction A (A), B (B), C 
(C), D (D) and E (E). Figures show comparison of measurements performed by observer 1 and 2 (Blue), 
observer 1 and 3 (Black) and observer 2 and 3 (Orange). In all plots the horizontal dotted colored lines 
represent from top to bottom the upper limit of agreement, the bias and the lower limit of agreement with 
corresponding to the compared measurements. 
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Figure 27: Bland-Altman plots for depth measurements in the ATP in measurements direction A (A), B (B), C 
(C), D (D) and E (E). Figures show comparison of measurements performed by observer 1 and 2 (Blue), 
observer 1 and 3 (Black) and observer 2 and 3 (Orange). In all plots the horizontal dotted colored lines 
represent from top to bottom the upper limit of agreement, the bias and the lower limit of agreement with 
corresponding to the compared measurements. 

 


