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“Quiet People have the loudest minds”

Stephen Hawking (1942-2018)
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UNIVERSITY OF TWENTE

Abstract
Faculty of Science and Technology

Master of Science

Constraining the Standard Model effective field theory Wilson coefficients using Higgs
and diboson data

by BSc. Bryan KORTMAN

A measurement of several free parameters in the Standard Model Effective Field Theory
(SMEFT) [1] known as Wilson coefficients is carried out. The measurement is performed
using data accumulated between 2015 and 2016 at the ATLAS detector. Proton-proton col-
lisions were produced at Large Hadron Collider in CERN, Geneva, with a total integrated
luminosity of 36.1 f b−1 and a center-of-mass energy of

p
s = 13 TeV . The events are used

to study Higgs production in gluon-gluon fusion (ggF) and vector boson fusion (VBF) [2].
The H −→W +W − −→ eνµν decay channel is considered. A dataset from charged vector bo-
son pair production through interactions of quarks and gluons qq/g g −→W +W − −→ eνµν
is also incorporated [3]. Constraints on 17 CP-even operators were obtained using Effec-
tive Lagrangian Morphing [4]. Only contribution up to order 1/Λ2 are taken into account.
Operators affect the production and decay couplings in both ggF and VBF Higgs produc-
tion, as well as the qq/g g −→ W +W − production. The contribution of these operators
are estimated by linking deviations from the Standard Model(SM) in Simplified Template
Cross Sections (STXS) [5] to the effects of dimension-6 operators. The SM and interfer-
ence Monte Carlo (MC) samples are generated at LO with MadGraph5 and Pythia8. The
interference samples are obtained by only generating the LO interference between the EFT
and SM couplings. The dimensionality of the interpretation is greatly increased using this
method. The MC samples are used in the interpolation technique effective Lagrangian
morphing. The effective Lagrangian morphing uses the analytical structure of the La-
grangian to interpolate between different phase space regions allowing for theory predic-
tions of kinematic distributions. This results in a continuous description of the kinematic
observables as a function of the Wilson coefficients associated to the dimension-6 oper-
ators. A reparameterization of the ggF and VBF STXS regions is expressed in terms of the
SMEFT Wilson coefficients. Profile Likelihood fits are performed on the reparameterized
measurement. The fitting algorithm [6] uses the reparameterized framework of the analy-
ses to obtain constraints on the Wilson coefficients. The analysis incorporates systematic
and statistical uncertainties. Finally, the sensitivity of the EFT interpretation is improved
by incorporating qq/g g −→W W data and the corresponding EFT interpretation. The final
results show deviations of O (1σ) from the Standard Model prediction.

HTTPS://WWW.UTWENTE.NL
https://www.utwente.nl/en/tnw/


iii

Acknowledgements
First and foremost I should like to thank my professor and supervisor Bob van Eijk. With-
out him I would not have been able to dive so deep into this new field and learn so much
within the past year. My appreciation also goes out to Wouter Verkerke and Carsten Bur-
gard, who helped a lot with the coding skills needed to understand the tools involved.
Next, I should like to thank Pamela Ferrari and Stefano Manzoni for their support from
CERN during the weekly meetings. Also many thanks go to Federica Pasquali who helped
and guided me considerably during the first few months of getting into all of the neces-
sary skills needed for experimental particle physics. In addition to this I should like to
mention Rahul Balasubramanian for tirelessly answering questions concerning several of
the aspects touched upon in my research. Furthermore, I want to thank everyone in the
ATLAS group and Nikhef for the time spend at the institute and Amsterdam in general. I
look forward to continue my work at Nikhef as PhD candidate. At last, I want to thank my
family and friends for supporting me during my research.



iv

Contents

Acknowledgements iii

1 General Introduction 1

2 Theory 4
2.1 The Standard Model of particle physics . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Fundamental forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 The Higgs particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Higgs production modes . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Higgs branching fractions . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.3 Higgs properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 The Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Relativistic quantum mechanics . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Interactions in quantum field theory . . . . . . . . . . . . . . . . . . . 12
2.3.3 Group theory and gauge symmetries . . . . . . . . . . . . . . . . . . . 12

2.4 The architecture of the Standard Model . . . . . . . . . . . . . . . . . . . . . . 14
2.4.1 Quantum electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.2 Yang-Mills theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.3 Electroweak theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.4 Spontaneous symmetry breaking . . . . . . . . . . . . . . . . . . . . . 20
2.4.5 Yukawa terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.6 Quantum chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.7 Hadrons and mesons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.8 Canonical quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.9 Beyond the Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5 Effective field theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.1 Fermi theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.2 Standard Model effective field theory . . . . . . . . . . . . . . . . . . . 29
2.5.3 Flavour symmetry assumptions . . . . . . . . . . . . . . . . . . . . . . 32

3 Experimental setup 34
3.1 CERN and the Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 The ATLAS detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3.1 Inner detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.2 The calorimeter system . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.3 The muon spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.4 Luminosity and triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.5 The 2015-2016 dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39



v

4 Monte Carlo Generators and Simulation 40
4.1 Structure of a proton-proton collision . . . . . . . . . . . . . . . . . . . . . . . 40

4.1.1 Parton distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.2 Hard scattering process . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.3 Parton shower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.4 Hadronization and decay . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.5 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 SMEFT sample generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5 Monte Carlo Sample Generation 44
5.1 Signal simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Truth level objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3 Normalising a distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

6 Modelling distributions 47
6.1 Modelling techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Matrix element reweigthing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.3 Effective Lagrangian morphing . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6.3.1 Morphing with one BSM coupling parameter in either the production
or decay vertex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.3.2 Generalisation to higher-dimensional parameter space . . . . . . . . 51
6.3.3 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

7 Simplified Template Cross Sections 55
7.1 The STXS framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7.2 Splitting production modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.3 Staging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7.3.1 Gluon fusion Higgs production . . . . . . . . . . . . . . . . . . . . . . . 58
Stage 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

7.3.2 Vector boson fusion Higgs production . . . . . . . . . . . . . . . . . . . 58
Stage 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

8 Statistics 61
8.1 Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
8.2 Data versus theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
8.3 The measurements supplied in a RooWorkspace . . . . . . . . . . . . . . . . 63
8.4 The Asimov data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
8.5 Poisson counting experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
8.6 Parameter estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

9 Measurements 66
9.1 Measurements of gluon-gluon fusion and vector-boson fusion Higgs pro-

duction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
9.1.1 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

9.2 Fiducial and differential W +W − cross section measurement . . . . . . . . . 73
9.2.1 The qq/g g −→W +W − −→ eνµν EFT interpretation . . . . . . . . . . . . 75

10 Operator Analysis 76
10.1 Cross section study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
10.2 Phenomenology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

10.2.1 Effictive operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
10.2.2 The 1/Λ4 contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83



vi

10.3 Impact of EFT operators on the STXS analysis . . . . . . . . . . . . . . . . . . 86
10.3.1 Parameterization of the STXS regions . . . . . . . . . . . . . . . . . . . 87

11 Individual and simultaneous Wilson Coefficient fitting 91
11.1 g g F −→ H −→W W analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
11.2 V BF −→ H −→W W analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
11.3 qq/g g −→W +W − analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
11.4 Combined g g F +V BF −→ H −→W +W − analysis . . . . . . . . . . . . . . . . . 95
11.5 Combined g g F +V BF −→ H −→W +W − + qq/g g −→W +W − analysis . . . . . 95
11.6 Individual fit results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
11.7 Simultaneous fits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

11.7.1 Individual measurements versus combined measurements . . . . . . 99
11.8 Sanity check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

12 Results 104

13 Discussion and conclusion 105

Bibliography 107

A Fit results and Nuisance parameter pulls of the STXS signal strength fits 112

B Operator Analysis Cutflow 121

C STXS Truth Decoration Cutflow 124

D Profile Likelihood scans 126
D.1 g g F −→ H −→W W analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
D.2 V BF −→ H −→W W analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
D.3 qq/g g −→W +W − analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
D.4 Combined g g F +V BF −→ H −→W +W − analysis . . . . . . . . . . . . . . . . . 132
D.5 Combined g g F +V BF −→ H −→W +W − + qq/g g −→W +W − analysis . . . . . 134

E Analytical Lagrangian Morphing validation plots 141

F Narrow Width Approximation 146

G Impact of dimension-8 operators 147



1

Chapter 1

General Introduction

At the ATLAS experiment located in CERN, Geneva, experimentalists try to emulate the
beginning of our universe. The first fraction of second are reproduced by colliding two
protons head on. During this process a high energy density is created within a small vol-
ume, just like in the early universe. In these collisions, massive subatomic particles may be
created due to the collision energy being transformed into new particles. Which particles
can be created is described by the Standard Model (SM). The SM is a relativistic quan-
tum field theory that very accurately describes the current experimental observations in
particle physics. It also describes how these subatomic particles interact with each other.
These interactions are mediated by the weak, strong and electromagnetic forces. This
theory is designed to describe what matter is made of. The last missing link in the SM
was the Higgs particle. The Higgs boson was observed in 2012 [7] using the pp-collisions
at CERN. By studying the latest experimental data it’s mass has been determined to be
mH = 124.97±0.24GeV [8].

Now, a new phase of experimental particle physics is beginning. The measuring of the
Higgs properties. These are high precision measurements that, due the stochastic nature
of the quantum field theory, require a large amount of data in order to have conclusive
results. In this research we will conduct such a high precision measurement with a dataset
corresponding to an integrated luminosity of 36.1 f b−1. This set contains proton-proton
collisions obtained at the LHC at a centre-of-mass energy of 13TeV recorded by the ATLAS
detector in 2015 and 2016.

With this data we can perform a first study on the Higgs properties. The recently de-
veloped Simplified Template Cross Sections [5] provide a framework to transform conven-
tional signal strength (µ) measurements into several fiducial regions, each with its own
µi . Due to the separation of Higgs event phase space into different regions of interest we
obtain more finely grained measurements. This in turn produces more information for
theoretical interpretation and coupling measurements.

The goal of this research is to study whether the Higgs couples to the other SM particles
like the SM predicts. The Standard Model Effective Field Theory (SMEFT) [1] allows for the
presence of new physics at an energy scale Λ. This new physics is incorporated into the
SMEFT as effective operators on top of the conventional SM operators. By examining if the
new operators are needed to describe the experimental data, the Standard Model Higgs
properties can be validated. Should any operator be needed to describe the events we
observe, it can be viewed as a violation of the Standard Model. Should any of the effective
operator be necessary, it directly points to the Standard Model operators where any new
physics might be hiding.
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In the first chapters the tools and theories needed for the interpretation will be ex-
plained. In chapter 2 the Standard Model will be introduced and explained, along with
the relevant terminology. Effective Field theory will also be explained following with the
Standard Model Effective Field Theory in the Warsaw Basis. In chapter 3 the experimen-
tal setup is described, introducing CERN and the ATLAS experiment. Chapter 4 will go
into the Monte Carlo generators, as they form an integral part to the generation of the
SMEFT samples that we are using to compare the analyses results too. In chapter 5 the
procedure of dealing with all of the events that are generated by the Monte Carlo genera-
tor will be explained the settings of the MC sample generations are shown. In Chapter 6
the effective lagrangian morphing tool will be introduced, explained and validated for the
purpose of this study. Chapter 7 will touch upon the Simplified Template Cross Section
framework. The statistical treatment of determination of the observed best-fit values of
the Wilson coefficients will be discussed in chapter 8 as well as the general method of the
profile likelihood fits. In chapter 9 the analyses that are used in this study will be intro-
duced and explained in short, covering the necessary information in order to interpret the
results of these studies in a EFT. Chapter 10 will then introduce the procedure of selecting
the operators that we are sensitive too using these measurements. What and why some
assumptions are made. The reparameterization of the signal strengths in terms of the EFT
Wilson coefficients will also be explained here. Chapter 11 will present the results of fitting
the reparameterized measurements to the observed dataset of 2015-2016 taken with the
ATLAS detector at CERN Geneva. Chapter 12 the results of the study will be summarised.
At last, chapter 13 will provide a quick discussion of the result and the final conclusion of
the study.

In Fig. 1.1 a block scheme is presented highlighting the parts necessary for this work
while also providing a structure to the full EFT interpretation. The chapters are ordered
in order of appearance in this chain. The work done in this thesis concerns the full HWW
STXS EFT interpretation as well as the combination with the SMWW EFT interpretation.
Using the respective analyses from the ATLAS collaboration.
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pp-Collisions

ATLAS detector

Raw Event Data

SMWW analysis HWW analysis

H −→W +W − −→ eµ signalqq/g g −→W +W − −→ eµ signal

pp −→ X background

differential cross section (σ) measurement fiducial signal strength (µ) measurements

SM −→W W EFT interpretation H −→W +W − EFT interpretation

Warsaw Basis SMEFT

Warsaw Basis ci constraints Warsaw Basis ci constraintsCombined measurement

Improved Warsaw Basis ci constraints

Selection of interesting events

Background rejection Background rejection

Phase space cuts Phase space cuts and
Boosted Decision Tree

Unfolding STXS interpretation

Correlating normalized cross
section to Wilson coefficients

Correlating cross section to Wilson coefficients
σEF T predictionsσEF T predictions

Profile likelihood fit Profile likelihood fitExport and combine likelihood

Profile likelihood fit

FIGURE 1.1: Overview of the approach taken in the EFT interpretation and
the elements that were needed/supplied. In blue, the collisions provided
by CERN and the LHC. In red the elements that were supplied for the in-
terpretation. In brown work done by the analyses teams in the ATLAS col-
laboration. In Green, the work I was involved in and covered in this thesis.
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Chapter 2

Theory

Measuring the couplings of the Higgs particle requires a thorough understanding of the
Standard Model and the Standard Model effective field theory. This chapter will first sketch
a broad picture of the SM and it’s Higgs interactions in sections 2.1 and 2.2. After this broad
introduction to the theory, the other sections of this chapter will build up the Standard
Model as we know it and later introduce the SMEFT.

2.1 The Standard Model of particle physics

The Standard Model of particle physics is a relativistic quantum field theory (QFT) and the
result of an immense experimental and theoretical effort which started by the discoveries
of the first particles and atoms by renowned physicists such as E. Rutherford, J. Thomson,
E. Fermi and J. Chadwick. Since it’s discovery by J. Thomson, the electron is still thought
to be a structureless point particle and one of the elementary particles of nature. Other
particles that were subsequently discovered were first thought to be elementary and have
now been found to have a complex structure.

The fundamental point-like building blocks of the Standard model are the elementary
particles. The particle content of the SM is summarised in Fig. 2.1. In this figure we see
that the fundamental particle states can be grouped into bosons with integer spin and
fermions with spin 1

2 . The fermions are then divided into quarks that carry colour charge,
fractional electric charge and weak isospin. The other fractional spin particles are lep-
tons, which are in turn divided into charged leptons and neutrinos that carry no colour
charge. The fermions also have their corresponding anti-particle. These anti-particles
carry the same mass as the particles of ordinary matter but the opposite quantum me-
chanical charge.

2.1.1 Fundamental forces

The known fundamental forces in nature are the universal attraction of gravity, the elec-
tromagnetic force, the weak nuclear force and the strong nuclear force. Among these,
gravity is on a higher energetic scale and governed by Einstein’s theory of general relativ-
ity, while the other theories are gauge theories. The definition of gauge theories is going
to be explained in conjunction with QFT. The gauge force that is produced by the theory
is mediated by a spin-1 (vector) boson. The currently known and experimentally verified
force mediators are listen in Table 2.1. The photon is the mediator of the electromagnetic
force and governs the electromagnetic interactions between fermions. The W ± and Z 0

bosons mediate the weak nuclear force. This force is often separated in the charged cur-
rent that is introduced by the charged vector bosons and the force mediated by the neutral
vector Bosons called the neutral current. The charged current comes in the negative and



Chapter 2. Theory 5

FIGURE 2.1: The particles that enter in the Standard Model [9]. In pur-
ple, the 3 observed generations of quark avours which form the Hadrons
and Mesons are represented. In green, the 3 generations of charged and
neutral leptons are shown. Both, the green and purple sections have cor-
responding anti-particles. In red, the gauge bosons that cause interactions
between the quarks and leptons are pictured. In yellow the Higgs boson is
shown, which is responsible for the generation of the masses of the gauge

bosons.

positive electromagnetic charge. The gluon has an 8-fold degeneracy due to a degree of
freedom known as colour charge. Colour is the charge associated with the strong nuclear
force. Particles carrying net colour charges are always confined by other particles due too
the strong nuclear force, meaning they can only exist in bound states where the net colour
charge is zero. Therefore, no value is listed for the gluon lifetime and since it has the same
form of wave equation as the photon its mass and width equal zero.

Boson EM Charge Mass (Gev/c2) Width (Gev/c2) Lifetime (sec) Spin Force
Photon γ 0 0 0 ∞ 1 Electromagnetic

Charged Vector Boson W ± ±1 80.379±0.012 2.085±0.042 3.14×10−25 1 Weak nuclear
Neutral Vector Boson Z 0 0 91.1876±0.0021 2.4952±0.0023 2.64×10−25 1 Weak nuclear

Gluon g 0 0 1 Strong nuclear

TABLE 2.1: The fundamental force carriers of the standard model [10].
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2.2 The Higgs particle

One of the most sought after particles was the Higgs particle. This particle is discovered
in 2012 [7] and part of the main motivations for the construction of the LHC. Still, since
the discovery of the Higgs particle many properties of this particle remain unclear. In this
part we will introduce the necessary the dynamics of this particle to familiarise the reader
with the Higgs measurements.

2.2.1 Higgs production modes

There are many particle interactions in which a Higgs particle can be produced. These
can be divided into several production modes. Here, the major production channels used
in the ATLAS analyses are introduced.

 [GeV] HM
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 H (N3LO QCD + NLO EW)→pp 
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 ttH (NLO QCD + NLO EW)→pp 

 bbH (NNLO QCD in 5FS, NLO QCD in 4FS)→pp 

 tH (NLO QCD)→pp 

FIGURE 2.2: Cross section as function of the Higgs mass for the most dom-
inant Higgs production modes [11].

The main production mechanisms at the LHC, which originate from proton-proton
collision, are gluon fusion (ggF), vector boson fusion (VBF), Higgs production associated
with a gauge boson (VH) and Higgs production associated with a pair of top/anti-top
quarks (ttH).

An interaction cross section, σ, can be calculated for each of the production modes
and can be viewed in the same way as the decay rate. The cross section can be considered
as the effective cross sectional area associated with each particle and is a measure of the
underlying quantum mechanical probability that the interaction will occur.

The largest contribution to the Higgs production cross section is the gluon gluon fu-
sion process, Fig. 2.3. Two gluons forming a massive particle loop. The VBF process is
the second largest contribution, Fig. 2.3. Here a quark and a anti-quark radiate of a vec-
tor boson which fuse into a Higgs particle accompanied by two highly energetic jets from
the left over quarks. The lowest order Feynman diagram for the Higgs-strahlung, Fig. 2.4,
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concerns the production of the Higgs boson accompanied by a single vector boson. It rep-
resents the third largest cross section. At last, the associated production with a top quark
pair is shown in Fig. 2.5. These directly probe the Higgs to heavy quark couplings but
with a significantly lower cross section. Each production mode has a corresponding ex-
pected cross section in proton-proton collisions depending on the centre of mass energy,
illustrated as function of the mass of the Higgs particle in Fig. 2.2. A lower cross section
implies a lower rate of occurrence and thus a lower chance of detecting the process using
a certain number of events.

g

g

H

q1
q3

q2

q4

V

V

H

FIGURE 2.3: Lowest order Feynman diagrams of the leading production
modes of the Higgs, ggF(left) and VBF(right), the V represents either a W

or Z vector boson.

q1

V

H

q2

V

FIGURE 2.4: Lowest order Feynman diagram for qq −→ HV , Higgs-
strahlung.
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t

t

H
q1

q2 g

g
t

g t

H

Hg

g g

t

t

FIGURE 2.5: Lowest order Feynman diagrams dominating in the t t H pro-
duction mode.

2.2.2 Higgs branching fractions

The Standard model Higgs particle has a predicted life time of ∼ 1.6×10−22 [12]. There-
fore, it decays very quickly into lighter particles before it exits the beam pipe of the LHC.
Since the Higgs particle can decay into many particles because of its high mass and its
role in the Standard Model. Thus, the understanding of the decay modes of this particle is
necessary for studies on the Higgs boson. A branching ratio is defined for a final state A as

BR(H −→ A) = Γ(H −→ A)∑
i Γ(H −→ Xi )

. (2.1)

Γ is the width of the process and is divided by a sum over all possible decay modes. The
dominant decay modes from largest to lowest branching ratio are, H −→ bb̄, H −→W W , H −→
g g , H −→ ττ, H −→ cc̄, H −→ Z Z , H −→ γγ, H −→ Zγ and H −→µµ. The branching ratio is shown
as a function of the Higgs mass in Fig. 2.6. The decay mode involving a b-quark pair
gives the largest contribution. However, this mode is hard to separate from the QCD back-
ground caused by other jets. The relatively high QCD background is one of the drawbacks
of a hadron collider. A Higgs boson produced by vector bosons and decaying leptonically
gives a cleaner signal relative to the other channels. Decay modes to the second family of
particles are even more challenging since there occurrence is even rarer and are also en-
veloped by a large QCD background. The focus lies on the Higgs decay into two charged
vector bosons.
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FIGURE 2.6: Branching ratios of the Higgs particle as function of the Higgs
mass [13].

2.2.3 Higgs properties

The goal of this thesis is to improve our knowledge about the Higgs properties by mea-
suring if the properties fit the SM predictions. According to the Standard Model the Higgs
boson is a CP-even scalar particle with spin-0. Previous studies have excluded the spin-1
hypothesis and spin-2 hypotheses [14]. The Higgs boson mass is measured to be mh ≈
125GeV and thus implies a Higgs self coupling constant of λ ≈ 0.13. Additionally the
Higgs self-coupling has been studied. In these studies the Higgs potential shape has been
probed using the self coupling constant kλ = λobs/λSM , but only loose constraints on the
self coupling have been found [15]. These findings are in accordance with the Standard
Model.

The goal of this research is to study whether the Higgs couples to the other SM parti-
cles like the SM predicts. Since the Standard Model has been so successful in describing
high energy physics, recent measurements are often searching for small deviations from
the SM. The effective field theory introduces effective operators that we can interpret as
deviations from the Standard Model.

A simple example is the couplings of in VBF production of the Higgs, decaying to two
vector bosons. This process can be represented as in Fig. 2.7. In the blob near the HVV
vertices, either the Standard Model coupling constant or any other coupling constant cor-
responding to new physics may be present. Any deviation from the SM couplings will be
interpreted in the effective field theory and may lead to clues of new physics hiding in this
region.

Is the Higgs boson or it’s couplings affected by physics originating from a higher energy
scale?
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FIGURE 2.7: VBF Higgs production decaying into vector bosons with an
EFT operator influencing the HV V vertices, which alters the kinematics

of the process.

This is the question which we will try to answer in this study. Next, through a concep-
tual break the S M will be explained. During my research I spend a great amount of time in
understanding this theory and likewise the subtle implications of the effective field theory.
With basic knowledge about Lagrangian mechanics and the Standard Model as a quantum
field theory, the reader may skip the build up of the Standard Model and continue with the
introduction of the SMEFT.

2.3 The Lagrangian

To introduce Lagrangian dynamics a non-field theory setting will be reviewed first. Let
the variables qn(t ) describe the configuration of a physical system. A way of describing a
system is to define the action on it,

S =
∫ t f

ti

L(qn , q̇n)d t . (2.2)

Here, ti and t f are fixed initial and final times, L is the Lagrangian and qn are arbitrary
variables of the action. The Lagrangian is given in simple systems by

L = T −V , (2.3)

where T is the total kinetic energy and V is the total potential energy. The usefulness of
the action is illustrated by Hamilton’s principle, which states that if qn(ti ) and qn(t f ) are
held fixed as boundary conditions, S is minimised when qn(t ) satisfies the equations of
motion. Since S is at an extremum, any small variations of qn(t ) will not lead to change in
S. So that δS = 0 when qn(t ) −→ qn(t )+δqn(t ). Now to compute δS the chain rule is used.

δL =∑(
δqn

∂L

∂qn
+δq̇n

∂L

∂q̇n

)
(2.4)

Since,

δq̇n = d

d t
(δqn) (2.5)

Obtaining

δS =∑
n

∫ t f

ti

(
δqn

∂L

∂qn
+ d

d t
(δqn)

∂L

∂q̇n

)
d t . (2.6)
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Now integrating by parts yields,

δS =∑
n

∫ t f

ti

(
∂L

∂qn
− d

d t

(
∂L

∂q̇n

))
d t + ∑

n
δqn

∂L

∂q̇n

∣∣∣∣t=t f

t=ti

. (2.7)

The last term vanishes because of evaluating the sum while filling in the boundary
conditions δqn(ti ) = δqn(t f ) = 0. Since we already concluded that δS is supposed to be
zero for and δqn(t ), we find

∂L

∂qn
− d

d t

(
∂L

∂q̇n

)
= 0. (2.8)

This expression is known as the Euler-Lagrange equation. Everything we need to know
about the dynamics of the physical system is encoded in its Lagrangian L. In quantum
field theory, it will tell us what the particle masses are and how they interact.

Now the jump is made to relativistic field theory. Consider the system is now a free
scalar field φ(xµ) =φ(t ,−→x ). The action becomes

S =
∫ t f

ti

d tL(φ, φ̇) =
∫ t f

ti

d t
∫

d 3−→x L (φ, φ̇). (2.9)

Since this expression depends on φ̇, it must also depend on
−→∇φ in order to be Lorentz

invariant. The action is written as

S =
∫

d 4xL (φ,∂µφ). (2.10)

The object L is known as the Lagrangian density. Specifying a particular from of the
Lagrangian density defines the theory. To find the classical equations of motion of the
field the same steps as before are used to obtain

∂L

∂φ
−∂µ

(
∂L

δ(∂µφ)

)
= 0. (2.11)

This equation forms the basis of the derivation of the two most fundamental fields in the
Standard model. The scalar and fermion field.

2.3.1 Relativistic quantum mechanics

To derive the dynamical relations for free scalar fields the Klein-Gordon wave equation is
introduced [16]. This equation of motion is found by considering the Lagrangian density
choice of

LScal ar =
1

2
∂µφ∂

µφ− 1

2
m2φ2. (2.12)

It follows that
δL

δφ
=−m2φ (2.13)

and
δL

δ(∂µφ)
= δ

δ(∂µφ)

(
1

2
gαβ∂αφ∂βφ

)
= 1

2
gµβ∂βφ+ 1

2
gαµ∂αφ= ∂µφ. (2.14)

Therefore,

∂µ

(
δL

δ(∂µφ)

)
= ∂µ∂

µφ (2.15)
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The equation of motion is the Klein-Gordon equation. It describes how a free scalar
field propagates. Rewritten as

(∂µ∂µ+m2)ψ= 0 (2.16)

This equation is a Lorentz-invariant relation between energy and momentum for the
quantum mechanical field. However, it admits solutions with negative energy and neg-
ative probability densities, which are unphysical. These negative-probability states led
Dirac to search for a relation linear in −→p and E , which resulted in the Dirac equation [17].

(iγµ∂µ−m)ψ= 0 (2.17)

In the Dirac equation, γµ are the 4x4 Dirac γ-matrices which satisfy the Clifford al-
gebra anti-commutation relation {γµ,γν} = γµγν+γνγµ = 2gµν1. ψ is a four-component
spinor. Using the Dirac equation we can describe the dynamics of free spin- 1

2 fermions.
The probability densities predicted by Dirac’s equation are positive, but it still admits so-
lutions with negative energy. In the Feynman-Stückelberg interpretation [17], these E < 0
solutions can be interpreted as negative-energy particles moving backwards in time or
equivalently as anti-particles moving forwards in time. The predictions by Dirac’s equa-
tion were confirmed by the discovery of the positron in 1932 [18]. The Dirac Lagrangian
density for a single free spinor field can be written as

LDi r ac = ψ̄iγµ∂µ∂−m∂̄ψ, ψ̄=ψ†γ0 (2.18)

2.3.2 Interactions in quantum field theory

The concept of interactions mediated by fields is central to quantum field theory. In order
to encode the observed particle interactions in the theory, we require the Lagrangian to
have several interaction terms. The principle of gauge symmetry allows additional degrees
of freedom corresponding to gauge bosons to be naturally incorporated in the Lagrangian.
New degrees of freedom are then added which represent interactions. The interaction
term

∆L =− ∑
n≥3

λn

n!
ψn (2.19)

is added to the total Lagrangian. Where ψn are the interacting fields, λ the coupling
constant and n denoting the number of fields taking part in the interaction.

2.3.3 Group theory and gauge symmetries

Group Theory is the branch of mathematics that underlies the treatment of symmetry
[19]. The formal machinery of group theory will no be explained, but the concepts and
terminology that belong to particle physics will be pointed out.

Take a rotation group as an example also known as SO(3), meaning special orthogonal.
The set of rotations of a system form a group, each rotation being an element of the group.
Two successive rotations R1 followed by R2 are equivalent to a single rotation, meaning the
product R1R2 is also part of the group. The set of rotations is closed under multiplication,
every rotation has an inverse. There is an identity element R1R−1

1 = 1, no rotation. The
product of the rotation matrices is not necessarily commutative, R1R2 6= R2R1.
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The rotation group is a continuous group in which each rotation can be labelled by a
set of continuously varying parameters(r ,θ,φ). The rotation group is a Lie group. Every
rotation can be expressed as the product of a succession of infinitesimal rotations. This is
a very fundamental property, because we do not want our experimental result to depend
on the specific laboratory orientation of the system. The group is a subset of the Lorentz
group, denoted as SO(3,1). Where the 1 represents the additional time-like dimension.
This group starts with a group of 4× 4 matrices performing Lorentz transformations on
the 4-dimensional Minkowski space of (t , x, y , z).

gµν =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , (2.20)

When c ≡ 1. The transformation leaves the quantity d s2 = (t 2−x2−y2−z2) = gµνd xµd xν

invariant. In addition to three rotation symmetries the Lorentz group also contains three
Lorentz boost symmetries, requiring the physics to be invariant under a change in space-
time coordinate frame.

The Lorentz group consists out of coordinate transformations xµ =Λµνxν that preserve
the line element d s2. The Lorentz transformation satisfies ΛµρηρσΛνσ = ηµν. This allows
the angular momenta ( j1, j2) of the decomposition to be used to group the fields as scalars
( j1 = 0, j2 = 0), left and right handed spinors ( 1

2 ,0),(0, 1
2 ) and vectors (1,1) based on their

transformation properties. Hence, a scalar field φ(xµ) transforms as φ(xµ) −→φ(Λ−1xµ), a
vector field as Aµ(x) −→Λ

µ
νAν(Λ−1x) and a spinor field as ψα(x) −→ S[Λ]α

β
φβ(x), where S[Λ]

is a spinor built from 4×4 Dirac γ matrices in the chiral representation. All of these fields
can be identified with particle states, which have a definite mass and spin.

Now we make the step towards the Poincaré group, also the fundamental group of
a topological space. It is a ten-dimensional non-abelian Lie group. It contains the full
symmetry of special relativity. It contains:

• Translation in time and space.

• Rotations in space.

• Lorentz boosts.

An important difference in the study of symmetries in physics is the one between ex-
ternal and internal symmetries. The external symmetries are the symmetries of space-
time. Lagrangian’s are almost always constructed such that they are invariant under trans-
formations belonging to the Poincaré group. In field theory this gives us the scalar, vector
and tensor fields for bosons and fermions. Internal symmetries are symmetries that arise
in the Lagrangian because the fields appear in a symmetric way. A complex scalar field
with the following Lagrangian,

L = 1

2
∂µφ

∗∂µφ− m2

2
(φ∗φ)− λ

4!
(φ∗φ) (2.21)

is invariant under the global phase shift φ −→ expiαφ. In group theory language this
symmetry is described by U (1) and are internal in a sense that they do not have anything
to do with the Poincaré group, meaning that the generators of an internal group commute
with all generators of the Poincaré group.
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For any symmetry of the Lagrangian, Noether’s theorem finds the associated con-
served current that carries a conserved charge. Such that any continuous symmetry of
the Lagrangian gives rise to a interaction that transfers the charge. A famous examples of
this theorem is the derivation of the four conserved quantities of a relativistic field namely
the Energy E and P i the total momentum of the field configuration.

2.4 The architecture of the Standard Model

The Standard Model is a non-Abelian gauge field theory based on the symmetry groups
SU (3)⊗SU (2)⊗U (1). The transformation of the group acts on the free fields of this theory.
This group has 8+3+1 = 12 generators with a complicated commutator algebra. SU (2)⊗
U (1) describes the electroweak (EW) interactions and the electric charge Q. SU (3) is the
colour group of the theory and is involved the in strong interactions described in quantum
chromodynamics.

2.4.1 Quantum electrodynamics

The Dirac equation describes the dynamics of massive spin- 1
2 particles. The associated

Dirac Lagrangian LDi r ac is denoted as

LDi r ac = ψ̄iγµ∂µψ−mψ̄ψ, ψ̄=ψ†γ0. (2.22)

Here ψ is the Dirac spinor and γµ the Dirac gamma matrices. The Dirac Lagrangian is
invariant under the global phase transformation U (1)E M . The fields and their derivatives
transform as

ψ−→ e i qαψ

∂µψ−→ e i qα∂µψ.
(2.23)

Which corresponds to a global change of phase of the spinor field by an angle α and con-
stant q . Substituting into the Lagrangian gives

LDi r ac,old =LDi r ac,new , (2.24)

It leaves the Lagrangian invariant under this transformation. We also want our Lagrangian
to be invariant under a local phase transformation, replacing α with α(x). The new fields
become

ψ−→ e i qα(xµ)ψ

∂µψ−→ e i qα(xµ)∂µψ+e i qα(xµ)i q(∂µα(xµ))ψ
(2.25)

Again, substituting this in the Lagrangian results in

LDi r ac,new = e−i qα(x)ψ̄iγµ(e i qα(xµ)∂µψ+e i qα(xµ)i q(∂µα(xµ))ψ)

−e i qα(x)e−i qα(x)mψ̄ψ

=LDi r ac,old − ψ̄γµq(∂µα(xµ))ψ

(2.26)
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Because of the extra term the Lagrangian is not invariant and the symmetry is bro-
ken. However, suppose the local U (1) symmetry as a requirement is introduced. The La-
grangian is modified such that it obeys this symmetry. First, replacing the derivative ∂µ by
the so called gauge-covariant derivative results in the new definition

∂µ −→ Dµ ≡ ∂µ+ i q Aµ(x). (2.27)

This definition introduces a new vector field Aµ, which transforms as

Aµ −→ Aµ(x)− 1

q
α(x) (2.28)

By inserting the expression for A in the covariant, it appears that it transforms together
with the local phase

Dµψ−→ e i qα(x)(∂µψ+ i∂µα(x)ψ+ i q Aµψ− i q
1

q
∂µα(x)ψ)

= e i qα(x)Dµψ

(2.29)

As a consequence, terms in the derivative that look like ψ∗Dµψ are phase invariant.
With this substitution the Dirac Lagragian and any other real Lagrangians that can be con-
structed with second order terms satisfy the local phase symmetry.

Now since we require the Lagrangian to be real and since the conserved current is
real, the field Aµ must be real as well. We identify the constant q as the charge and the
gauge field Aµ as the electromagnetic vector potential. The field Aµ satisfies its own free
Lagrangian. The corresponding kinetic term for the electromagnetic vector field is

L
f r ee

E M =−1

4
FµνFµν, (2.30)

where Fµν is the field strength tensor,

Fµν = ∂µAν−∂νAµ =


0 −Ex −Ey −Ez

−Ex 0 −Bz By

Ey Bz 0 −Bx

Ez −By Bx 0

 . (2.31)

The vector field Aµ is associated with the photon and the photons mass term would be
proportional to m2

γAµAµ. Taking a local gauge transformation of this term we immediately
see that its only invariant if mγ is equal to zero. Therefore, the requirement of local U (1)
invariance automatically implies that the photon is massless.

m2
γAµAµ −→ m2

γ(Aµ−∂µα(x))(Aµ−∂µα(x)) 6= m2
γAµAµ (2.32)

Finally, the complete theory quantum electrodynamics can be described by by the
QED Lagrangian.

LQED = ψ̄iγµ∂µψ−mψ̄ψ−q Aµψ̄γ
µψ− 1

4
FµνFµν (2.33)



Chapter 2. Theory 16

2.4.2 Yang-Mills theory

Chen Ning Yang and Robert Mills extended the concept of gauge theory by implement-
ing a local SU (2) symmetry, hoping they could derive the strong interaction from proton-
neutron isospin symmetry. Although, they did not succeeded, the SU (2) is still explaining
the weak interaction, as demonstrated in the following. The SU (2) symmetry will be ex-
plained in a similar manner as earlier for the U (1). Consider the following global SU (2)
gauge transformation and bi-spinor doublet,

ψ=
(
χ1

χ2

)
, (2.34)

ψ−→ψ′ = e
1
2
−→α−→τ , (2.35)

where −→α is real and −→τ = (τ1,τ2,τ3) are the Pauli spin matrices. Since the matrices have
all zero trace the transformations have a determinant of 1. They form the SU (2) group and
the matrices −→τ are the generators of this group. Note, the generators of SU (2) in general
do not commute, which makes it a non-Abelian group. Using Noethers theorem we can
derive a conserved current. Considering a small SU (2) transformation in doublet space.

ψ−→ψ′ =
(
1+ i

2
−→α−→τ

)
(2.36)

Consider the massless Dirac Lagrangian and ignore that the particles in the doublets
have different mass and charge, this is a problem to deal with later.

δL = ∂µ

(
∂L

∂(∂µψ)
δψ

)
+∂µ

(
∂L

∂(∂µψ̄)
δψ̄

)
(2.37)

L = ψ̄

(
iγ∂µ−m 0

0 iγ∂µ−m

)
ψ (2.38)

Computing the derivatives of the Lagrangian the left term to gives

δL = ∂µ

(
−1

2
ψ̄γµ−→α−→τ ψ

)
(2.39)

Now since −→α is real and just a scaling vector it is dropped to obtain three continuity
equations ∂µ Jµ = 0 for the three observed currents.

Jµ = ψ̄γµ
−→τ
2
ψ (2.40)

As for the U (1) symmetry, we try to promote the global symmetry to a local one.

ψ−→ψ′ = e
i
2
−→τ−−−→α(x) (2.41)

Again because the derivative of the field transforms non-trivially. To restore phase
invariance, we introduce the 2×2 covariant derivative.

Dµ = 1∂µ+ i g Bµ. (2.42)

Here g is a arbitrary coupling constant and Bµ a gauge field. In spinor space the latter
is a 2×2 unitary matrix with determinant of 1. It is also customary to parametrize the field
in terms of three new real vector fields b1,b and b3, like



Chapter 2. Theory 17

Bµ = 1

2
−→τ ·−→b µ = 1

2

∑
k
τk bk

µ =
1

2

(
b3 b1 − i b2

b1 + i b2 −b3

)
(2.43)

Now we call the fields bi the gauge fields of the SU (2) symmetry. Three rather than one
field is needed because the SU (2) has three generators. Now these three fields also need a
kinetic term in the Lagrangian. Additional it is noticeable that the generators of the theory
do not commute [τi ,τ j ] = 2εi j kτk there is coupling between the different components of
the field. This is known as self coupling and its affect becomes clear if you consider the
kinetic term of the SU (2) gauge field. Because again these fields are vector fields try the

Lagrangian L
f r ee

b = −1
4

∑
l Fµν

l Fµν,l = −1
4
−→
F µν · −→F µν. Mass terms like m2bνbν are again

excluded because of gauge invariance. The tensor is now given by

Fµν

l = ∂νbµl −∂µbνl + gε j kl bµl bνk . (2.44)

As a consequence of the last term, the total Lagrangian contains contributions with
2,3, and 4 factors of the b-field. These couplings are referred to as bilinear, trilinear and
quadrilinear couplings. Summarising, the total Lagrangian bi-spinor doublet system sub-
ject to SU (2) invariance now has become,

LSU (2) = ψ̄(iγµ∂µ−m)ψ− g
−→
J µbµ−−1

4

−→
F µν ·−→F µν. (2.45)

Also known as the Yang-Mills Lagrangian.

2.4.3 Electroweak theory

The weak and electromagnetic interactions between leptons and quarks are described by
the electroweak theory by Glashow-Weinberg-Salam [20], [21]. To construct this a theory
a Lagrangian had to be found with both U (1) and SU (2) invariance.

The fermions are divided into three generations of left-handed and right-handed chi-
ral quarks and leptons and they represent different representations of the gauge group.
We define for any Dirac field ψ the left- and right-handed chiral projections,

ψL ≡ 1

2
(1−γ5)ψ

ψR ≡ 1

2
(1+γ5)ψ.

(2.46)

Where γ5 = iγ0γ1γ2γ3, for particles with E À m these correspond to the negative and
positive helicity states, respectively.

It is important not to confuse the concepts of helicity and chirality. Helicity states are
defined by the projection of the spin of the particle onto its direction of motion, whereas
the chiral states are the eigenstates of the γ5-matrix. in Electroweak theory the right-
handed fermion fields of each lepton and quark family are grouped into singlets and the
left-handed into SU (2) doublets of Dirac spinors, while the neutrinos are assumed to be
massless and occur with only their left handed components.
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L1 =
(

ve

e−
)

L

, eR1 = e−R , Q1 =
(

u
d

)
L

, uR1 = uR , dR1 = dR

L2 =
(

vµ
µ−

)
L

, eR2 =µ−
R , Q2 =

(
c
s

)
L

, uR2 = cR , dR2 = sR

L3 =
(

vτ
τ−

)
L

, eR3 = τ−R , Q3 =
(

t
b

)
L

, uRr = tR , dR3 = bR

(2.47)

This theory is generated using a combined SU (2)L⊗U (1)Y symmetry. Under this sym-
metry a left-handed doublet transforms as

Ψ−→Ψ′
L = e iααα(x)TTT+iβ(x)YΨL (2.48)

Here TTT = τττ
2 are the SU (2) generators and Y is the generator for U (1). With this config-

uration, the right-handed components of the fields in the doublet transform only under
hypercharge,

Ψ−→Ψ′
R = e iβ(x)YΨR (2.49)

Now, the electric charge is connected with the third component of the weak isospin I3

and hypercharge Y by the sum of the two

Q = I3 + Y

2
(2.50)

vL eL eR uL dL uR dr

I3 +1
2 −1

2 0 +1
2 −1

2 0 0
Y −1 −1 −2 +1

3 +1
3 +4

3 −2
3

Q 0 −1 −1 +2
3 −1

3 +2
3 −1

3

TABLE 2.2: The electric charge Q, the isospin I3 and the hypercharge Y for
the left- and right-handed leptons and quarks.

Now take the generators of the SU (2) symmetry as we have introduced them in the
Yang-Mills theory. Notice that the τ1 and τ2 matrices mix the components of the doublets,
while τ3 does not because its components are diagonal. Therefore, we define the fields W ±

as

W ± ≡ 1p
2

(b1
µ∓ i b2

µ). (2.51)

It can be shown that these fields are charge-lowering and charge raising currents.

J+µ = 1

2
p

2
v̄γµ(1−γ5)e

J−µ = 1

2
p

2
ēγµ(1−γ5)v

(2.52)

Charge conservation at each Feynman diagram vertex then implies the charge of the
gauge boson. We now recognise these currents as the charged current interactions as can
be showed the Feynman diagrams in Fig. 2.8.

The third component of the weak isospin gauge field leads to a neutral current inter-
action, Fig. 2.3, with b3

µ the third gauge boson and the conserved current given by.
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FIGURE 2.8: The Charged current interactions.

Jµ3 = Ψ̄Lγ
µ τ3

2
ΨL (2.53)

The conserved current corresponding to the U (1)Y symmetry is [17]

JJJµY = Ψ̄γµYΨ. (2.54)

The Lagrangian following from the local SU (2)L ⊗U (1)Y takes the form of

L =L f r ee − g JJJµT ·bbbµ− g ′

2
JµY aµ. (2.55)

Again, aµ is the gauge field corresponding to U (1)Y and g ′
2 is its coupling strength. The

transformations corresponding to T3 and Y lead to neutral current interactions and as a
result the gauge boson fields can actually mix. Neither of them couple specifically to the
electromagnetic charge. The question arises if these fields can be reparameterized in a
way that one becomes a Z 0 and the other a physical field Aµ. Whereby the latter couples
to fermion fields via the charge operator only. The physical neutral fields become now
linear combinations of the T3 and Y gauge fields, written as

Aµ = aµ cos(θW )+b3
µ sin(θW )

Zµ =−aµ sin(θW )+b3
µ cos(θW ),

(2.56)

where θW is called the weak mixing angle. Up till now we have derived the existence
of these gauge fields by imposing local gauge invariance under a composite symmetry.
This theory has massless spinors that interact with each other and with massless gauge
boson. Massless because it is proven that the mass term of the gauge bosons is not invari-
ant under the transformations. We can now formulate the first part of the Standard Model



Chapter 2. Theory 20

Z o

l

l

Z 0

q

q

TABLE 2.3: The Neutral current interactions.

Lagrangian with the Lagrangian part of the fermions

LF =−1

4
W µνWµν− 1

4
BµνBµν

+ L̄i i Dµγ
µLi + ēRi i Dµγ

µeRi

+Q̄i Dµγ
µQi + ūRi i Dµγ

µuRi + d̄Ri i DµγµdRi

(2.57)

With the covariant derivative defined as

Dµ = ∂µ− i g
τττ

2
·Wµ− i g ′ Y

2
Bµ. (2.58)

This Lagrangian is invariant under local SU (2)L ⊗U (1)Y transformation. The mass
terms of the vector bosons of the weak interactions are added by breaking the electroweak
symmetry spontaneously with the introduction of the Higgs mechanism. The fermionic
mass terms will be introduced with the help of gauge-invariant Yukawa interactions of the
fermions with the Higgs field.

2.4.4 Spontaneous symmetry breaking

In this section the procedure of spontaneous symmetry breaking [21] of electroweak the-
ory will be introduced. The symmetry is not broken by a term added by hand. It is a par-
ticular characteristic of the fields involved in the theory. We are going to add an isospin
doublet of two complex scalar fields.

Φ=
(
φ+

φ0

)
= 1p

2

(
φ1 + iφ2

φ3 + iφ4

)
(2.59)

The field added is a left-handed doublet like the electron-neutrino doublet. It has a
weak isospin 1

2 and the charges of the upper and lower component are chosen such that
the hypercharge Y = 1. Also a potential V (Φ) is chosen

V (Φ) =µ2(Φ†Φ)+λ(Φ†Φ)2, (2.60)

with µ2 < 0. This potential is added to the Lagrangian of the scalar field doublet. The
potential is the famous Mexican hat potential seen in Fig. 2.9. A symmetric upward dome
with a trough circling around the bottom and symmetric with respect to its centre ẑ-axis.
The top origin is not a stable point a may spontaneously fall to either side of the dome, to
the point of lowest energy. By this action the total system loses it’s symmetry.

The Lagrangian becomes,

L = (DµΦ)†(DµΦ)−V (Φ), (2.61)
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ΦIm

ŷ

ΦRe x̂

ẑ

FIGURE 2.9: 3D mexican hat potential.

where Dµ is the covariant derivative that was associated to the SU (2)L ⊗U (1)Y sym-
metry.

Dµ = ∂µ− i g
τττ

2
·Wµ− i g ′ Y

2
Bµ (2.62)

The potential V (Φ) can also be written as

V (Φ) =µ2|Φ|2 +λ|Φ|4 (2.63)

The shape of the underlying potential depends on the values of µ and λ. A λ > 0 is
required to ensure that the potential is bounded from below and thus guaranteeing the
presence of a ground state. In case of a positive µ2, the potential has its minimum at
〈0|φ|0〉 ≡φ0 = 0.

Φ

V (Φ)
V (Φ) =µ2|Φ|2 +λ|Φ|4

FIGURE 2.10: The 2D
Higgs potential for µ2 >

0.

Φ

V (Φ)

−v

V (Φ) =µ2|Φ|2 +λ|Φ|4

FIGURE 2.11: The 2D
Higgs potential for µ2 <

0.

As shown in Fig. 2.11, when µ2 < 0 there is not a singular vacuum located at (0,0).
There is now a continuous vacuum in the circle of points that satisfies

p
ReΦ2 + ImΦ2 =√

−µ2

λ = v . Now we have to make a choice for a vacuum. We choose φ1 =φ2 =φ4 = 0 and
φ3 = v +h. Where the h represents the actual higgs field. Such that,
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V acuum =φ0 = 1p
2

(
0

v +h

)
(2.64)

Invariance implies that e iα(τi ,Y )φ0 = φ0 Under infinitesimal rotation this can be writ-
ten as (1+ iα(τi ,Y )φ0 = 0 so (τi ,Y )φ0 = 0. It can be checked that τ1φ0,τ2φ0,τ3φ0 and
Y φ0 are all non-zero and thus broken. Now the masses of the gauge bosons are obtained
by substituting the vacuum expectation value in the Lagrangian. The relevant terms arise
from the kinetic term for the complex scalar field. For now we will focus on the v term that
will produce the masses of the gauge bosons.

∣∣∣∣(−i g
τττ

2
·WWW µ− i

g ′

2
Bµ

)
φ

∣∣∣∣2

= 1

8

∣∣∣∣( gW 3
µ + g ′Bµ g (W 1

µ − iW 2
µ )

g (W 1
µ + iW 2

µ ) −gW 3
µ + g ′Bµ

)(
0
v

)∣∣∣∣2

= 1

8
v2g 2

(
(W 1

µ )2 + (W 2
µ )2

)
+ 1

8
v2(g ′Bµ− gW 3

µ )(g ′Bµ− gW 3
µ )

= (
1

2
v g )2W +

µ W −µ+ 1

8

(
W 3

µ Bµ

)( g 2 −g g ′

−g g ′ g ′2
)(

W 3
µ

Bµ

)
(2.65)

Here we have used the expression W ± = 1p
2

(W 1 ∓ iW 2). The expected mass term of a

charged gauge boson the appear as M 2
W W +W −, we find the mass to be

MW = 1

2
v g (2.66)

The remaining terms is the off-diagonal of the W 3
µ and Bµ basis

1

8
v2

(
g 2(W 3

µ )2 −2g g ′W 3
µBµ+ g ′2B 2

µ

)
= 1

8

(
gW 3

µ − g ′Bµ

)2 +0
(
g ′W 3

µ + g Bµ

)2
. (2.67)

One of the eigenvalues of the mass weak mixing matrix is zero, and we can include
this term with a combination of fields that diagonalize the mass matrix such that 2.67 are
identified as the sum of the usual neutral gauge boson masses.

1

2
M 2

Z Z 2
µ+

1

2
M 2

A A2
µ (2.68)

Finally the fields become

Aµ =
g ′W 3

µ + g Bµ√
g 2 + g ′2 , wi th MA = 0

Zµ =
gW 3

µ − g ′Bµ√
g 2 + g ′2 , wi th MZ = 1

2
v
√

g 2 + g ′2
(2.69)

Reintroducing the weak mixing angle given earlier as

g ′

g
= tanθW (2.70)
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With the spontaneous breaking of the SU (2)L⊗U (1)Y symmetry, the W ± and Z bosons
acquired masses. The U (1)Q symmetry remains unbroken and thus its generator, the pho-
ton, remains massless. Inserting the mass terms and working out the h part of the La-
grangian will generate the interactions with the Higgs boson. Now we arrive at the Higgs
boson Lagrangian.

LHi g g s = 1

2
∂µHµ∂µHµ− 1

2
M 2

H H +M 2
W W +

µ W −µ+ 1

2
Zµ
µ

+ g MW HW +
µ W −µ+ g 2

4
H 2W +

µ W −µ

+ g MZ

2cW
H ZµZµ+ g 2

4c2
w

H 2ZµZµ

− g M 2
H

4MW
H 3 − g 2M 2

H

32M 2
W

H 4

(2.71)

The real field H(x) is used instead of h and describes the physical neutral scalar parti-
cle, the Higgs boson, which has a mass of MH = µp

2
. It has triple and quartic self interac-

tions proportional to M 2
H . Also Incorporated in the Lagrangian as tri-linear HW W , H Z Z

and quadri-linear H HW W , H H Z Z vertices. The Higgs coupling to the gauge bosons is
proportional to the gauge boson mass.

2.4.5 Yukawa terms

The fermion masses can be generated with the same self interacting complex scalar field
and an isodoublet Φ̃ = iτ2Φ

∗. The additional isodoublet is needed because of the extra
symmetry that the quarks are subject to and which we will explore in the next section.
The SU (2)L ⊗U (1)Y invariant Yukawa Lagrangian for any fermion becomes

Lyukaw a =−λe L̄ΦeR −λdQ̄ΦdR −λuQ̄Φ̃uR +h.c. (2.72)

where the λe,d ,u are the individual Yukawa coupling constants. The electron obtains

Lelectr on =− 1p
2
λe

(
ν̄e ēL

)( 0
v +H

)
eR +h.c.

= 1p
2
λe (v +H)ēLeR +h.c.

(2.73)

Then applying the same mechanism to the quarks we find all of the fermion masses to
be:

m f =
λ f vp

2
,mu = λu vp

2
,

md = λd vp
2

(2.74)
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2.4.6 Quantum chromodynamics

As final piece of the Standard Model we take a peak into the field of flavour physics, this
field is heavily invested into quantum chromodynamics [22]. This theory predicts the in-
teractions between the quarks, gluons and hadrons. It arises from the invariance of the
Lagrangian under a local SU (3)C symmetry, where C stands for colour charge that is Nc -
valent, with Nc = 3 in the SM. The quarks, or spinor, fields in this group transforms as

ψ(x) −→ψ′(x) = e i gsα
a (x)T a

ψ(x). (2.75)

Here T a are the generators of the group which are represented by the 3×3 Gell-Mann
matrices λa as T a = 1

2λ
a . gs is the gauge coupling and αa(x) are the local gauge trans-

formations corresponding to the eight generators. The covariant derivative can the be
written as

∂µ −→ Dµ = ∂µ+ i gsGa
µT a (2.76)

where Ga
µ must transform as

Ga
µ −→Ga

µ−∂µαa + i gsGa
µT a (2.77)

Here the last term arises from the non-Abelian nature of QCD because the generators
do not commute. They are related through their structure constants [T a ,T b] = T aT b −
T bT a = i fabc T c . The Lagrangian for a free quark field can now be written as

Lquar k =Ψ(iγµ∂µ−m − gsγ
µGa

µT a)Ψ (2.78)

The gauge field Ga
µ is associated with the gluons. Notice,Ψ= (

ψ1 ψ2 ψ3
)

has three
components which correspond to the colour states, each of which is a 4-component Dirac
spinor. The QCD quark-gluon interaction vertex is then

− gsΨ̄γ
µGa

µT aΨ (2.79)

At last we should add the kinetic gauge invariant term of the gauge bosons.

Lki neti c =−1

2
Tr [FµνFµν] (2.80)

Here Fµν = ∂µGν−∂νGµ = i gs[Gµ,Gν] with Gµ =Ga
µT a as the QCD gluon field strength

tensor. fabc are non-vanishing structure constants and imply that gluons themselves carry
colour charge and can interact among themselves, giving rise to a triple-gluon and four-
gluon vertex.

The SU (3)C symmetry of QCD implies the existence of a conserved trivalent colour
charge, which is exchanged between quarks and by eight gluons carrying the colour-anticolour
in QCD vertices. The dominant contribution to physics processes comes from a direct ver-
tex, however loop corrections to QCD as seen in Fig. 2.12, have to be taken into account
because of the running coupling constant of QCD, Fig. 2.13.

The running coupling constant depends on the momentum transfer Q2 ≡−q2 follow-
ing from a feature of the theory called asymptotic freedom. This property is produced by
the effect called screening. A charged particle like the electron or gluon is surrounded by
virtual particles pairs popping into and out of existence. Because particles with the same
charge repel each other, the anti-charge is attracted and is thus screening the net charge
of the particle. In QCD vacuum these are virtual qq̄ and gluon pairs. Since the gluon cloud
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carries colour charge it turns out that the effective charge becomes larger with distance.
This results in the QCD coupling becoming smaller at short distances while growing over
large distances. This makes it impossible to isolate a singe gluon or quark from a hadron.
This mechanism is called confinement.

g
g
g

g
q q̄

g

q

FIGURE 2.12: Left: tri-linear gluon self coupling loop correction. Right:
loop correction to quark propagation.

FIGURE 2.13: The running coupling constant. Results for fits to data
points comparing several theory predictions to the world average data.

µR =
√

Q2 +P 2
T being a scale value for the total momentum exchanged

and PT denoting P j et
T in the case of inclusive jet cross sections [23].

2.4.7 Hadrons and mesons

The confinement results in all hadrons being colour singlets. Composed of either two
quarks qq̄ , called mesons. Or composed of three quarks qqq/q̄ q̄ q̄ called baryons. When
considering the Yukawa couplings, the individual Yukawa couplings are a little bit more
complex then previously discussed. When moving from the previously defined flavour
eigenstates to mass eigenstates, the quark mass matrices become diagonalized by differ-
ent transformations for the left-handed up- and down-quarks. Resulting in the charged-
current weak interaction modified by the product of the diagonalizing matrices of the up-
and down-type quark mass matrices, so called the CKM matrix [24].

V =U u
L U d†

L =
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vt s Vtb

 (2.81)

With U u
L and U d†

L the unitary matrices obtained by diagonalizing to the mass eigen-
states. The neutral-current remains unchanged, meaning no flavour-changing neutral
currents at tree level. The V matrix itself is unitary, V V † = I . This requirement leads
to the freedom to choose the global phases of some of the CKM elements, which are in
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turn used to explain CP-violation within the Standard Model. QCD together with the CKM
matrix explain most interactions between mesons, baryons and quarks.

b u

d d

u

d

W +

B 0

π+

π−

FIGURE 2.14: B 0 meson
decaying into two pions

b s

d d

s

s

W +

B 0

φ

K 0

FIGURE 2.15: B 0 meson
decaying into a neutral
Kaon K 0 and a φ-meson

When computing/measuring the entries of the CKM matrix, it reveals an interesting
structure

|VC K M | ≈
 0.97 0.23 0.0036

0.23 0.97 0.041
0.0087 0.040 1

≈
 1 λ λ4

λ 1 λ2

λ3 λ2 1

 . (2.82)

With λ ≈ 0.2 which is known as the Wolfenstein parametrization [25]. The matrix is
almost diagonal and the transition between generations of quarks is heavily suppressed,
but can still happen leading to very interesting decay patterns shown in Fig 2.15.

2.4.8 Canonical quantization

Now the most important ingredients in the SM are described. At last we make the relation
between fields and particles through canonical quantization. From quantum mechan-
ics it is know in order to describe physics on a sub-atomic scale the particles are quan-
tized. When quantizing the different fields in the SM, several specific types of particles
and physically observables roll out. Canonical quantization is performed by promoting
the field and the momentum conjugate of the field to operators while imposing canonical
commutation relations [26].

Using this approach we are able to reduce our relativistic quantum fields to the good
old harmonic oscillator with annihilation and creation operators âp ,â†

p . This brings the
whole relativistic theory of the SM back to low energy quantum mechanics allowing for
the observing of the properties of the particles and comparing theoretical predictions to
experimental results.

2.4.9 Beyond the Standard Model

The Higgs discovery in 2012 was a milestone of the SM as we know it today. With this dis-
covery at the LHC the last missing particle was added to the SM and with this the theory
became mathematically consistent. Meaning it can be extrapolated towards higher en-
ergies without internal problems. However, there are still some shortcomings to the SM.
Here we will list some of the open problems of the Standard Model

• Dark matterDark matterDark matter The existence of dark matter in the universe provides compelling evi-
dence for physics beyond the Standard Model [16]. Found by an inconsistency in
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galaxy rotation curves. This is all is explained by the existence of a new stable parti-
cle, following the WIMP model [27], that escapes detection and accounts for around
85% of the total matter content in the universe.

• Hierarchy ProblemHierarchy ProblemHierarchy Problem The hierarchy problem is the statement the the Higgs mass is
unnaturally small. It can be summarised as followed. Difficulties arise from the
scalar field. In the Standard Model the Higgs field is the only scalar field. Also under
quantum corrections, the scalar mass is not stable. Meaning that we expect physics
from higher scales to correct the Higgs mass and push it towards higher values using
a similar screening method as in QED and QCD [28]. However, the Higgs boson
mass is the same order as the weak scale. This either causes an enormous amount of
fine-tuning between the contributions to the Higgs mass from low energy scales and
from the ultraviolet (UV) scale to cancel each other out. Or there is a mechanism
that protects the Higgs mass from growing.

• Cosmological ConstantCosmological ConstantCosmological Constant There is a cosmological constant problem or vacuum catas-
trophe in cosmology. It is caused by the disagreement between the observed values
of vacuum energy density and the theoretically predicted zero-point energy pre-
dicted by the SM.

• Grand Unified TheoryGrand Unified TheoryGrand Unified Theory The running gauge couplings, when extrapolated to higher
energy scales, seem to meet around 1016GeV [16]. There are also theories which
explain this behaviour in terms of the super-symmetric standard model. We can
take advantage of this by introducing models which unify the three gauge couplings
and embed the three SM symmetry groups in a bigger symmetry group in a model
commonly called the grand unified theory(GUT).

2.5 Effective field theory

The basic idea behind effective field theory (EFT) is the observation that the non-analytic
parts of scattering amplitudes are due to intermediate processes where physics particles
can exist on shell. In other words, that internal propagators 1

p2−m2+iε in Feynman dia-

grams can diverge with p2 = m2 so that one is sensitive to the iε [29]. Therefore, when
constructing a quantum field theory that correctly accounts for these light particles, all
the contribution to the amplitude from virtual heavy particles that cannot be physically

created at these energies can be Taylor expanded p2

M 2 , where M is the mass of the heavy
particle.

The power of this method is that the Taylor expanded amplitude can be computed
directly from a quantum field theory which contains only the light particles. The expanded
amplitude now contains the local interactions between them that encode the small effects
arising from virtual heavy particle exchange. For example, the Standard Model does not
contain gauge bosons from the GUT scale, but can be modified such that it accounts for
the very small effects such particles could have.

There are two basic applications of effective field theory [29].

• Top down: the theory for high energies is known, but do not need all of its com-
plexity to arrive at the desired description of low energy physics. Thus, construct an
EFT which incorporates the leading order and light degrees of freedom. Constrain-
ing their interaction from the knowledge of the symmetries of the more complete
theory.
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• Bottom up: explore small effects from higher dimension operators in the low en-
ergy regime to gain more knowledge about what might be going on at higher energy
scales not accessible at this moment.

2.5.1 Fermi theory

Consider Fermi’s theory of weak interactions. Originally it was a bottom-up EFT and de-
signed to account for neutron β decay in the n −→ p+e−ν̄e process. The weak interactions
refers to processes mediated by the W ± or Z 0 bosons, whose masses are about 80GeV and
91GeV respectively. The full process is depicted in Fig. 2.16. Where one of the up quarks
residing in the proton decays to a down quark by scattering of a W + boson.

W −

u

d

νe

e

FIGURE 2.16: Flavour changing charged current decaying into leptons

In the SM the matrix element of this process is proportional to the Electroweak-propagator
times the electroweak coupling constant squared.

|M | ∼ g 2
2

∣∣∣∣∣−i (gµν−qµqν/M 2
Z ,W

M 2
Z ,W −q2

∣∣∣∣∣
2

(2.83)

Since the masses of the W − boson is many times bigger then the quarks or the lep-
tons, it means that the boson is deeply virtual, m2

W À q2, and the matrix element can be
reduced to

|M | ∼GF ∝− g

m2
W

(2.84)

Where GF is known as the Fermi constant. In this approximation the W -boson propa-
gator has been contracted to a four-point interaction vertex in Fig. 2.17.

u

d

νe

e

FIGURE 2.17: The effective vertex in the low energy effective field theory.

This amplitude can be reproduced to lowest order in q2

M 2
W

by a low energy EFT with

a coupling strength GF . This interaction is then written in terms of leptons and quarks
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only instead of the electroweak definition. The illustration of Fermi theory with respect
to the Standard Model gives a good idea of the power of the EFT. One can argue that the
Standard Model is also valid up until a certain energy scale when new physics becomes
marginal E ≈Λ∼ Enew phy si cs

2.5.2 Standard Model effective field theory

Recently the SMEFTsim package [30] has been developed implementing a FeynRules pack-
age that is open for public use 1. The code supplied defines the SMEFTsim package and
covers two different approaches to how the SM Lagrangian parameters are extracted from
experimental measurements. Differing in only one parameter, the electroweak coupling
constant or the W-boson mass { ˆαe w , m̂Z , ĜF } and {m̂W , m̂Z , ĜF }.

Assumed is that physics beyond the Standard Model (SM) resides at scales larger than
the electroweak scale (Λ >> vT ), one can utilise an expansion of this ratio of scales to
construct an effective field theory (EFT). Such an EFT captures the low energy limit of the
physics beyond the SM so long as no light hidden states are in the particle spectrum and
vT /Λ < 1. The SMEFT is defined using the Warsaw basis [31] and has been studied with
increased theoretical sophistication over the recent years.

It may also be used to a wide range of possible extensions of the SM. For example, it
can address the strong evidence for dark matter and neutrino masses in addition to the
theoretical issue of the hierarchy problem motivating new physics at the scale of TeV .
The interest in SMEFT has increased due to the continued operation of the LHC. Utilising
the SMEFT is valuable for getting the most out of the run 1 and 2 data sets as well as the
data from the high future luminosity LHC.

As discussed, assumed is that the SM constitutes merely an effective theory, which is
applicable up to energies not exceeding a certain scaleΛ. Therefore, any field theory valid
above this energy scale should satisfy the following requirements.

• Its gauge group should contain SU (3)C ⊗SU (2)L ⊗U (1)Y of the Standard Model.

• All the SM degrees of freedom should be incorporated into the theory, either as fun-
damental or composite field.

• At low energies it should reduce to the SM, provided no undiscovered light particles
exist.

The reduction to SM at low energies usually follows from the decoupling of heavy par-
ticles with masses of orderΛ or larger. This leads to the appearance of higher-dimensional
operators in the SM Lagrangian that are suppressed by powers ofΛ

LEF T =L (4)
SM + 1

Λ

∑
k

C (5)
k Q(5)

k + 1

Λ2

∑
k
+C (6)

k Q(6)
k +O

(
1

Λ3

)
, (2.85)

Here LSM is the usual renormalizable part of the SM Lagrangian, it contains dimension-
two and dimension-four operators only. In the remaining terms,Q(

k n) denote the dimension-

n operators, and C (n)
k stand for the corresponding dimensionless coupling constants re-

ferred to as Wilson coefficients. We will now give a summary of the SMEFT Lagrangian

1http://feynrules.irmp.ucl.ac.be/wiki/SMEFT
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derivation and critical steps during this derivation. The dimension-5 operators, which vi-
olate lepton number, will not be taken into account. We will switch to the notation and
conventions used in ref. [32].

lL1 =
(

ve

e−
)

L

, eR1 = e−R , qα1 =
(

u
d

)
L

, uα
R1

= uR , dα
R1

= dR

lL2 =
(

vµ
µ−

)
L

, eR2 =µ−
R , qα2 =

(
c
s

)
L

, uα
R2

= cR , dα
R2

= sR

lL3 =
(

vτ
τ−

)
L

, eR3 = τ−R , qα3 =
(

t
b

)
L

, uα
Rr

= tR , dα
R3

= bR

(2.86)

Here α stands for the colour indices. The chirality indices,(L,R), will be omitted in the
following notation. The Higgs field and its complex conjugate will occur as φ and φ†. The
well know expression for L (4)

SM , before spontaneous symmetry breakdown, becomes

L (4)
SM =−1

4
GµνGµν− 1

4
WµνW µν− 1

4
BµνBµν+ (Dµφ)†(Dµφ)+m2φ†φ

− 1

2
(φ†φ)2 + i

(
l̄ /Dl + ē /De + q̄ /Dq + ū /Du + d̄ /Dd

)
− (l̄Γe eφ+ q̄Γuφ

† + q̄Γd dφ+h.c.)

(2.87)

The Yukawa couplings, Γe,u,d , are matrices in the generation space. The covariant
derivative acting on a field is defined as

(Dµq)α j =
(
δαβδ j k (∂µ+ i g ′Yq Bµ)+ i gδαβS I

j kW I
µ + i gsδ j k T A

αβG A
µ

)
qβk (2.88)

Here, T A = 1
2Λ

A and S I = 1
2τ

I are the SU (3) and SU (2) generators respectively, while
theλA and τI are the Gell-Mann and Pauli matrices. It is useful to define Hermitian deriva-
tive terms that contain φ†←−Dµφ≡ (Dµφ)†φ as follows:

φ†i
←→
D µφ≡ iφ†(Dµ−←−

Dµ)φ

φ†i
←→
D I

µφ≡ iφ†(τI Dµ−←−
Dµτ

I )φ
(2.89)

The gauge field strength tensors and their covariant derivatives have a very similar
structure as derived before

G A
µν = ∂µG A

ν −∂νG A
µ − gs f ABC GB

µGC
ν

W I
µν = ∂µW I

ν −∂νW I
µ − gεI JK W J

µW K
ν

Bµν = ∂µBν−∂νBµ

(2.90)

(DρGµν)A = ∂ρG A
µν− gs f ABC GB

ρGC
µν

(DρWµν)I = ∂ρW I
µν− gεI JK W J

ρW K
µν

DρBµν = ∂ρBµν

(2.91)
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Now we will set in the process of making an EFT of this Lagrangian. Remember that
the new operators Q(d)

i are suppressed by d −4 powers of the cutoff scale Λ and C (d)
i are

the Wilson coefficients. The factors of 1
Λ are absorbed into the Wilson coefficients. Util-

ising the Warsaw basis is also theoretically favoured as it is the only basis that has been
completely normalised [33]. We switch from the φ Higgs doublet notation to

φ−→ H = 1

2

(
0

(1+ cH ,ki n)h + v̄T

)
, (2.92)

where,

cH ,ki n ≡ (CHä− 1

4
CHD )v̄2,

v̄T ≡ (1+ 3CH v̄2

8λ
)v̄ .

(2.93)

This results in a formalised h field when the Lagrangian is written in mass eigenstate
fields. The distinction between v̄T and v̄ is at dimension eight when v̄ multiplies with
a Wilson coefficient. Because the Higgs field is changed so do the gauge fields and the
coupling strength. The gauge fields are redefined as

G A
µ =G A

µ (1+CHG v̄2
T ),

W I
µ =W I

µ (1+CHW v̄2
T ),

Bµ =Bµ(1+CHB v̄2
T ).

(2.94)

Here the G ,W ,B fields are the canonically normalised fields. The modified coupling
constants are also redefined as

ḡ3 = g3(1+CHG v̄2
T ),

ḡ2 = g2(1+CHW v̄2
T ),

ḡ1 = g2(1+CHB v̄2
T ).

(2.95)

Now, the mass eigenstate basis for W 3
µ ,Bµ in the SMEFT is given by(

W 3
µ

Bµ

)
=

(
1 −1

2 v2
T CHW B

−1
2 v2

T CHW B 1

)(
cos θ̄ sin θ̄
−sin θ̄ cos θ̄

)(
Zµ

Aµ

)
(2.96)

with cos θ̄ = ḡ2√
ḡ 2

2+ḡ 2
1

and sin θ̄ = ḡ1√
ḡ 2

2+ḡ 2
1

. This way also the reparameterization of the

mass fields is modified by Wilson coefficients. The SMEFT theory uses unitary gauge and
several simplifications. Resulting in a LO SMEFT model.

In order to define the numerical values of the SM Lagrangian several free parameters
need to be used. To determine the numerical value of the SM Lagrangian we use the elec-
troweak inputs. The Lagrangian parameters in the SMEFT differ from the SM Lagrangian
due to L (6) local operator correction. Meaning a generic parameter κ receives a shift from
its SM value due to L (6) operators by δκ= κ̄− κ̂ and in the SM limit, when Ci −→ 0 one has
δκ−→ 0. The input electroweak parameters are αEW ,mZ and GF , the method extraction of
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Input parameters Value
αEw (mZ ) 1/(127.950±0.017)

mW 80.365±0.016 GeV
mZ 91.1876±0.0021 GeV
GF 1.1663787(6)×10−5 GeV −2

mh 125.09±0.21±0.11 GeV
αS 0.1181±0.0011
me 0.5109989461(31)×10−3 GeV
mµ 105.6583745(24)×10−3 GeV
mτ 1.77686±0.00012 GeV
mu 2.2+0.6

−0.4 ×10−3 GeV
mc 1.28±0.03 GeV
mt 173.21±0.51±0.71 GeV
md 4.7+0.5

−0.4 ×10−3 GeV
ms 0.096+0.008

−0.004 GeV
mb 4.18+0.04

−0.03 GeV

TABLE 2.4: The set of parameters used as inputs for the SMEFT [10].

these parameters can be found in ref. [30]. The numerical values used to define the mass
and coupling input parameters in the model are given in Table 2.4.

2.5.3 Flavour symmetry assumptions

The U (3)5 limit is the assumption that will be used and deals with the limit of unbroken
global flavour symmetry in the SM Lagrangian. By requiring this symmetry the number
of free parameters in the model decreases significantly. From 1350 CP-even and 1149 CP-
odd parameters to around 52 CP-even and around 17 CP-odd. Therefore, the CKM ma-
trix is not changed with respect to the SM and is also not depended of any Wilson coef-
ficients. Also note that the Pontecorvo Maki Nakagawa Sakata (PMNS) matrix is also not
implemented in the SMEFT as neutrino masses are neglected. The remaining dimension-
6 when taking the U (3)5 are summarised in Fig. 2.5.

Most L (6) operators each have only 1 corresponding Wilson coefficient. Each of these
parameters have their exact analogous copy in the SMEFTsim model. The Wilson co-
efficients in the model files are free input parameters. Real Wilson coefficients are de-
fined as external parameters and values can be assigned directly by the user. Complex
Wilson coefficients are technically defined as internal parameters in the form of c X X =
c X X Abse I ·c X XPh with two independent external parameters: the absolute value c X X Abs

and the complex phase c X XPh can be assigned by the user.

The U (3)5-SMEFT with non SM phases has, excluding the SM input parameters and
the cutoff scale of the EFT, a total of 81 free external parameters. 17 determine the complex
phase of its corresponding Wilson coefficient. Remaining are 64 real Wilson coefficients
which includes 5 pairs that belong to the same L (6) operator. Resulting in a total of 59
free operators in the Standard Model Effective Field theory with a total to 64 Wilson coeffi-
cients. The model is now able to perform numerical studies at LO (tree-level) interference
of the SMEFT with the SM, while neglecting NLO (next-to-leading-order) corrections. In
order to still be able to simulate the processes h −→ g g , h −→ γγ,h −→ γZ , since they oc-
cur at one loop in the SM. An explicit SM Lagrangian term is defined in order to obtain a
non-zero interference for these processes.
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TABLE 2.5: The L (6) operators built from the Standard Model fields which
conserve baryon number. The operators are divided into eight Classes:
χ3, H 6, etc. Operators with +h.c. in the table heading also have Hermitian
conjugates, as does theψ2H 2D operator QHud . The subscripts p,r , s, t are
flavour indices which are suppresses on the left had sides of the sub-tables

[30].
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Chapter 3

Experimental setup

In this chapter the Large Hadron Collider (LHC) and the ATLAS experiment will be intro-
duced. First some background information is given and the LHC is described in section
3.1 and 3.2. In section 3.3 the most important parts of the ATLAS detector are explained.

3.1 CERN and the Large Hadron Collider

The origins of the European Organisation for Nuclear Research or commonly referred to
as CERN, which is the French acronym of CONSEIL EUROPÉEN POUR LA RECHERCHE NU-
CLÉAIRE, date back to the end of the Second World War. Following a handful scientists
several countries created a Central European atomic physics laboratory. Such a laboratory
would not only unite the European scientists but also allow them to share the increasing
costs of nuclear physics facilities. The institute is established in 1954 based in Geneva and
currently has 23 member states. Today CERN’s main function is to provide the particle
accelerators and other infrastructure needed for high-energy physics research.

3.2 The Large Hadron Collider

CERN is currently housing the largest accelerator ever build called the Large Hadron Col-
lider (LHC). This is a circular collider with a circumference of 27 km, currently capable of
producing 7 TeV proton beams travelling in opposite direction in tubes of ultrahigh vac-
uum [34]. These are guided by strong magnetic fields produced by superconducting elec-
tromagnets all kept at sub-zero temperatures to maintain their superconducting proper-
ties. In total 1232 dipole magnets of 15 m in length bend the beams to be circular and 392
quadrupole magnets confine them to a smaller space to ensure a high collision rate when
the two beams cross paths inside the 4 major experiments located across the ring of the
LHC. These four experiments are the ATLAS, CMS, ALICE and LHCb. This thesis was made
under the flag of the ATLAS experiment.

• ATLASATLASATLAS (A Toroidal LHC ApparatuS) - experiment is a general-purpose particle de-
tector and currently the largest ever build. It is designed to exploit the all the de-
bris coming from the proton collisions and discovering all the physics happening
by carefully analysing its debris.

• CMSCMSCMS (Compact Muon Solenoid) - Also a general-purpose detector at the LHC and
has very broad physics interests. Although it has the same scientific goals as the
ATLAS experiment, it uses different technical solutions and magnet system design.

• ALICEALICEALICE (A Large Ion Collider Experiment) - is a heavy-ion detector and designed to
study the physics of strongly interacting matter, more specifically where a phase of
matter called quark-gluon plasma forms.
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• LHCbLHCbLHCb (Large Hadron Collider beauty experiment) - A detector designed specifically
for beauty/bottom and anti-beauty/bottom Hadrons,known as B mesons. Which
are quite hard to detect because they are formed close to the line of the beam pipe.

But there are also many other experiments located at CERN which do not use the LHC, but
other particle accelerator facilities, Fig. 3.1 For example, the Super Proton Synchrotron
(SPS), Proton Synchrotron (PS) or Antiproton Decelerator. Furthermore, CERN is looking
into what is going to follow up the LHC. Currently two projects are competing, the Future
Circular Collider (FCC), which is a higher performance circular collider aiming to reach
collision energies of 100 TeV and the Compact Linear Collider (CLIC) looking to collide
electrons and positrons in the same energy range as the LHC instead of hadron collisions.

FIGURE 3.1: Accelerator complex of CERN (2016) [35]

Most of the recent breakthroughs in particle physics have come from experiments at
high-energy particle accelerators. In order to produce massive particles high energies are
required. More precisely, the energy available in the centre-of-mass has to be greater than
the sum of the masses of the particles that you want to produce. The centre of mass en-
ergy

p
s for a circular collider such as the LHC is given by

p
s = 2E , where E is the energy

of a single beam. Only charged stable particles can be accelerated to high energies, there-
fore the possible types of accelerators are e+e− colliders, hadron colliders pp or p̄ p̄ and
electron-proton colliders, e−p or e+p. The LHC’s next important feature is the instanta-
neous luminosity L, which determines the event rates. For a given process, the number of
interactions is the product of the luminosity integrated over the lifetime of the operation
of the machine and the cross section for the process,

N =σ

∫
L(t )d t . (3.1)
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The particles in the LHC are grouped into bunches that are brought into collision at the
middle of the detectors. At the LHC the bunches are separated by 25 ns. Assuming that the
beams have a Gaussian profile of proton density and collide head-on, the instantaneous
luminosity [36] is given by

L = f
n1n2

4πσxσy
. (3.2)

Here n1 and n2 are the numbers of particles in the colliding bunches, f is the fre-
quency with which the bunches collide, which is 40 H z for the LHC. Further, σx and σy

denote the root-mean-square horizontal and vertical beam sizes respectively.

3.3 The ATLAS detector

The ATLAS detector [37], Fig. 3.5, is the largest volume detector ever constructed. It has
the dimensions of a cylinder, which is 44 m long and 25 m in diameter and sits in a cav-
ern approximately 100 m underground. The detector is a layered instrument designed to
,layer-by-layer, detect all the particles that pass through, with the exception of neutrinos.
The detector is centred on the interaction point and is designed with a forward-backward
symmetry. In order to detect all particles that come out of the interaction point upon col-
lision it has a good spatial coverage thanks to a system of sub-detectors. The list of sub-
parts starts with the inner detector, is then followed by the electromagnetic calorimeter,
then comes the hadronic calorimeter and finally the muon spectrometer. The inner de-
tector contains a longitudinal field of 2T generated by a solenoid magnet. The outer part
of the detector is filled with a toroidial field of 4T , which is generated by 8 separate coils
that from the Barrel Toriod magnet. The End-cap Toriods cover the sides with magnetic
fields of also 4T . All seen in the Fig. 3.2, 3.3, 3.4. These fields are used to bend the tracks
of the outgoing particles for momentum measurements.

FIGURE 3.2: ATLAS Cen-
tral Solenoid magnet

[38]

FIGURE 3.3: One of the
ATLAS End-cap Toriods

[38]

When referring to locations of particles in the detector, a cylindrical coordinate system
is used. The beam axis is defined as the z-direction. The polar angle, θ ∈ [0,π], is the angle
from the beam axis. The azimuthal angle, φ ∈ [−π,π], is the angle around the beam axis.
The pseudo-rapidity is often used to describe the direction of a massless particle and is
defined as

η=−ln tan(
θ

2
). (3.3)
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FIGURE 3.4: The ATLAS Barrel Toroid magnet [38]

While for massive particles the rapidity is used and is defined as

y = 1

2
ln[

E +pz

E −pz
]. (3.4)

FIGURE 3.5: Schematic drawing of the ATLAS detector indicating the most
important modules of the construction [38].

3.3.1 Inner detector

The inner detector (ID) is the inner most part of the detector, and the closest to the actual
collisions. It is designed such that it has minimal radiation length. which is a character-
istic of a material, related to the energy loss of high energy particles electromagnetically
interacting with it. It is positioned such that it can measure the curvature of the trajectory
of the charged particles. Also the ID is made up out of several layers of detection hard-
ware. The layer closest to the beam is the silicon based Pixel detector, which is made 1744
pixel modules that are fixed in three layers around the beam line and interaction point.
The innermost layer is the insertable b-layer, which takes care of the position of the inter-
action vertex. This layer replaced the initial b-layer before the start of Run 2 because of
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degradation due to heavy radiation effects. Surrounding this there are multiple layers of
Semiconductor tracker, which is a strip detector consisting of silicon sensors. At last, the
outer part of the ID is the Transition Radiation Tracker. This is a straw tube detector which
is filled with a gas mixture of 70% Xenon, 27% CO2 and 3% O2. This gas mixture inter-
acts with the charged particles and the pulses produced are picked up by thin metal wire
in the tube. Allowing for positioning of the particles or the distinction between charged
pions and electrons because of the difference in charge deposition.

3.3.2 The calorimeter system

This system contains two different types. The Electromagnetic Calorimeter (ECAL) and
the Hadronic Calorimeter (HCAL) each designed to deal either with hadronic or electro-
magnetic active particles.The ATLAS calorimeter cover a range up to

∣∣η∣∣< 4.9 and are build
from alternating layers of active and passive materials. The passive material interacts
heavily with the incoming particles and triggers the showering process, while the active
layers detect the produced particles and measure their energy. This measurement is im-
portant for calculating the total energy in the interaction, and this part is thus build to
maximise radiation length. The absorbing material of the ECAL is lead and the active ma-
terial is liquid argon. The ECAL covers up to

∣∣η∣∣ < 1.475, while the endcap region covers
1.375 < ∣∣η∣∣ < 3.2 The HCAL is particularly designed to stop particles interacting strongly
producing hadronic jets and measuring their energy. The passive absorbing material is
steel and the active material is made up out of scintillators that are organised in a accor-
dion fashion. In the end-caps the absorbing material is copper and the active material is
liquid Argon.

3.3.3 The muon spectrometer

Since the Muons have a very low interaction cross section with the other detectors sys-
tems, almost all of them pass though undetected. They do not emit the bremsstrahlung as
the electrons do and therefore can be assumed to carry the amount of energy they had at
the start of their creation. Therefore, the Muon system is placed on the outermost part of
the ATLAS detector. Its most important task is to measure the momentum of the passing
muons as precisely as possible up to a pseudorapidity of

∣∣η∣∣< 2.7. The system consists of
three cylindrical layers around the beam axis. The muon chambers are placed around and
within the superconducting coils of the toroid magnets which generate its magnetic field.
The tracks are measured with drift tubes, that are made of a anode and cathode filled with
gas to be ionised by the incoming muon. Due to the electric fields between the anode
and cathode. The electron drift can be determined, and thus the arrival of the muon at
that time and place. In the innermost endcap layer with

∣∣η∣∣> 2.0, so called Cathode Strip
Chambers are used, which have a higher rate capability and time resolution. To guarantee
the its design resolution the Monitored Drift Tubes, that provide the best precision with a
spacial resolution of 80 µm and are placed per chamber, are aligned using optics and are
monitoring the positions and deformations of the chambers.

3.3.4 Luminosity and triggers

In the forward region of the ATLAS detector three small detectors systems are installed to
measure the luminosity delivered to ATLAS. They extract the bunch luminosity by mea-
suring the inelastic pp collision cross section. This cross section is proportional to the
instantaneous luminosity by taking into account the number of bunches, the frequency
of the bunches, the visible average number of inelastic interactions and the total inelastic
cross section multiplied with the efficiency of the detector. These detectors where first
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calibrated using other data where the instantaneous luminosity was already known. Since
there are many events in the ATLAS detector, every 25 ns two bunches are collided, the
event rate is 40 MHz. With a events size of about 1 Megabyte it is impossible to read out
and store every event delivered by the LHC. However, the most interesting events have a
very low occurrence rate because of their low cross section. Therefore, the triggers [39]
are designed to select the most interesting events and bring down the event rate to about
400 Hz. This process is divided into three levels. The first level is a pure hardware trigger,
that is implemented in the detector. It searches for high-pT muons, electrons, photons,
jets, taus and large missing transverse momenta using the trigger chambers in the muon
system and the calorimeter system. The lever 2 trigger is a software based trigger that uses
fine-granularity data of the complete detector which are only processed in several regions
of interest. When the event has surpassed the level 2 trigger it is completely reconstructed.
Then the level 3 triggers consist of the event filters, the event filtering is done during the
analysis procedure and includes more complex criteria for event patterns.

3.3.5 The 2015-2016 dataset

The data used in this thesis corresponds to an integrated luminosity of about 36.1 f b−1

with an uncertainty of 2.1%. The uncertainty is determined using the luminosity detec-
tors. This data set represents the full data of the pp collisions collected in 2015 and 2016
at a

p
s = 13 TeV with a bunch spacing of 25 ns.
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Chapter 4

Monte Carlo Generators and
Simulation

Monte Carlo (MC) event generators are widely used, especially by experimentalists and
theorists in particle physics. They are predominantly used to make predictions for collider
experiments and compare them to data. This chapter explains the techniques used in a
MC generation. In addition, what settings and assumptions are necessary to produce a
valid MC sample.

4.1 Structure of a proton-proton collision

Four main steps are used to make up the full structure of simulating a proton-proton col-
lision at for example the Large Hadron Collider. The time and energy scales of the steps
are significantly separated, such that events are able to be separated into these parts. This
process is called factorization. The steps are

• Hard interaction process and underlying event

• Parton shower

• Hadronization

• Particle decays

When studying proton-proton collisions most of the collisions are "soft". Which means
there is a low amount of momentum transfer, this happens when the constituents of the
proton only scratch each other or miss each other completely. All these events are filtered
out of the data and only the so called "hard" processes remain. These events have high
momentum transfer and are the most interesting, since here highly energetic particles are
ejected and can possibly form exotic forms of matter. This is why the simulation is started
at the heart of the collisions. The Parton Distribution Functions (PDFs) describe partons
coming into the process and perturbation theory gives a probabilistic distribution of the
outgoing partons. After the hard process we are left with the incoming and outgoing par-
tons of the event. The parton shower phase of the event generators starts from the hard
process and works downwards to lower momentum scales to a point where perturbation
theory breaks down. The partons involved in the process are coloured particles, quarks
and gluons. From QED it is known that moving electric charges radiate photons, this is
called Bremsstrahlung. In that same way, scattered colour charges radiate gluons, which
happens for partons going in and going out of the collision. Only as we discussed in chap-
ter 1, in QCD due to the non-Abelian structure SU (3), gluons themselves are coloured
and can thus trigger even more radiation when already radiated of a parton. Leading to
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a extended shower and the phase space fills up with mostly soft gluons. When the event
has been showered it is necessary to switch to hadronization models, these take account
of the confinement of a system of parton into colourless hadrons, which we can observe
with the detector. Take into account that the initial hadrons that started the collision have
a coloured parton taken out and are thus left in a coloured state. It very likely that dur-
ing the hard collision also several secondary soft collisions between the protons remnants
have taken place, these will also have to be simulated since they well hadronize as well
and will overlie or contaminate the already produced hard process. The last processes of
event generation is the decay into stable particles. The hadrons that are produced in the
hadronization are not always stable. To be precise most of the hadrons are heavy reso-
nances of lighter mesons or baryons. These resonances will then decay into more and
more stable secondary particles in a tree like fashion.

FIGURE 4.1: Schematic overview of the different stages of a Monte Carlo
event [40]

4.1.1 Parton distributions

The calculation of the cross section of a particular process relies upon the knowledge of
the distribution of momentum fraction x of the partons. Which are the quarks and gluons
inside the hadrons being collided. The parton density functions(PDF’s) are determined
by global fits to data from deep inelastic scattering experiments, Drell-Yan and jet pro-
duction inside colliders. Every proton contains three valance quarks, which are in turn
surrounded by a sea of quark-antiquark pairs produced by virtual gluons. When the to-
tal energy of the proton increases, the partons move independently and freely inside the
proton. This causes each of the partons to carry a certain amount of the total energy of
the proton pi = xptot . In order to quantify this, a probability, the PDF, is defined f (x,Q2)
which is the probability that a certain parton carries a momentum fraction xi of the total
momentum on a certain energy scale Q2. The DGLAP [41] equation provides a analytical
formula for these densities and together with fits, many different PDF sets for the proton
are produced, up to NNLO accuracy. In Fig. 4.2 the PDFs for quarks and gluons in the
proton are shown. One can see that in the higher x regions the sea quarks do most of the
momentum carrying, while in the lower energy scales the gluons are more dominant.

4.1.2 Hard scattering process

The events that we are interested in almost always involve high momentum transfer be-
tween the partons. Thus simulation of these partons interacting with each other at large
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FIGURE 4.2: The PDFs supplied by Martin-Stirling-Thorne-Wattt(MSTW),
determined up to NNLO(showing NLO) by global analysis of hard-

scattering data [42].

invariant momentum transfer is the hart of the Monte Carlo generator. QCD offers a good
theoretical description of interaction partons producing jets and heavy particles. These
reactions are then calculated using perturbation theory [43]. Cross sections for a scatter-
ing process at hadron colliders can be broken down to [44]

σab−→n = ∑
a,b

∫ 1

0
d xad xb

∫
dΦn f h1

a (xa ,Q2) f h2

b (xb ,Q ′2)× 1

2ŝ
|Mab−→n |2(Φn ,Q2,Q ′2). (4.1)

Here, f h
a (x,Q2) are again the PDFs from the partons involved. The fully differential

parton level cross section is given by the square of the Matrix Element M and the parton
flux 1

2ŝ = 1
2sxa xb

and where s is the centre of mass energy squared. The matrix element
is the sum of all the Feynman diagrams involved in the process. In which the Feynman
diagrams constitute the actual physics processes as derived from the Standard Model and
Quantum Chromodynamics. This is integrated over the total differential phase space of
all of the final state particles. Some leading order matrix element generators are AlpGen
[45], Sherpa [46] or Madgraph/MadEvent [47].

4.1.3 Parton shower

The parton shower approximates the effect of higher order interactions, it reproduces a
series of emissions in the incoming and outgoing particles. Referred to as initial state
radiation (ISR) and final state radiation (FSR). The parton shower generator we will be
using in the theses is Pythia8 [48].

4.1.4 Hadronization and decay

The process of hadronization starts when the particles invariant mass Q2 reaches the
scales of QCD. Then the quarks and gluons from into colourless states. After which the
Hadrons will decay into stable particles. The hadronization process regulates the trans-
formation from partons into a cone of hadrons called jets. The final jets are then evaluated
by reconstruction algorithms with the aim of obtaining the properties of the original par-
tons of the jets. Soft and collinear emissions can still take place during the parton shower
and the hadronization process.
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4.1.5 Jets

The Hadronization process makes it so that whenever quarks or gluons are produced we
cannot observe them directly, since colour confinement forbids the existence of isolated
colour states. This is why the events with gluons and quarks in the final state can be ob-
served experimentally as cluttered hadrons in a jet of particles. This feature of quantum
chromodynamics makes it possible to make measurements on macroscopic scales and
connect them to the partons momenta and quantum numbers. In order to identify clus-
ters of particles as jets a cluster algorithm is applied. This is done in the ATLAS detector for
analysis of the event topology, but can also be applied to truth events simulated by a MC
generator. The most common jet reconstruction algorithm used is the anti-kt algorithm
[49]. Here the distance between the particle clusters is used to determine the properties
of the jets. Then a radius parameter R is applied to give the cone radius of a single jet. In
the case of the analyses used the radius parameter equals 0.4.

4.2 SMEFT sample generation

The introduction of SMEFT in the Monte Carlo generator involves altering the hard and
underlying interaction of the event generation process. Additional diagrams correspond-
ing the the new physics are generated when asking for a specific interaction. In Mad-
graph5 [50], all of the parameters that enter in the calculation are given in the parame-
ter card. This card contains the masses of the particles, the physical constants used, the
widths that have to be generated and which are assumed to be Standard Model like. The
model also contains a vertices file, which holds all of the vertices that enter in the physics
model as a function of the parameters in the parameter card. When generating a process
in the SMEFT model it is always necessary to specify the order N P = 1 to make sure that
all and only the diagrams giving linear L (6) are included. In the run card any options to
the generation may be specified, such as the flavour scheme used or requirements on any
of the particles that should be produced.

In order to extract the tree level interference contribution between L (6) and SM the
order N P 2 == 1 needs to be specified, this corresponds to the 1/Λ2 contribution to the
total cross section. The 1/Λ4 order contribution can be calculated using N P 2 == 2 and
corresponds to the squared BSM contribution of the new physics model. Λ is chooses to
be 1 TeV and assumes that the energy scale of new physics lies beyond Λ. Which is suf-
ficiently far away from the Higgs and top energy scales. In general, due to the fact that
SM Lagrangian parameters can multiply the Wilson coefficients in the Lagrangian a given
interaction vertex can have multiple interaction orders. The relevant widths are calcu-
lated using MadWidth during the generation process. This is because the value of the
particle width is used to compute some of the cross sections in a narrow-width approxi-
mation. The values of the width are often inconsistent with a LO SMEFT prediction and
has a particular big effect on the Higgs case. The default value to its width is obtained with
the inclusion of radiative corrections, and is significantly smaller than the tree level value,
mainly due to a large negative loop contribution form the H −→ bb̄ partial width. When
generating events with this model it is important to simulate the full process and not ex-
clude particles from the interaction as the model uses the interference of some interaction
to make a fully gauge invariant process. When generating a 5-flavour scheme is used to
include the bottom quark, if required, and no cuts are applied to the generation.
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Chapter 5

Monte Carlo Sample Generation

This chapter explains how we generate the MC samples that are compared to the signals
in the analyses. Also which settings were used in the process. Section 5.1 will cover the
MC production and setting. 5.2 introduces how the HepMC [51] data of the MC samples
is processed. Section 5.3 quickly explains the basics on how to compare MC samples with
observed signals.

5.1 Signal simulation

All of the MC samples were generated using MadGraph5 v2.6.2 and the imported the
SMEFTsim U (3)5 model [30]. The samples were made with a PDF that uses the DGLAP
equations formulated at LO precision, since the SMEFT model is also leading order. The
name of the data set is NNPDF23_lo_as_0130_qed and validation plots can be found at
Ref. [52].

First we generate the gluon-gluon fusion Higgs production along with b-quark pair
associated Higgs production (bbH). To do this we restrict any quark from entering the
process in the initial state and let jets be defined as an outgoing gluon or quark exclud-
ing only the top quark. Leaving only the gluons left in the protons to participate in the
production of a single on shell non-boosted Higgs. In order to also include higher order
Feynman diagrams jet matching is applied conform the ATLAS recommendations using
Pythia8. This ensures the use of the LO approach to produce higher order diagrams with-
out double counting diagrams. We restrict the number of QED vertices that appear in the
processes to one. The obtained SM cross section for ggF Higgs production including bbH
is

σg g F = 45.02±0.23pb, (5.1)

generated at leading order. When comparing this to the more precise calculations of
the LHC cross section working group [11] we find a small deviation of about 6%. Which
is also within the limits of the NNLO predictions. During the generation the width of the
Higgs is set to auto which makes it a function of the EFT parameters. The CKKW merging
is activated using ktdur ham = 30 and a d par ameter = 0.4. The maximum jet flavour is
set to include the bottom quark and no cuts on decay products are applied. The samples
in the final reparameterization are generated ignoring the masses of the light quarks, only
taking into account the mass of the bottom and top quark.

The obtained SM cross section for the VBF only Higgs production is

σV BF = 3.343±0.0043pb, (5.2)
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In the sample generation we explicitly differ between the production, decay and full
process. When mentioning production only samples we have generated the sample using
the Higgs particle as a final state. Which is later processed with a parton shower using
Pythia8. We do this by providing the generation syntax to MadGraph5, we can influence
the generation by excluding or including several particles. This can be done by forcing
particles to be on/off shell or to prevent particles entering in the hard scattering event.
The generation syntax of the production only samples is summarised in Tab. 5.1. The
generation syntax of the full process samples is summarised in Tab. 5.2.

ggF generate p p > h QED = 1
add process p p > h jb QED = 1

add process p p > h jb jb QED =1
VBF generate p p > h j j $$ w+ w- z QCD =0

TABLE 5.1: Production only generation syntax

ggF generate p p > h > e+ mu- ve vm QED = 1
add process p p > h > e- mu+ ve vm QED = 1

add process p p > h > e- mu+ ve vm jb QED = 1
add process p p > h > e+ mu- ve vm jb QED = 1

add process p p > h > e- mu+ ve vm jb jb QED = 1
add process p p > h > e+ mu- ve vm jb jb QED = 1

VBF generate p p > h > e- mu+ ve vm j j $$ w+ w- z QCD =0
generate p p > h > e+ mu- ve vm j j $$ w+ w- z QCD =0

TABLE 5.2: full process generation syntax

The generation of the widths can be directly assessed by using the syntax in Tab. 5.3
and using the massive SMEFT model.

Decay signature Madgraph5 simulation syntax
H −→ e−µ+νeνµ generate h > e- mu+ vẽ vm
H −→ e+µ−νµνe add process h > e+ mu- vm̃ ve

TABLE 5.3: Decay chain syntax of Madgraph5

In the tables above the proton is defined as containing the up, down, charm, strange
and bottom quarks as well as gluons. The jets ( j ) are defined to contain the same particles
as the proton excluding the bottom quark. j b allows for b quarks in the final state. The
contribution from the possible top quarks in the initial and final state is not significant.
The QED and QCD operations allow us to specify the amount of couplings that are allowed
to enter in the events.

The raw data obtained are millions of events that needs to be transformed into HepMC
data format [51] in order to be read by the Rivet [53] based classification tool. This tool
assigns the events to the corresponding STXS region based on the truth level objects in
the next section.
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5.2 Truth level objects

The samples that are generated are analysed at truth level using the official ATLAS STXS
TRUTH decoration [54], [55]. In order to separate the events topology into separate or-
ganised chucks we apply a derivation on the raw event data. Because the generated sam-
ples of the ATLAS MC software produce a format called EVNT, which contains a wrapped
truth record in HepMC format. These formats cannot easily be read by ROOT. Software
from ATLAS is used to convert EVNT into a xAOD format which can be read with ROOT.
Our samples will be cast into a TRUTH1 format. This is the main truth analysis format
and contains a extra containers for specific states, while keeping the main truth record.
Which is the mother-daughter information. The jet finding algorithm used is anti-kt with
R = 0.4 and a minimum pT of 20GeV . Also no W or Z bosons are taking the the jets so no
muons or neutrinos are present. The isolated electrons, muons and photons are selected
by demanding a status 1, other words a final-state particle. For photons a pT > 20GeV is
demanded. The dressed lepton 4 vectors are used with an isolation cone of R = 0.1, while
for taus the default dressing uses R = 0.2. The other particles are simply found using the
HepMC truth information to find the mother-daughter relations and assigning them to
the right container. For the samples involved in the reparameterization of the STXS stage

1 scheme only the HepMC truth information is used and the p j et
T is required to be bigger

then 30GeV .

5.3 Normalising a distribution

When a Monte Carlo (MC) sample is generated the size of the sample is determined by
requesting the generation of a certain number of events. The cross section of the sample
is a fixed quantity dependent on the process generated. Since number of events, sample
size, and luminosity are related according to σ = Nevent s

L , the luminosity of a MC sample
varies according to the number of events generated and the cross section of the process.
The amount of data collected in an experiment is expressed in terms of luminosity since
this quantity can be determined from knowing properties of the colliding beams. In order
to perform a simulation of the data at given luminosity, it is necessary to weigh the MC
sample to correspond to this luminosity. This allows, for example, to predict the number
of top events that will be produced in an amount of data corresponding to that luminosity.
The weighting of the MC can be expressed as N =W0, where N is the number of weighted
events, N0 is the number of events in the original sample, and W is the weight. The weight
must be a ratio of the desired luminosity to the original luminosity of the sample, W =
L/L0. Expressing the original luminosity in terms of cross section and number of events,
W = σL

N0
. All histograms are weighted by multiplying the quantity used to fill the histogram

(N, pT , η, etc) by the event weight. This is equivalent to scaling the histogram with one
single value/weight when only one particular process is filled within a histogram.
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Chapter 6

Modelling distributions

In this chapter some modelling techniques and effective Lagrangian morphing are intro-
duced. In section 6.1 some background information is supplied. Section 6.2 covers matrix
element reweigthing which was almost used in this EFT-interpretation. Section 6.3 intro-
duces effective Lagrangian morphing. This tool is covered in detail since some time was
spend updating the package for the current application.

6.1 Modelling techniques

Modelling techniques come in different shapes and forms. The goal is to describe any
type of deviations of the underlying theory, be it an effective field theory or otherwise,
with the free parameters of that theory. This often has non-trivial and has consequences
on the final predictions of that theory. The usual procedure involves a multi-step, resource
intensive process.

• The usual Monte Carlo simulation techniques

The generation of

– the Matrix Elements involved in the hard scatter

– the parton-level cross section

– the parton shower and hadronization

The simulation of

– the additional interaction from the same or different bunch crossings

– interactions of the particles with the detector material

– the data acquisition by the detector

– the reconstruction of physical objects used for the analysis

• The samples needed for interpolating

– redoing the steps above for each phase space point needed to fully describe
the range of the theory

– interpolating between the different input samples

– creating a likelihood model linking the prediction to the observed values

When taking into account the computational cost it is worthwhile to note that the sim-
ulation stage consumes less computing time than the generation stage. Samples, events
or particles that have not been processed by the simulation and reconstruction are re-
ferred to as "truth", whereas the final physics objects that can be directly compared to
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measured data events are referred to as "reconstructed". Most of the computing time in
analyses is spent on background estimates. The creation of the dedicated signal samples
for such searches is often much less costly. Only when requiring a near continuous de-
scription of the phase space spanned by the theory the computing time increases heavily.
In that case, the method of likelihood fitting would in principle call for the creation of a
dedicated Monte Carlo sample, fully generated and simulated for every parameter point.
Taking into account that a likelihood fit of a complicated combined model can easily call
for thousands of evaluations, this is unfeasible.

6.2 Matrix element reweigthing

A common practice to obtain a large quantity of sampling points in the BSM parame-
ter space is the technique of matrix element reweighting [56]. It is common practice to
produce Monte Carlo events with some event weight. These event weights are technical
artefacts allowing the Monte Carlo generators to more easily and efficiently sample the
phase space by assigning individual points a larger weight than others. While generators
like MadGraph5@NLO produce samples with uniform weight at leading order, others can
produce large or negative weights. The idea of Matrix Element Reweigthing takes this
concept one step further. It assumes the weight of each event is proportional to the Ma-
trix Element modulus squared, evaluated at the corresponding phase space point. If one
were to change the parameters of the underlying theory. the Matrix element and thus the
weight would change accordingly. Because the weight are multiplicative and do not alter
any of the observable quantities of the event, they can be applied at any processing stage.
Thus, one can reweight an event from the theory parameters it was originally generated
for to a different set of theory parameters, using

w0 = wi ∗
∣∣∣∣M 2

0

∣∣∣∣∣∣∣∣M 2
i

∣∣∣∣ (6.1)

here wi and wo stand for the input and output weights of the event, and M〉 and M′ for
the Matrix Elements accordingly. This technique can be applied on readily simulated and
reconstructed samples. Thus it provides a efficient way of obtaining simulated signal sam-
ples. However, there are some drawbacks to this approach. If the target parameter set is
very different from the initial one, the weights of the individual events can become very
large. The resulting samples are then effectively dominated by a few high weight samples
from the tails of the kinematic distributions, thus reducing the statistical power. Also, all
the samples obtained from reweighting the same source sample are statistically depen-
dent. Taking this interdependence into account will in general increase the uncertainty
on the prediction.

6.3 Effective Lagrangian morphing

Most analyses find agreement between the Standard Model predictions including the Higgs
sector. However, if a significant deviation in signal strength is found in any channel, there
must be a methodology on how to construct a quantum field theory that describes the ob-
served data better than the Standard Model. The type of excess or deficit or the change in
shape that was observed needs to be analysed carefully to understand its theoretical im-
plications. Using Effective Lagrangian Morphing developed by the ATLAS collaboration,
in [4], we provide an EFT interpretation of possible deviations in the Higgs and non-Higgs
sector.
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When employing this technique for a tree level calculation of a 2 −→ 2 s-channel process
like the production and decay of a Higgs boson at the LHC at leading order, the cross
section prediction can be expressed as

σ(−→g ) =−→
P (−→g )∗ A∗σ(−→g ) (6.2)

Here
−→
P (−→g ) is a vector of fourth-order polynomials in the couplings g ,σ(−→g ) is a vector

of precomputed cross sections at the input parameter points, and A is the inverted mor-
phing matrix. Additional coupling parameters in the Higgs sector change the predicted
cross section as well as the shape of the differential distributions. Effective Lagrangian
morphing provides a continuous description of arbitrary physical signal observables such
as cross sections or differential distributions in a multidimensional space of coupling pa-
rameters. Using this technique, ATLAS aimes to have signal models which depend on a
large number of coupling parameters. The morphing based signal is a linear combination
of a minimal set of orthogonal base samples spanning the full coupling parameter space.
The weight of each sample (template) is based on the beyond the Standard Model (BSM)
theory in question.

6.3.1 Morphing with one BSM coupling parameter in either the production or
decay vertex

As the simplest case, a morphing function is determined with only one BSM (non-SM)
Higgs coupling, namely gBSM , contributing to either the production or decay in addition
to the SM Higgs boson coupling gSM . The matrix element of such a scenario for given
values of gSM and gBSM can be written as the sum of the pure SM and the pure BSM con-
tribution to the matrix element times some scaling coefficient ci .

M(gSM , gBSM ) = gSM OSM + ci gBSM OBSM (6.3)

This then translates into the description of a physical observable T from the above pro-
cess,∣∣M(gSM , gBSM )

∣∣2 = g 2
SM |OSM |2 + c2

i g 2
BSM |OBSM |2 +2ci gSM gBSMR(OSM OBSM ) (6.4)

T (gSM , gBSM ) ∝ ∣∣M(gSM , gBSM )
∣∣2 (6.5)

The physical observable T can be used to morph to an arbitrary parameter point. The
number of input distributions required to morph to a parameter point g t ar g et = (gSM , gBSM )
is equal to the number of unique terms in the matrix element squared, which in this case is
three. It is sufficient to generate a pure SM distribution TSM (1,0), a pure BSM distribution
TBSM (0,1) and a mixed distribution Tmi xed (1,1).

TSM (1,0) = |OSM |2
TBSM (0,1) = c2

i |OBSM |2
Tmi xed (1,1) = g 2

SM |OSM |2 + c2
i g 2

BSM |OBSM |2 +2ci gSM gBSMR(OSM OBSM )

(6.6)

Applying these three equations to the equation computing the matrix element squared
results in the morphing function for a distribution at an arbitrary parameter point.

Tout (gSM , gBSM ) =(g 2
SM − ci gSM gBSM )TSM (1,0)+ (c2

i g 2
BSM − ci gSM gBSM )TBSM (0,1)

+ ci gSM gBSM Tmi xed (1,1)
(6.7)
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The output distribution can be created by only three input distributions multiplied
by the appropriate weight factor wi . Since fixed parameters for the input distributions
were used, the weights only depend on the desired parameters for the output distribu-
tion. To be able to minimise statistical uncertainty in the parameter space, it is favourable
to be flexible in choosing the parameters for the input distributions. In order to develop
a generalisation for a morphing function with arbitrary input parameters −→g i , the propor-
tionality to the matrix element squared of the three input distributions can be writing in
the following way

Ti n(gSM ,i , gBSM ,i ) = g 2
SM ,i |OSM |2 +c2

i g 2
BSM ,i |OBSM |2 +2ci gSM ,i gBSM ,iR(OSM OBSM ) (6.8)

with i = 1,2,3. Now, the following Ansatz can be made for the morphing function.
We introduce the unknown variables ai j and demand that the morphing function should
regain the input distribution for any of the input parameters Tout = Ti n for −→g t ar g et =−→g i .

Tout (gSM , gBSM ) = (a11g 2
SM +a12g 2

BSM +a13gSM gBSM )Ti n(gSM ,1, gBSM ,1)

+ (a21g 2
SM +a22g 2

BSM +a23gSM gBSM )Ti n(gSM ,2, gBSM ,2)

+ (a31g 2
SM +a32g 2

BSM +a33gSM gBSM )Ti n(gSM ,3, gBSM ,3)

(6.9)

This in turn results in exactly the right number of constraints needed to recover the
unknown variables ai j

1 = a11g 2
SM +a12g 2

BSM +a13gSM gBSM

0 = a21g 2
SM +a22g 2

BSM +a23gSM gBSM

...

(6.10)

All constraints can be written in a compact matrix form

A∗G = 1 (6.11)a11 a12 a13

a21 a22 a23

a31 a32 a33

∗

 g 2
SM ,1 g 2

SM ,2 g 2
SM ,3

g 2
BSM ,1 g 2

BSM ,2 g 2
BSM ,3

gSM ,1, gBSM ,1 gSM ,2, gBSM ,2 gSM ,3, gBSM ,3

= 1 (6.12)

The unique solution A = G−1 requires the input parameters to fulfil the condition
det (G) 6= 0.

It is useful to extend this formalism to an example with a BSM coupling entering both
in production and decay. In, for example, the VBF Higgs boson production with a decay to
two vector bosons, the same coupling appears in the production and decay vertex. Having
this BSM parameter enter several adjustments to the morphing have to be made. Again
the matrix element squared can be factorised in the following way, assuming that the Nar-
row Width Approximation (NWA) holds. The NWA should not be used everywhere, for an
explanation see Appendix. G.

M(gSM , gBSM ) = (gSM OSM ,p + ci gBSM OBSM ,p )(gSM OSM ,d + ci gBSM OBSM ,d ) (6.13)
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∣∣M(gSM , gBSM )
∣∣2 = (gSM OSM ,p + ci gBSM OBSM ,p )2(gSM OSM ,d + ci gBSM OBSM ,d )2

= g 4
SM OSM ,pO2

SM ,d + c4
i g 4

BSM O2
BSM ,pO2

BSM ,d

+ ci g 3
SM gBSM (O2

SM ,pR(O∗
SM ,d OBSM ,d )+R(O∗

SM ,pOBSM ,p )O2
SM ,d )

+ c2
i g 2

SM g 2
BSM (O2

SM ,pO2
BSM ,d +O2

BSM ,pO2
SM ,d )

+ c3
i gSM g 3

BSM (O2
BSM ,pR(O∗

SM ,d OBSM ,d )+R(O∗
SM ,pOBSM ,p )O2

BSM ,d )

(6.14)

The matrix element now is a 4th order polynomial in the coupling parameters g . Each
unique term in coupling parameters requires an input distribution for the morphing, which
results in 5 different samples for this scenario. The morphing function for arbitrary values
of gSM and gBSM for the input distributions is obtained again by inverting the morphing
matrix. Again the input distributions are proportional to the matrix element squared.

Ti n(gSM ,i gBSM ,i ) ∝| M(gSM , gBSM ) |2, i = 1, ...5 (6.15)

The same Ansatz is used for this morphing function. The input functions should equal
the output if the parameters are equal. Requiring that the output distribution reproduces
the input distributions at their respective parameters, constraints can be set to calculate
the unknown variables ai j . In matrix form, the constraints can be written as in the exam-
ple above.

6.3.2 Generalisation to higher-dimensional parameter space

The case of a morphing function with an arbitrary number of BSM coupling parameters
in two vertices requires generalisation. This consists of first constructing a general matrix
element squared.

∣∣M(−→g )
∣∣2 =

( ∑
x∈p,b

gxO(gx )

)2

∗
( ∑

x∈d ,b
gxO(gx )

)2

(6.16)

Then expand the matrix element squared to a 4th degree polynomial in the coupling
parameters

∣∣M(−→g )
∣∣2 =

N∑
i=1

Xi ∗Pi (
−→
g ) (6.17)

Here Xi is a prefactor. It will be represented by an input distribution. In the polynomial
Pi (−→g ) = ga gb gc gd of the coupling parameters −→g , the same coupling can occur multiple
times (namely g 4

SM or g 2
BSM ,1gBSM ,2gBSM ,3). The number of different expressions in the

polynomial N is equal to the number of samples needed for the morphing.

Generate the input distributions at arbitrary fixed parameter points −→g i

Ti n,i ∝
∣∣M(−→g )

∣∣2
(6.18)

Construct the morphing function with the usual Ansatz
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Tout (−→g ) =
N∑

i=1
∗

(
N∑

j=1
Ai j P j (−→g )

)
Ti n,i

=−→
P (−→g )∗ A

−→
T

(6.19)

Now exploiting the fact that the output distribution should be equal to the input dis-
tribution at the respective input parameters

Tout (−→g i ) = Ti n,i f or i = 1, ..., N (6.20)

And in matrix notation as
A∗ (P j (−→g i ))i j = 1 (6.21)

The unique solution A = P j (−→g i )−1
i j requires the input parameters to fulfil the condition

det (G) 6= 0.

Notice, the number of base samples increases if there are additional coupling param-
eters to be considered in the production or decay vertex. For example, in the case of com-
bination of measurements in several production and decay modes. The general morphing
principle remains the same and the method can be generalised to a higher-dimensional
coupling parameter space. The number N of input template samples depends on how
many of the n studied coupling parameters enter in the production or decay vertex. This
both depends on how much the production and decay operator sets are disjoint. A gen-
eral expression for the number of samples required as function of np couplings appearing
only in production, nd couplings appearing only in decay and ns couplings shared in pro-
duction and decay is

N = np (np +1)

2
∗ nd (nd +1)

2
+

(
4+ns −1

4

)

+
(
np ∗ns + ns(ns +1)

2

)
∗ nd (nd +1)

2

+
(
nd ∗ns + ns(ns +1)

2

)
∗ np (np +1)

2

+ ns(ns +1)

2
∗np ∗nd + (np +nd )

(
3+ns −1

3

)
(6.22)

6.3.3 Validation

In order to check if the analytical Lagrangian morphing in combination with separate LO
tree interference samples works, several have been produced for this validation. The sam-
ples are produced with showering and hadronization through Pythia8 and matrix element
calculation with Madgraph5, not including detector effects. Samples from LO gluon fu-
sion Higgs production decaying into a muon and an electron have through the decay of
the Higgs boson into two charged vector bosons, see Fig. 6.1. The SMEFT model has been
used for a BSM framework and the PDF used is LO NNPDF23 set. Several distributions
sensitive the BSM couplings are used for the validation which are also used in the STXS
interpretation. This validation also serves as a way of showing how the other signal sam-
ples are produced in this research. The samples used in the validation are shown in Tab.
6.1.
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Morphing Input samples σSM contribution (pb) σ 1
Λ2

contribution (pb) σ 1
Λ4

contribution (pb) ci = 0.1

Morphing sample 1 0.08762 - - -
Morphing sample 2 - 0.001065 - cHbox

Morphing sample 3 - - 3.224×10−6 cHbox

Morphing sample 4 - 0.316 - cHG

Morphing sample 5 - - 0.2846 cHG

Morphing sample 6 - −7.97×10−4 - cHW

Morphing sample 7 - - 2.939×10−6 cHW

Validation samples σtot ci nominal value
validation sample 1 0.089 cHbox 0.1
validation sample 2 0.68 cHG 0.1
validation sample 3 0.087 cHW 0.1
validation sample 4 0.09903 cHbox 1.0
validation sample 5 8.786 cHG 0.5
validation sample 6 0.087 cHW 1.0
validation sample 5 0.09118 cHG 0.01
validation sample 6 0.07314 cHW 2.0

TABLE 6.1: Overview of the samples used in the morphing validation
study.

A quick and way to check the validity of the interference samples is the addition of
the cross sections. The cross section of the interference samples plus the Standard model
sample should equal the cross section of the validation sample with equal Wilson coeffi-
cient value. When looking at the coefficient value of 0.1 the cross section indeed add up
to each other. Conforming the use and implication of the narrow width approximation.
This shows that the rate can indeed be used to interpolate between Wilson coefficients.
To confirm this for shape effects we need to look at the distributions of the observables.
The distribution used are the total transverse mass mT , the electron transverse momen-
tum pT , the difference of the pseudo rapidity between the leptons ∆l l , the invariant mass
of the leptons ml l and the Higgs transverse momentum p H

T . The BSM coupling cHG is
used, which is affecting the Higgs production, and the couplings cHW and cHbox are used,
which affect the Higgs decay.

g

H

g

W +

W

FIGURE 6.1: Gluon fusion Higgs production, EFT operator cHG influenc-
ing the right production vertex and cHW ,cHbox influencing the right decay

vertex.

All generated samples consist of 50.000 Monte Carlo events each. The statistical un-
certainty arising from the morphing function on the number of events is also displayed
in the plots. All of the input distributions are scaled to their respective number of events
and cross section, as well as the validation samples. The validation of the morphing using
interference samples is confirmed and seen in the distributions of Fig. 6.2, requiring that
they agree with each other within the statistical uncertainty of the morphing. Additional
plots can be found in Appendix E.
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FIGURE 6.2: Several morphed and validation distributions plotted to-
gether to show the validity of the morphing approach. Top-left: cHbox

influenced distribution of p H
T . Top-right cHG influenced distribution of

p H
T .Bottom-left cHW influenced distribution of pe
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Chapter 7

Simplified Template Cross Sections

In Chapter 7 the STXS framework is introduced and plays a central role in this study. Sec-
tion 7.1 will provide the ideas behind the framework and the basics of how its imple-
mented into the measurement. Section 7.2 and 7.3 will cover the cuts made during the
STXS interpretation of our measurements.

7.1 The STXS framework

Simplified template cross sections [5] are developed to provide a way to evolve the signal
strength measurements. The STXS procedure allows to, in streamlined methodology, re-
duce the theory dependencies of any measurement. This includes the dependence on the
underlying physics model, which may be SM or BSM models. In addition, they provide
more finely-grained measurements in all decay channels to allow for an EFT interpreta-
tion.

Additional goals of the simplified template cross section framework is to maximise the
sensitivity of the measurements while at the same time to minimise their theory depen-
dence. This results in

• combination of all decay channels

• measurement of cross sections instead of signal strengths, in exclusive regions of
phase space

• cross sections are measured for specific production modes

• measurements are performed in simplified volumes

• allow the use of advanced analysis techniques such as event categorisation, multi-
variate techniques, etc.

The measured exclusive regions of phase space, which can be called bins for simplicity,
are specific to the different production modes. Their definitions are motivated by

• minimising the dependence on theoretical dependencies

• maximising experimental sensitivity

• isolation of possible BSM effects

• minimising the number of bins without loss of experimental sensitivity
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In the Fig. 7.1 a schematic overview of the STXS framework is shown. The experimen-
tal analyses shown on the left are all unique in the way they select their event candidates
and also how they extract signal strength from the data. Making use of each specific chan-
nel topology to distinguish them from the background. Typically, a subset of the experi-
mental event categories is defined to increase their expected signal-to-background ratio.
The long term idea behind STXS is to combine analyses into a global fit that combines all
decay channels and represent the main results of the experimental measurements.

In this study we will focus on the EFT coefficients interpretation. For this purpose, the
experimental results should quote the full covariance among the different bins in order to
disentangle correlations between operators.

FIGURE 7.1: Schematic overview of the simplified template cross section
framework

A requirement of the measurements is to extrapolate from a certain region in phase
space to the full region. To maximise experimental sensitivity, the analysis should con-
tinue to use event categories optimised for sensitivity, while the truth bins should take
into consideration the experimental requirements for the event selection. Another design
goal is to isolate regions of phase space, typically at large kinematic scales, where BSM
effects could potentially be large and visible above the SM background.

The implementation of the STXS truth binning in the analysis is realised by expressing
the number of signal events in a particular reconstruction category r . The number of
reconstructed signal events can be expressed as the sum of each STXS truth bin t .

nr =
∑

t
εSM

tr L ·Br SM ·σSM
t ·µt (7.1)

In this expression εSM
tr is the efficiency of the STXS truth bin as predicted by the SM.

defined as

εSM
tr = nSM

tr

nSM
t

(7.2)
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Where nSM
tr is the number of reconstructed events entering the STXS bin t and nSM

t the
number of truth events entering the STXS bin t . L is the luminosity, Br SM is the SM pre-
dicted branching ratio and σSM

t the cross section in bin t . µt is the signal strength of the
STXS bin t . By taking account of the efficiencies for the STXS bin and correcting for them
the signal strength µt . µt is extrapolated for the entire fiducial region t and quote a inclu-
sive signal strength. By using these efficiencies the STXS implementation is assumed to
not be affected by any acceptance effects induced by cuts used in any particular analysis.

7.2 Splitting production modes

There is distinction between qq̄ −→ V H and VBF processes, and similarly between g g −→
V H and gluon-gluon fusion production. In the STXS framework, the V H production
mode is explicitly defined as Higgs production in association with a leptonically decay-
ing V boson. The qq̄ −→ V H process with a hadronically decaying V boson is considered
to be part of the VBF production, which is defined as electroweak qq H production. Addi-
tionally, the g g −→ Z H process with hadronically decaying Z boson is included in what is
called gluon-fusion production. However, in our analysis the V H is not taken into account
as they are separately split into STXS bins and included as backgrounds.

7.3 Staging

In practice, it will be impossible to define a set of bins that satisfies all of the above re-
quirements for every analysis. Some analyses will only be able to constrain a subset of all
bins or only constrain the sum of a set of bins. When the amount of data increases. So
does the possible amount of STXS bins that can be constrained. For this reason, several
stages with an increasing number of bins are defined.

Stage 0 is summarised in Fig. 7.2. In this stage, each main production mode has a
single inclusive bin, with the associated Higgs production separated into qq̄ −→W H ,qq̄ −→
Z H and g g −→ Z H channels. VBF production is defined as electroweak qq H production.

FIGURE 7.2: Stage 0 bins.

Stage 1 is used during the measurement in this research and by the HWW measure-
ment which will be introduced in chapter 9. It defines a binning that is targeted to be used
by all analyses in the future. In the diagrams below, the possibilities for merging bins are
indicated by a plus sign. At the point of writing this thesis, only the ggF and VBF STXS
binning of the measurements have been done. These are the ones that we will consider. I
will gradually go over the different cuts and assumptions made during the binning of both
production modes.
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7.3.1 Gluon fusion Higgs production

At this point, the STXS implementation does not cover the bbH and tH processes.. Right
now the bbH contribution is merged with the ggF process and is subject to the same bin-
ning. Practically bbH is a assumed to be 1% of the ggF contribution.

In stage 0 all the gluon fusion events are contained into a single bin within |YH | < 2.5.
When the measurements start to have an acceptance beyond 2.5, an additional bin for
|YH | > 2.5 can be included.

Stage 1

• Split into jet bins: N j = 0,N j = 1,N j ≥ 2, N j ≥ 2 with VBF topology cuts. These
cuts are defined the same way as the corresponding bin in VBF production. For the
N j ≥ 2 with VBF topology cuts, p H

T < 200GeV is required, which gives priority to the
p H

T > 200GeV bin for N j ≥ 2. The jet bins are motivated by the use of jet bins in the
experimental analysis.

• The N j ≥ 2 with VBF topology bin is split further into an exclusive 2-jet-like and in-

clusive 3-jet-like bin. The split is implemented by a cut on p H j j
T =

∣∣∣−→p H
T +−→p j

T 1+−→p j
T

∣∣∣
at 25 GeV .

• The N j = 1 and N j ≥ 2 bins are further split into p H
T bins.

– 0GeV < p H
T < 60GeV : The vector boson channels have most sensitivity in the

low p H
T region. The upper cut is chosen as low as possible to give a more even

split of events but at the same time high enough that no resummation effects
are expected.

– 60GeV < p H
T < 120GeV : This is the resulting intermediate bin between the low

and high p H
T region. The lower cut here is high enough that it can be treated as

a hard H + j system in the theoretical description

– 120GeV < p H
T < 200GeV : The boosted selection in H −→ ττ contributes to the

high p H
T region. Defining a separate bin avoids large extrapolations for the

H −→ ττ contribution. For N j = 2, this bin likely provides a substantial part of
the gluon-fusion contribution in the hadronic V H selection.

– p H
T > 200GeV : Beyond the top-quark mass, the top-quark loop gets resolved

and its mass effects become relevant. Splitting off the high-p H
T region ensures

the usability of the heavy-top expansion for the lower-p H
T bins. At the same

time, the high p H
T bin in principle offers the possibility to distinguish a point

like g g H vertex induced by heavier BSM particles in the loop from the resolved
top-quark loop.

At the intermediate stages, all of the lower three p H
T bins, or any two adjacent bins can be

merged. Also N j = 1 and N j ≥ 2 bins can be merged by individual analyses as needed, and
potentially also when the combination is performed at an intermediate stage. The ggF
cuts in stage 1 are depicted in Fig. 7.3.

7.3.2 Vector boson fusion Higgs production

Stage 0 has an inclusive vector boson fusion cross section within |YH | < 2.5. Should mea-
surements start to have acceptance beyond 2.5, an additional bin for |YH | > 2.5 can be
included.
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FIGURE 7.3: Stage 1 binning for gluon fusion production [5].

Stage 1

Stage 1 refines the binning for |YH | < 2.5.

• VBF events are split by p j 1
T , the transverse momentum of the highest pT jet. the

lower p j 1
T region is expected to be dominated by SM-like events, while the high-p j 1

T
region is sensitive to potential BSM contributions, including events with typical VBF
topology. The suggested cut is at 200 GeV , to keep the fraction of SM events in the
BSM small.

• The p j 1
T < 200GeV bin is split further

– Typical VBF topology: the adopted VBF topology cuts are m j j > 400GeV ,∆η j j >
2.8. Which is a compromise among the various VBF selection cuts employed
by different channels.

* The bin with typical VBF topology is split into an exclusive 2-jet-like and

inclusive 3-jet-like bin using a cut on p H j j
T at 25 GeV , where the cut value

is a compromise between providing a good separation of gluon fusion and

VBF and the selections used in the measurements. p H j j
T as quantity to de-

fine this split is chosen as a compromise between the different kinematic
variables used by the different channels to enrich VBF production

– Typical V (−→ j j )H topology: events with at least two jets and 60GeV < m j j <
120GeV .

– Rest: all remaining events, including events with zero or one jet. The "rest" bin
can be sensitive to certain BSM contributions that do not follow the typical SM
VBF signature with two forward jets

The VBF cuts in stage 1 are depicted in Fig. 7.4.
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FIGURE 7.4: Stage 1 binning for Vector Boson fusion production [5].
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Chapter 8

Statistics

In this chapter we will touch upon the statistical methods, tools and theory that are used in
this research. Since high energy physics relies on a SM hypothesis we have to statistically
convince ourselves and the public that new physics is observed and not just a statistical
anomaly. The complexity of the detector and the theoretical models suffer from large sys-
tematic errors that have to be taken care of in a correct way. Section 8.1 will introduce
some essential terminology. Sections 8.2-8.5 will introduce the tools used in the interpre-
tation.

8.1 Terminology

First, we introduce some essential terminology. The expected signal and background are
determined by the corresponding cross section σ, the luminosity L given by the acceler-
ator and the detector response/efficiency ε. The signal is given by s = L ·σ · ε [57]. when
assuming a counting experiment and n is the number of observed events then we can
define

n =µ · s +b, (8.1)

where b is the expected background and µ is a signal strength given by µ = NObser ved
NE xpected

.

There are two hypotheses. One with a strength µ = 1 on top of the background and one
where the signal µ 6= 1. When we are measuring the signal that we are expecting we ob-
serve a signal strength of 1. Any deviation from this can be seen as a deviation from the
expected hypothesis.

8.2 Data versus theory

The data collected at the LHC is analysed and used to test several different theories. The
theory provides an expected distribution for different physical observables. These distri-
butions are compared to data and the probability,P (O), conditional probability of find-
ing the measured data given the theory observable that can be measured. The measured
probability is called the likelihood,

L(H0) = Pr ob(d at a|H0). (8.2)

Where H0 is the hypothesis. There are many ways to test a theory. One of the most
common ways is the Profile Likelihood approach. During this work we will use the Pro-
file Likelihood method. By using a interpolation algorithm that morphs the shape of the
distribution from H(−1σ) to H(nomi nal ) to H(+1σ) controlled by additional so called
nuisance parameters θ. In this method the likelihood ratio is used as a test statistic as a
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function of the parameters of interest such as the signal strength. The nuisance param-
eters are denoted by θ. The Likelihood is a function of the parameter of interest, in our
case µ, and the nuisance parameters. The procedure for statistical computations used the
profile likelihood ratio test statistic q̃µ.

First the profile likelihood ratio [58] is defined as

λ̃(µ) = L(µ, ˆ̂θ(µ)

L(µ̂, θ̂)
,µ≥ 0

= L(µ, ˆ̂θ(µ)

L(0, θ̂(0))
,µ< 0

(8.3)

A hat stands for the MLE (Maximum Likelihood Estimator) while a double hat is the con-
strained MLE. Hence the MLE of θ, while fixing µ. When testing a Hypothesis Hµ the
Profile Likelihood test statistic in the presence of nuisance parameters becomes,

qµ =−2ln
L(µ, ˆ̂θ(µ)

L(0, θ̂(0))
, µ̂< 0

=−2ln
L(µ, ˆ̂θ(µ)

L(µ̂, θ̂)
,0 ≤ µ̂≤µ

= 0 , µ̂>µ

(8.4)

When the test statistic is minimised this is taken as the most probable solution to the
fit. The method Roofit uses is the modified frequentist method CLs and computes the
68%C .L. intervals on the parameter of interest. In the case of the signal strength measure-
ments, the signal strength is two sided with the constraint 0 ≤ µ̂ ≤ µ. The compatibility
of the hypothesis is expressed in the p-value, the probability to observe the signal as the
observed data suggests. This is calculated as

p =
∫ ∞

qµ
f (qµ)d qµ. (8.5)

This p-value can then be translated into a significance, Z, of the signal. This is defined
as the number of standard deviations corresponding to the p-value. If the distribution of
qµ is independent of µ which is asymptotically the case, an interval of the parameter of
interest is constructed for which qµ is exactly equal to the value of the stated confidence
level. The MINUIT [6] package and the MINOS procedure is designed to find the intervals
according to this concept.

The experimental uncertainties in this analysis are estimated by varying the value of
the object with ±σ variations and define the variations of the parameter of interest as
systematic uncertainty. The theoretical uncertainties are treated the same way. The pull
of such a nuisance parameter θ, with an expectation θ0 is defined as,

pull (θ) = θ̂−θ0

σθ
. (8.6)

This pull is important since it quantifies how much from its expected value the fit had
to pull the parameter while finding the MLE. In a perfect world the pull average is zero with
a standard deviation close to 1, if this is not the case, further investigation is required. A



Chapter 8. Statistics 63

sigma of 1 is where the input uncertainty is assumed. A sigma of bigger then 1 should not
exist indicates underlying problems such as failed fits. Parameters which have a 1 sigma
value of less then 1 represent profile parameter for which the the fit to data has sufficient
sensitivity to the systematic uncertainty that it can constrain the allowed variations of the
corresponding nuisance parameter.

8.3 The measurements supplied in a RooWorkspace

The fits performed in this thesis were all made using the RooFit library. This library pro-
vides a toolkit for modeling the expected distribution of events in physics analysis. These
distributions are called probability density functions. The PDFs are then fitted to data sets
to obtain the MLE. The workspaces are provided in the RooWorkspace format and contain
the full statistical procedure of the measurements. This format contained

• The PDF, which is often a composite of multiple PDFs. The single PDFs are applied
to their respective signal region or control region and then combined to form one
singular likelihood function

• The nuisance parameters, the parameters that are used to estimate the systematic
uncertainties on the measurement. These parameters contain the estimated value
as well as the shape and form based on the data to be fitted

• The Global Observables, these values are associated with auxiliary measurements.
This value is held constant at some particular value since it is observed elsewhere.

• The data set, this object contains the distributions our PDF will fit to. These are often
the signal regions and the control regions after all the event cuts and selections have
been applied.

• The parameters of interest, these are parameters that are to be evaluated based on
the data and all of the systematic uncertainties.

The Global observable are often used to reduce the effect of systematic uncertainties.
The likelihood in the HWW analysis is defined as

L (µ,µb) = P (N |µs +µbbexp
SR )×P (M |µbbexp

C R ) (8.7)

where bexp
SR and bexp

C R are expected background yields in the signal and control region,
µ is the signal strength parameter and µb is the background strength parameter. The nui-
sance parameters are added by multiplying the likelihood function with

Nθ∏
i=1

N (θ̃,θ). (8.8)

Where θ is the nuisance parameter. Consider a constraint N (θ̃,θ) representing a global
observable N (θ̃,θ) related to the nuisance parameter θ. Two cases are used in the analyses,
a Gaussian constraint

G(θ̃|θ,1) = 1p
2π

e−
(θ̃−θ)2

2 (8.9)

or a Poissonian constraint

P (θ̃|θ,λ) = (θλ)θ̃e−θλ

θ̃!
(8.10)
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Here λ is taken as the nominal value of θ̃. This likelihood function is then expanded
by taking the product over all of the signal regions. Now the signal and background are
functions of the nuisance parameters. Then the likelihood is maximised using the test
statistic above.

8.4 The Asimov data set

It is useful to quantify the sensitivity of an experiment by reporting the expected signif-
icance one would obtain with a given measurement under the assumption of different
hypothesis. For example, in the SM there is only one Higgs boson with well defined cou-
plings. Hence, one knows what to search for. If going beyond the standard model you face
a multidimensional parameter space where the Higgs boson couplings and its production
cross section varies as a function of these parameters. The Asimov dataset delivers a me-
dian sensitivity. This dataset is constructed such that when one uses it to evaluate the
estimators of all parameters, you obtain the true parameter values [59]. This median can
be used to estimate your actual sensitivity on unbiased real data.

8.5 Poisson counting experiments

When fitting a binned data set each bin is a mini Poisson counting experiment where the
observable x corresponds to the observed count n in a given selection of collision events.
The likelihood for this analysis is given by the Poisson distribution,

L(count |H0) = Poi sson(n|v). (8.11)

Here v is the expected count. Since at the LHC we measure distributions of the colli-
sion events because of their stochastic nature we would like to model these observables
with a continuous analytical formula. However, these formulas to this day are not know.
Therefore, the distributions are modelled using Monte Carlo simulations and then ex-
pressed in histograms. Since a histogram is again a counting experiment the probability
for binned data sets in a continuous observable can be expressed a product of Poisson
distributions, one Poisson distribution for each bin.

L(x|H) =
n∏

i=1
Poi sson(ni |vi ) (8.12)

All of the uncertainties can be incorporated into a physics measurement. The full like-
lihood becomes

L(O|H ,θ) = Lphy si cs(O|vb(θ)+µvs(θ))Lg lob.obs.(0|1,θ) (8.13)

8.6 Parameter estimation

When maximising the likelihood function one finds the value of the parameters of interest
as well as the nuisance parameters for which the data is most probable. RooFit uses the
MINUIT package [6], which is used by most of the LHC analyses. The MINOS algorithm is
designed to measure intervals in using the likelihood approach. The profiled ratio is used
as a test statistic as described above. The HESSE algorithm used by MINUIT measures the
Hessian matrix using steps in the likelihood function to obtain the variance-covariance
matrix defined as
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Hi j (α̂) = ∂2 lnL(α)

∂αi∂ j

∣∣∣∣
α̂

(8.14)

The intervals obtained by Minos allow us to say something about the confidence level
of the found values for our parameters of interest. The Hessian correlation matrix allows
us to see the influence our parameters have on the fit and on each other. When a param-
eter shows high correlations with another parameter of interest. The parameters cause
similar effects in the fitted distributions and can thus not told apart to a certain extent. A
reparameterization may be then used to get better sensitivity for a linear combination of
the parameters of interest.
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Chapter 9

Measurements

This chapter introduces the measurements that will be used for the EFT interpretation.
It also describes in short what signal they are selecting and what techniques are used.
Then the result of the analyses is presented. Section 9.1 covers the H −→ W +W − −→ eνµν
measurement. Section 9.2 the qq/g g −→W +W − −→ eνµν measurement.

9.1 Measurements of gluon-gluon fusion and vector-boson fusion
Higgs production

The first measurement that implemented in our EFT interpretation is the measurement of
the H −→ W W ∗ −→ eνµν channel with the ATLAS detector [3]. This measurement is taken
using 36.1 f b−1 of proton proton collisions at a centre-of-mass energy of 13 TeV . The ggF
production modes allows for the direct probing of the Higgs boson to a virtual quark loop,
while the VBF production probes the couplings of the Higgs with the W and Z bosons.

The signal topology is characterised by two isolated, charged opposite sign leptons.
Since the W -bosons can decay fully hadronically, qqqq , semi hadronically qqlν, and fully
leptonic lνlν we only use part of the signal. The full leptonic decay is the least prone to
the QCD background. Also when selecting different flavour leptons we suppress the Drell-
Yann background. The presence of a missing transverse energy is required due to the two
neutrinos in the final state. In the analysis, the kinematic properties of the di-lepton are
characterised. Since the SM Higgs is a spin zero particle and the W bosons have helicity
states 1, 0 and -1. Three different combinations of spin projections of the W bosons are
allowed. Due to the structure of the weak interaction, neutrinos have negative helicity and
anti-neutrinos have positive helicity. Thus the charged leptons are preferably emitted in
the same direction while the neutrinos travel in opposite directions with respect to the
leptons, resulting in a large missing ET . Because the leptons are emitted in the same di-
rection, the angle ∆φl l is also quite small. Resulting in a small combined invariant mass,
which is defined as

ml1,l2 ≈
√

El1 El2 (1−cos∆Φl1,l2 ). (9.1)

The total transverse mass mT of the Higgs boson can be approximated by

mT =
√

(El l +E mi ss
T )2 − ∣∣pT ,l l +E mi ss

T

∣∣2
(9.2)

With El l =
√∣∣pT ,l l

∣∣2 +m2
l l and pT ,l l the combined dilepton transverse momentum

four vector. The ggF Higgs production is almost never associated with more then 1 high
energetic jet. While the VBF production mode is always accompanied by two scattering
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quarks, which in turn produce two highly energetic forward jets. They present a high in-
variant mass m j j and a large rapidity gap.

After the events are triggered by the single-lepton and dilepton eµ trigger, several se-
lection cuts are applied. Electron candidates are reconstructed from the calorimeter data
and are required to satisfy

∣∣η∣∣< 2.47 and must also satisfy 1.37 > ∣∣η∣∣> 1.52 because of the
transition region between the endcap and the barrel calorimeters. Muon candidates are
reconstructed in the muon spectrometer and are required to satisfy

∣∣η∣∣ < 2.5. The final
lepton-selection criteria require that the two are different flavour with opposite charge,
while the leading lepton has a pt > 22 GeV and the sub-leading a pT > 15 GeV . The jets
are reconstructed using the anti-kt algorithm [49] with a cone radius parameter of R = 0.4.
Jets are required to have a pT > 20GeV and

∣∣η∣∣ < 4.5. Jets with pT > 20GeV and
∣∣η∣∣ < 2.5

containing b-hadrons, also called b-jets, are identified using a multivariate technique and
are vetoed out if labelled. The events are categorised in three categories based on the
number of jets exceeding a pT of 30 GeV. Events with zero jets and with exactly one jet tar-
get the ggF production mode and events with at least two jets target the VBF production
mode. These cuts are summarised in Tab. 9.1.

Selection requirement Selection value
N j et = 0 ggF N j et = 1 ggF N j et ≥ 2 VBF

Two isolated,different flavour leptons Yes
p lead

T ,p subl ead
T > 22GeV ,> 15GeV

ml l > 10GeV
pmi ss

T > 20GeV
Nb− j et (pT > 20GeV ) 0

∆φ(l l ,E mi ss
T ) >π/2

max(ml
T ) > 50GeV

p l l
T 30GeV

mττ < mZ −25GeV yes
ml l < 55GeV
∆φl l < 1.8

central jet veto Yes
outside lepton veto Yes

TABLE 9.1: The event selection criteria in the HWW analysis. The discrim-
inant variable of the ggF process is mT . The VBF process is run through a

Boosted Decision Tree.

The signal of this measurement is defined as the ggF Higgs production and the VBF
Higgs production both decaying via H −→ W −W + −→ lνlν, where l = e or µ. This always
includes a small contribution from W −→ τν−→ lννν decays, but is neglected. The t t̄ H and
bb̄H associated production is also neglected. The other backgrounds are listed in Tab. 9.2,
together with the signals.
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Signal σ ·Br (pb)
ggF H −→W +W − 10.4
VBF H −→W +W − 0.808

Background σ ·Br (pb)
W H H −→W +W − 0.293
Z H H −→W +W − 0.189

Z /γ∗−→ l l 8.907×103

(W −→ lν)γ 452
(Z −→ l l )γ 175

t t̄ di-leptonic (e,µ,τ) 87.6
W t leptonic 7.55

qq̄/g g −→W W −→ lνlν 49.74
Z Z −→ 2l2ν 6.53
g g −→ 2l2ν 0.87

qq̄/g −→ lνl l 11.9
qq̄/g , g g −→ l l l l 11.5

EW W W + 2 jets (lνlν) 0.012
EW W Z + 2 jets (lνlν) 0.038
EW Z Z + 2 jets (lνlν) 0.116
EW qq̄ −→ (Z −→ ττ)qq̄ 2.54

TABLE 9.2: Signal and background processes and corresponding cross
sections [3].

The ggF and VBF total cross sections are obtained by simultaneously fitting of the data
samples in all signal and control regions by applying a profile likelihood method. The CR
are used to determine the normalisation of the corresponding backgrounds and to check
if the background is fully understood. All of the systematic uncertainties enter in the fit as
nuisance parameters of the likelihood function.

Using a SM Higgs with a mH = 125 GeV in the expected a cross section was 43.92+7.4%
−7.9%

+7.1%
−6.0%(PDF+

αs)pb for ggF, and 3.748+0.7%
−0.7%

+3.2%
−3.2%(PDF +αs)pb accompanied with a SM branching ratio

of 2.14+4.3%
−4.2% ×10−1. The cross-sections times branching ratio are simultaneously found to

be

σg g F ·BH−→W W ∗ = 11.42.2
−2.1pb,

σV BF ·BH−→W W ∗ = 0.500.29
−0.28pb.

(9.3)

The measured signal strength for both of the channels is then obtained by dividing the
measured signal yield with the predicted signal yield and are also simultaneously found
to be,

µg g F = 1.10+0.21
−0.20pb,

µV BF = 0.62+0.36
−0.35pb.

(9.4)

In Figure 9.1 The combined mT distribution for N j et ≤ 1 is shown. The signal that was
observed is in agreement with the expected SM signal.
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FIGURE 9.1: The post-fit transverse mass distribution for N j et ≤ 1. The top
panel showing all of the channels included into the analysis, while the bot-
tom panel is showing the difference between data and the estimated back-
ground compared to a SM Higgs boson distribution. The hatched bands

are showing the total uncertainty on the signal and the backgrounds

This analysis is now slightly altered to allow combining with the other Higgs measure-
ments. The STXS framework is applied binning the signal regions of ggF and VBF into the
STXS definitions, illustrated in Fig. 7.3 and Fig. 7.4 respectively. The backgrounds are also
binned in the same STXS regions. By doing this the total signal events that are observed
by the analysis, which are approximately 1000, get separated based on the reconstructed
transverse momentum and jet topology into different fiducial signal regions. Based on the
cuts introduced in chapter 8. Thereby allowing for the combination with other channels.
Each of the STXS bins is assigned a signal strength parameter which is again the ratio of
the observed signals in that bin divided by the expected signal in that bin. Now the to-
tal inclusive cross section of the ggF and VBF production processes are the sum of all of
the associated STXS bins. Therefore, the sensitivity per fiducial region, which is well illus-
trated by the signal strength, is less then the sensitivity to the total inclusive cross section.
However, because the fiducial regions are separated in terms of total Higgs pT . Any devi-
ations of the SM can be studied per fiducial region, by fitting and finding a signal strength
for each of them.

During this research I was handed the ggF and VBF STXS workspace. Both the ggF and
the VBF workspaces contained all of the data, MC Backgrounds and systematic uncertain-
ties, used by the analysis, binned in the newly defined STXS regions. These measurements
are then combined by correlating the parameters that enter in both measurements. A pro-
file likelihood fit is performed to all of the STXS regions signal strength. Both to an Asimov
dataset provided by the analysis as the observed data set. We observe the following signal
strengths in each of the bins including the the statistical and systematic uncertainty. We
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notice that in particular for the ggF measurements, the sensitivity lies in the lower pT re-
gion. This is because the Higgs is not boosted in this production mode. The results from
the separate channel analyses can be found in Appendix A. The results from the combined
HWW (ggF+VBF) STXS measurement are shown in Fig. 9.2 and Tab. 9.3. The correlations
between the fitted STXS bin are shown in Fig. 9.3.

100 75 50 25 1 25 50 75 100

Signal Strength µ

VBF topology cuts ≥  3-jet

VBF topology cuts ≈  2-jet

VBF VH cuts ≥  2-jet

VBF YH > 2. 5

VBF pT jet1 ≥  200

VBF rest
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gg2H 1-jet pHT  [0,60]
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1σ stat. error

1σ total error

FIGURE 9.2: Signal strength results of the combined HWW STXS measure-
ment showing the 68%C .L. errors.
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FIGURE 9.3: Correlations between the fitted STXS signal strengths of the
combined ggF and VBF measurements
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STXS region signal strength(µ) 68%C .L.
VBF topology ≥ 3-jet 0.35+5.9

−5.9
VBF topology ≈ 2-jet 2.19+2.9

−2.9
VBF VH cuts ≥ 2-jet -32.2+901

−901
VBF YH > 2.5 -76.2+446

−446
VBF pT jet-1 > 200 0.42+17

−17
VBF pT jet-1 > 200 19.1+18

−19
gg2H 0-jet 0.84+0.3

−0.3
gg2H 1-jet p H

T [0,60] 1.15+3.4
−3.4

gg2H 1-jet p H
T [60,120] -4.36+5.4

−5.4
gg2H 1-jet p H

T [120,200] 0.60+16
−15

gg2H 1-jet p H
T [200,∞] 27.3+63

−63
gg2H VBF topology ≥ 3-jet 20.1+140

−138
gg2H VBF topology ≈ 2-jet 50.0+71

−71
gg2H YH > 2.5 12.4+20

−20
gg2H 2-jet p H

T [0,60] -1.31+58
−58

gg2H 2-jet p H
T [60,120] -1.64+29

−29
gg2H 2-jet p H

T [120,200] -24.7+41
−41

gg2H 2-jet p H
T [200,∞] -107.7+110

−108

TABLE 9.3: Observed signal strengths in HWW(ggF+VBF) STXS fiducial re-
gions
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9.1.1 Systematic uncertainties

The analysis is affected by different systematic uncertainties. Since one can not mea-
sure precisely the energy of a particle, the uncertainty on this has to be estimated. Of-
ten the systematic uncertainties on energy, momentum, scale or resolution are calculated
by shifting the value by a scale factor before selecting the events. Doing this for a nom-
inal scaling value and values with a standard deviation of ±1, results in the smearing of
the observable. Then the uncertainty on the observable is evaluated by comparing the
event yield with scaled event yield, thus applying weights to each event. The standard set
of experimental uncertainties used in this analysis is given in Ref. [2]. To give some ex-
amples these are the Trigger efficiency uncertainty, Electron reconstruction and identifi-
cation, Muon reconstruction and identification to the uncertainty on the total integrated
luminosity. In order to combine the two measurements into the combined HWW mea-
surement we need to correlate all of the common parameters and observables used by the
two measurements. The post-fit systematic uncertainties are given in the Appendix for
each of the STXS fits. The pulls from the nuisance parameters be found in Appendix A.

9.2 Fiducial and differential W +W − cross section measurement

The next measurement added is the electroweak boson pair production measurement [3].
At the LHC, di-boson measurements are used to probe the electroweak sector of the Stan-
dard Model at the TeV scale and provide new measurements on the produced cross sec-
tions. While the Vector Bosons decay channels could also indicate the existence of new
particles and probe beyond the Standard Model physics. The processes involved are sen-
sible to triple gauge couplings (TGC) and also present a background to the Higgs boson
searches using the same final state. Additionally, WW measurements can be used to probe
quartic gauge couplings. The SM describes three main diboson production processes at
leading order. the s-channel, t-channel and box-diagrams, Fig. 9.4. The di-quark initial
state is specific to hadron colliders and is the dominant production mechanism of WW
boson pairs at the LHC. Higgs gluon-gluon fusion contributes a small amount to the cross
section, but is considered as a background.

FIGURE 9.4: Feynman diagrams for SM WW production at tree level. From
left to right qq̄ initial state t-channel, g g initial state s-channel and g g ini-
tial state resonant production. The s-channel production contains WWZ

and WWγ triple-gauge-coupling vertices [3].

The fiducial phase space is defined to be orthogonal to the H −→ W W measurements
using a requirement on the dilepton invariant mass of ml l > 55 GeV . This measurement
is taken using the same dataset as the H −→ W W . However, due to the invariant mass
requirement no events are shared between the measurements making them perfect for
combination. In thhe W W −→ eµ+µe channeles studied. The electrons are required to
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have a ET > 27 GeV and a pseudorapidity of
∣∣η∣∣ < 2.47, excluding the transition region

between the endcaps. The muon candidates are required to have pT > 27 GeV and
∣∣η∣∣ <

2.5. The jet candidates are reconstructed using the anti-kt jet clustering algorithm with
a radius parameter of 0.4. Missing transverse momentum is required to be bigger then
20GeV , further the combined transverse momentum of the electron and muon is required
to be bigger then 30 GeV in order to suppress the Drell-Yan background. The last cut of
meµ > 55GeV reduces the H −→ W W contribution to a level below 1% of the expected
signal.

Selection requirement Selection Value
p l

T > 27GeV
ηl

∣∣ηe
∣∣< 2.47(excludi ng 1.37 < ∣∣ηe

∣∣< 1.52,
∣∣ηµ∣∣< 2.5

Number of additional leptons (pT > 10GeV ) 0
Number of jets (pT > 35GeV ,

∣∣η∣∣< 2.5) 0
Number of b-tagged jets (pT > 20GeV ,

∣∣η∣∣< 2.5) 0
E mi ss

T > 20GeV
peµ

T > 30GeV
meµ > 55GeV

TABLE 9.4: Summary of the lepton and jet event selection criteria for the
WW candidate events [3]

The measured fiducial cross-section for the W W −→ eµ production at
p

s = 13 TeV is
σ f i d = 379.1±5.0(st at )±25.4(s y st )±8.0(lumi ) f b. One of the measured fiducial cross

section as a function of p lead ,l
T is shown in Fig. 9.5. The fiducial cross section is calculated

taking into account the integrated luminosity and the detector inefficiencies, resolution
effects and contributions from τ-lepton decays. Unfolding of the distribution is done us-
ing an iterative Bayesian unfolding method. The procedure corrects for migrations be-
tween bins in the distributions during the reconstruction of the events and applies the
fiducial reconstruction efficiencies as well. Finally, results are compared with several the-
oretical predictions and normalised to the NNLO theoretical prediction for the total cross
section.
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FIGURE 9.5: Measured fiducial cross-section of W W −→ eµ production for
the leading lepton transverse momentum p lead ,l

T . The cross section val-
ues are shown as points with error bars giving the statistical uncertainty
and solid bands the total uncertainty. The results are compared with the

theory for validation of the measurement [3].

9.2.1 The qq/g g −→W +W − −→ eνµν EFT interpretation

The distribution in Fig. 9.5 is used in an EFT interpretation recently developed. The EFT
interpretation of this study will be combined with our interpretion in order to increase our
overall sensitivity. The sensitivity is expected to increase most for W +W − EFT effects as
well as the light fermion operators. In this study we will not go into this measurement to
much, but we will use it as a statistical tool to improve the H −→W W EFT interpretation.

The EFT interpretation of this measurement is supplied to this study in the Roofit
workspace format. Taking into account the systematic uncertainties of the MCProd of
the EFT samples. The systematic uncertainties of the measurement are all folded into the
distribution itself due to the unfolding. The nuisance parameters that are affecting the
EFT interpretation are the normalisation of the distribution (referred to as ww_norm), the
uncertainty on the PDF used to generate the EFT samples (ww_pdf), the QCD scale un-
certainty (ww_scale) and the electroweak constant uncertainty (ww_ewk). Which are all
associated with the generation of the new samples for the EFT interpretation. The EFT in-
terpretation is conducted up until order 1

Λ2 . Using this measurement we hope to increase
our sensitivity to the operators affecting the light fermions and electroweak sector.
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Chapter 10

Operator Analysis

This chapter will cover the selection of EFT operators, along with the assumptions made.
This will be discussed in section 10.1. Further the effect of several of the operators is ex-
plained in section 6.2. At last the simulation of the samples and the reparameterization is
performed in 6.3.

10.1 Cross section study

In order to select the operators that we are most interested in, a small selection is made
of all the dimension-6 operators that enter in the signals selected by the measurements.
Included is the H −→ W +W − −→ eνµν decay channel. The production processes for this
channel is the gluon-gluon fusion process accompanied with or without jets and the elec-
troweak produced Higgs boson through the VBF production mode. The VBF production
is always accompanied by two or more jets. At last the electroweak production of two
oppositely charged vector bosons is added.

Incorporating these three processes means that interpretation is only sensitive to the
operators have a non-negligible contribution to the cross section of these processes or
significantly alter the shape of the p H

T distribution.

For the operator analysis, we now only focus on the linear order in operator coeffi-
cients. Only taking into account one new physics coupling per process, as per the rec-
ommendations of the SMEFT authors [30]. We assume a U (3)5 symmetry for fermion op-
erators, bringing down the number of effective dimension-6 operators from 2500 to 70.
Because the STXS interpretation treats the Higgs boson as the final state we consider only
the operators occurring before the decay of the Higgs boson, hence only the operators that
enter into the production. The operators that enter into the decay of the Higgs boson can
later be probed in terms of the branching ratios.

All of the operators that enter in the channels are now simulated using Madgraph5
and the massive SMEFT model according to the settings described in Chapter 4. The SM
interference contribution of each operator is shown per channel. Also the full dimension-
6 contribution is calculated, which is per definition a positive contribution because of the
structure of the theory. The contributions are normalised with respect to the SM cross
section of the respective process.

The ggF process contributes most from the operators that alter the Higgs field and
the top loop initiated by two gluons. This translates into sensitivity on the operators
cHG ,cHDD ,cHbox and cHW along with their CP-odd counter parts and some light fermion
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operators. Shown in Fig. 10.1 for the production cross section and Fig. 10.2 for the process
including H −→W +W − −→ eνµν decay.
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FIGURE 10.1: The interference with the standard model shown per oper-
ator for the ggF single Higgs production mode
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FIGURE 10.2: The interference with the standard model shown per opera-
tor for the ggF single higgs production mode, subsequently decaying into

vector bosons

The VBF samples were produced including a small VH contribution for the purpose of
the operator analysis alone. This process involves more operators than the ggF production
because of it more complicated structure. The same operators enter as in the ggF process
excluding cHG because of the absence of QCD couplings accompanied with a lot of light
fermion operators. Shown in Fig. 10.3 for the production cross section and Fig. 10.4 for
the process including H −→W +W − −→ eνµν decay.



Chapter 10. Operator Analysis 78

cdd cHq3 cHWBtil
cHq1 cHd cHudAbs

cdWAbs
cqu1 cqu8 cdBAbs

cHB cHu cquqd8Abs
cHWtil

cHWB
cuWAbs

cll1 cHl3
cqq1 cuu cH cquqd1Abs

cud1
cqq3 cud8 cHBtil

cqd1 cuBAbs
cHDD

cHW cqd8 cHbox
cuHAbs

17−10

16−10

15−10

14−10

13−10

12−10

11−10

10−10

9−10

8−10

7−10

6−10

5−10

4−10

3−10

2−10

1−10

C
ro

ss
-s

ec
tio

n 
(p

b)

2Λ H jj, interference from NP Order 1/→qq 

cdd cHq3cHWBtil
cHq1cHd cHudAbs

cdWAbs
cqu1cHGtil

cqu8cdBAbs
cHB cHu cuu1cHWtil

cHWB
cuWAbs

cll1 cHl3
cqq1cdd1

cuu cH cud1cdHAbs
cqq3cHG cud8cHBtil

cqd1cuBAbs
cHDD

cHWcqd8cHbox
cqq11

cuHAbs
cqq31

15−10

14−10

13−10

12−10

11−10

10−10

9−10

8−10

7−10

6−10

5−10

4−10

3−10

2−10

C
ro

ss
-s

ec
tio

n 
(p

b)

4Λ H jj, contribution from NP Order 1/→qq 

FIGURE 10.3: The interference with the standard model shown per oper-
ator for the VBF single Higgs production mode
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In view of the future qq/g g −→ W +W − combination we should also keep on the op-
erators that might contribute from this combination. The operators entering this process
are shown in Fig 10.5. Even if the interference may seem small. The operators might help
in constraining some of the Higgs operators. For the qq/g g −→ W +W − we find that some
of the operators that also enter in the Higgs processes are Q(3)

H q , Q1
H q , QHd , QHu , Q(3)

Hl , Q(1)
l l ,

QHW B , QHDD ,QHW .
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FIGURE 10.5: The interference with the standard model shown per oper-
ator for the SM 0-jet Vector boson production

Using the cross section plots we can already select the operators that contribute most
to our processes. In the ggF process the operators QHä, QHG ,QHW , Ql l , QHW , Q(3)

Hl are of
most influence. The operators entering this process are relatively few in number. In the
VBF production, however, a large set of operators is able to be present of which we have to
make a choice. This also holds for the qq/g g −→W +W −.

Taking into account the interference cross-section and the theory predictions of which
operators influence the Higgs observables [60]. A table of the most important parameters
taking part in the ggF and VBF Higgs production is composed, while also keeping the op-
erators that enter in the qq/g g −→W +W − process. In order to further reduce the operator
set the massless SMEFT model is adopted, this neglects the mass of the light fermions.
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While doing this, many operators which cause minor interference do not enter the pro-
cess anymore, keeping all the operators that effect the massive vector bosons, such as
H , Z ,W ±. These are also the operators which cause the most interference with the SM. In
Tab. 10.1 we formulate the operators that are going to be measured. For now we will only
consider CP-even operators. However, we can include the CP-odd ones at any point in the
future should more measurements become sensitive to them.

Q(3)
Hl (H †i

←→
D I
µH)(l̄τIγµl )

Q(1)
Hl (H †i

←→
DµH)(l̄γµl )

Q(1)
l l ( ¯lpγµlr )(l̄sγ

µlt )
QHDD (H †DµH)∗(H †DµH)
QHW B (H †τI HW I

µνBµν)

QHu (H †i
←→
D I
µH)(ūγµu)

QHd (H †i
←→
D I
µH)(d̄γµd)

Q(3)
H q (H †i

←→
D I
µH)(q̄τIγµq)

Q(1)
H q (H †i

←→
D I
µH)(q̄γµq)

QW εi j kW Iν
µ W Jρ

ν W Kµ
ρ

Qld (l̄pγµlr )(d̄sγ
µdt )

Q(3)
l q (l̄pγµτ

I lr )(q̄sγ
µτI qt )

Qlu (l̄pγµlr )(ūsγ
µut )

QHä (H †H)ä(H †H)
QHW H †HW I

µνW Iµν

QHB H †HBµνBµν

QHG H †HG A
µνG Aµν

TABLE 10.1: All operators that enter in the interpretation. Left, operators
important for the WW production decaying into eµ of any kind. Right,

operators directly affecting the SM Higgs operators.

When treating the SM as a low-energy Effective Field Theory the SMEFT is the SM La-
grangian extended to include a series of dimension-6 operators. There are also dimension
8 operators which might contribute to deviations from the standard model. Only includ-
ing them proves to be quite difficult. Which is why in this analysis the dimension-8 op-
erators will not be taken into account. See Appendix G for a more extensive study on the
effect of the dimension-8 operators.

Focusing on the effects of the leading lepton-number-conserving operators Oi of di-
mension 6 we find the Lagrangian of the new model to be

L =LSM +L (6) + . . . (10.1)

Where L (6) represents the dimension-6 effects and the rest is neglected. When moving to
the SMEFT representation this transforms in,

LSMEF T =LSM +∑
i

ci

Λ2
i

Oi + . . . (10.2)

Here the . . . denote the operators of dimension greater than six suppressed by addi-
tional powers of Λ. ci are the Wilson coefficients introduced by integrating out the heavy
degrees of freedom of new physics at a scale of Λ. In our model, the SMEFT Lagrangian is
now build up by adding the operators chosen and write this as
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LSMEF T ⊃
c(3)

Hl

Λ2 (H †i
←→
D I
µH)(l̄τIγµl )+

c(1)
Hl

Λ2 (H †i
←→
DµH)(l̄γµl )+

c(1)
l l

Λ2 ( ¯lpγµlr )(l̄sγ
µlt )

+ cHDD

Λ2 (H †DµH)∗(H †DµH)+ cHW B

Λ2 (H †τI HW I
µνBµν)+ cHu

Λ2 (H †i
←→
D I
µH)(ūγµu)

+ cHd

Λ2 (H †i
←→
D I
µH)(d̄γµd)+

c(3)
H q

Λ2 (H †i
←→
D I
µH)(q̄τIγµq)+

c(1)
H q

Λ2 (H †i
←→
D I
µH)(q̄γµq)

+ cW

Λ2 ε
i j kW Iν

µ W Jρ
ν W Kµ

ρ + cld

Λ2 (l̄pγµlr )(d̄sγ
µdt )+

c(3)
l q

Λ2 (l̄pγµτ
I lr )(q̄sγ

µτI qt )

+ clu

Λ2 (l̄pγµlr )(ūsγ
µut )+ cHä

Λ2 (H †H)ä(H †H)+ cHW

Λ2 H †HW I
µνW Iµν

+ cHB

Λ2 H †HBµνBµν+ cHG

Λ2 H †HG A
µνG Aµν

(10.3)

The Warsaw Basis and the SMEFT model is used to obtain this Lagrangian [30].

10.2 Phenomenology

In this part we will only focus on the operators which are most present in the Higgs ob-
servables. The phenomenological interpretation of these operators needs to be done with
care, since the way the SMEFT package is build up. A single operator does not just in-
troduce a new coupling but can also cause a shift in the mass, introduce a X amount of
couplings or a single operator to interfere less or more with other SM operators. We will
go over some of the main changes the operators introduce to the Standard model.

10.2.1 Effictive operators

For ggF the only operator of significance in the production mode is the QHG operator and
contributes to the Higgs production rate via this production mode only. This L (6) is im-
portant because the normal SM amplitude starts at one loop order, with no tree-level con-
tribution. The reason for the large value of cHG relative to the other operator corrections
is that it competes with a loop effect in the SM, this means that the interference ends up
being loop enhanced [61]. The leading contribution comes from a top quark loop where
the interaction hG A

µνG Aµν is present. This coupling receives a contribution [62] from the
operator cHG according to

σ(g g −→ h)

σSM (g g −→ h)
≈

∣∣∣∣∣1+ 16π2v2
T

g 2
3I g

CHG

∣∣∣∣∣ (10.4)

Where I g is a Feynman integral that accounts for the top quark loop contribution. Now
for each parameter scheme the physical observables depend on the shifts introduced by
all of Wilson coefficients.

The SMEFT also introduces hZµψγµψ couplings, which are normally forbidden in the
SM due to it being limited to d ≤ 3 interactions. These operators are mostly depended on
C (1,3)

Hl , C (1,3)
H q ,CHu and CHd . Effective hW µψLγ

µψL couplings, Fig. 10.6, are introduced
which are influenced by the same operators. The operators also introduce shifts in the
propagators of the massive bosons which alter the interactions relative to the SM and
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are thus effecting the partial and total decay widths of the Higgs boson. The VBF pro-
duction is influenced [62] by the extra neutral current contributions which receives ad-
ditional contributions from diagrams with Zγ and γγ fusion and are influenced by the
CHbox ,CHDD ,C (3)

Hl ,Cl l 1,CHW ,CHW B ,CHB . For the charged current case, there are no addi-
tional contributions from diagrams. It is rather altered by the overall shift in amplitude
due to CHW ,CHDD ,C (3)

Hl ,Cl l 1,CHbox and CHW B .

H

W +

W −

H

W +

FIGURE 10.6: The charged current contributions to H −→ 4ψ in the SMEFT

10.2.2 The 1/Λ4 contribution

In order to visualise the impact of the SMEFT operators by the additional couplings or
normalising effects, full process samples are generated setting single Wilson coefficients
to 1. The same preselection cuts are applied as in the ggF and VBF analyses on truth
level. To justify only taking into account the interference contribution, the separate con-
tributions are shown in a stacked plot. The observables used in the STXS interpretation
are plotted, such as p H

T and p j 0
T , using the ggF and VBF Higgs production decaying via

H −→ W +W −eνµν. But also ml l , mT and. Shown in Fig. 10.7 the operator QHW has a sig-
nificant interference effect, but a negligible pure dimension-6 contribution. Only on the
operator QHG has a significant pure dimension-6 contribution because of the enhanced
loop effect. Therefore, at this stage of the analysis, the 1

Λ4 contribution is safely neglected.

Fig. 10.8 illustrates the impact of the 1
Λ2 order on VBF observables for QHW , Q(3)

Hl and QHä.
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FIGURE 10.7: Kinematic distributions of observables showing the depen-
dence of ggF production on the CHW operator for cHW = 1.The Standard
Model contribution, the interference corrected SMEFT distribution and
the full SMEFT distribution including all dim-6 correction are plotted re-
spectively. Top-left, the Higgs pT distribution. Top-right, the leading Jet
pT distribution. Bottom left, invariant mass of the opposite sign leptons.

Bottom-right, the recombined transverse mass mT
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FIGURE 10.8: Kinematic distributions of observables showing the depen-
dence of VBF and VH hadronic decay production on the CHW ,C (3)

Hl and
CHbox operator for ci = 1.The Standard Model contribution, the interfer-
ence corrected SMEFT distribution and the full SMEFT distribution in-
cluding all dim-6 correction are plotted respectively. Top-left, the Higgs
pT distribution. Top-right, the leading Jet pT distribution. Bottom left,
invariant mass Ml l of the opposite sign leptons. Bottom-right, the recom-

bined transverse mass mT
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10.3 Impact of EFT operators on the STXS analysis

In order to couple the SMEFT theory to possible deviations of the Standard Model in the
STXS framework we need to simulate these deviations and compare them to the analyses
results. The way to realise this is to parametrize the cross section in each STXS bin in terms
of the Wilson coefficients that enter in the process sensitive to that particular phase space.
Using the framework provided in we treat each STXS fiducial region as a separate signal
region. First a Standard Model sample is generated at LO using Madgraph5. This provides
us with the Standard model cross section in that particular bin. Next we can generate
the first order interference of each Wilson coefficient in that bin and interpolate between
them using the analytical Lagrangian morphing method. The cross section in each STXS
bin is defined as follows, assuming the narrow width approximation.

σST X Sr eg i oni =σSM +σi nt +σBSM (10.5)

Normalising this region to the total luminosity of 36.1 f b−1 we find the number of
events expected in that bin according to the standard model when only taking the SM
sample. Now using Madgraph5 we also generate the interference contribution of each in-
dividual Wilson coefficient at value ci . This cross section is then added to the STXS bin
to get the expected value of events in the bin should this operator be present in the data.
Finally the full dimension-6 contribution to the STXS cross section may also be simulated
using Madgraph5. With this final part of the STXS cross-sections and interpolating for
each value of ci using analytical Lagrangian morphing we have a prediction for the cross
section of the bin in terms of the theory. Extending this process to all of the STXS bins
measured gives us a set of predictions for each bin in terms of the Wilson coefficients.
Since the STXS bins only quote normalised cross sections, we also normalise our STXS
predictions to the Standard Model. This results in a function for each bin linking the sig-
nal strength directly to the Wilson coefficients. The interference component (σi nt ) and
the full dimension-6 contribution (σBSM ) to the standard model cross-section are then
expressed according to

µST X Sr eg i oni =
σobser ved

σSM
= σSM

σSM
+ σi nt

σSM
+ σBSM

σSM
. (10.6)

This can be written as,

µST X Sr eg i oni = 1+∑
i

Ai ci +
∑
i j

Bci c j . (10.7)

Here ci , j are the Wilson coefficients and Ai , Bi j are constants that are evaluated via
simulation and illustrate the impact of that particular Wilson coefficients to the normalised
cross section in the bin. In most cases the pure dimension-6 contribution is of very low im-
pact and probably also beyond our sensitivity to probe. Since we are not taking this contri-
bution into account we also will not probe the interference between different dimension-6
operators.

Now we have provided a parameterization of dimension-6 effects relative to the SM
prediction.Because the reparameterization is normalised to the SM. The integrity of the
sample structure used by the analyses is kept intact. These MC samples are state of the
art (N)NLO simulated samples. When plugging this expression into the workspace of the
analyses, the SMEFT interpretation only provides the LO corrections to the SM, this is now
used to correct to NNLO samples to possible deviations in the data. The assumption that
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is taken here is that the relative correction to the cross section is the same at LO as higher
orders. Finally we now evaluate the inclusive cross section in a STXS bin as

σi =σ(N )N LO
SM ,i ×

(
1+

σLO
i nt ,i

σLO
SM ,i

+
σBSM

i nt ,i

σBSM
SM ,i

)
, (10.8)

when plugged into the workspace for each STXS bin i .

Because the HWW analyses targets the resonant Higgs production decaying into two
vector bosons we need to take into account the Higgs branching ratio’s. The on shell Higgs
targeting the production cross section and the branching ratio can be evaluated sepa-
rately. Therefore, the branching ratio is separately effected by the dimension-6 effects and
can also be parameterised in terms of Wilson coefficients. In the analysis the cross section
in the STXS bin is seen as

σ
H−→W +W −−→eµνeνµ
ST X Sr eg i oni

=σi ×B H−→W +W −−→eµνeνµ . (10.9)

After the reparameterization of the branching ratio this becomes

σ
H−→W +W −−→eµνeνµ
ST X Sr eg i oni

=σi×
(
B

H−→W +W −−→eµνeνµ
SM +B

H−→W +W −−→eµνeνµ
i nt +B

H−→W +W −−→eµνeνµ
BSM

)
.

(10.10)
A further challenge is also to take into account the acceptance of each STXS region to

each of dimension-6 operators, one can imagine that if an effect is represented by an op-
erators with a Wilson coefficient value of say 5, the dependence of this STXS cross section
may shift towards other regions. Currently we are expecting only small deviations of the
SM and is not taken into account. This dependence will hopefully be included in future
work including the higher order terms e.g. 1

Λ4 . When applying the assumptions explained
above we arrive at the new cross section interpretation of the H −→W +W − −→ eµνeνµ STXS
measurement used in this interpretation.

σ
H−→W +W −−→eµνeνµ
ST X Sr eg i oni

=
(
σ(N )N LO

SM ,i ×
(

1+
σLO

i nt ,i

σLO
SM ,i

))
×

(
B

H−→W +W −−→eµνeνµ
SM +B

H−→W +W −−→eµνeνµ
i nt

)
(10.11)

10.3.1 Parameterization of the STXS regions

The Monte Carlo generator used to model the hard process is Madgraph v2.6.2. and the
parton showering is perfromed with Pythia8 v8.210. We will quicly recap the most impor-
tant MC generation settings.

The modelling of the background is not necessary since we are working with the sig-
nal minus background signal region only. The parton distribution function LHAPDF-
NNPDF23LO(247000) [63] is used. For all of the samples the A14 Pythia8 tune is used
[64]. All of the samples are generated with a Higgs boson mass of 125 GeV to be consistent
with the H −→ W W analysis. In order to compute the event yields in each STXS region a
SM LO sample is generated for the ggF and VBF Higgs production accompanied with a in-
terference only sample for each Wilson coefficient setting the value to ci = 0.1. This value
is chosen instead of one to prevent Madgraph5 from generating extremely big corrections.
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gluon gluon fusion cross section [pb]
SM 45.25 ±0.05

ci = 0.1 correction to the prod. cross section [pb]
cHG 125.96 ±0.12

vector boson fusion cross section [pb]
SM 3.343 ±0.0043 pb

ci = 0.1 correction to the prod. cross section [pb]
cHB -0.6×10−3 ±2.1×10−5

cHbox 0.03151 ±4.3×10−5

cHDD -0.029×10−1 ±1.7×10−5

cHd 0.026×10−1 ±8.2×10−5

cHl 3 -0.095 ±1.2×10−4

cH q1 0.028×10−1 ±3.9×10−5

cH q3 -0.12 ±1.6×10−4

cHu -0.07×10−1 ±1.16×10−5

cHW B -0.06×10−1 ±3.29×10−5

cHW -0.02 ±2×10−3

cl l 1 -0.047 ±6.3×10−5

TABLE 10.2: SM Higgs production cross sections for ggF and VBF accom-
panied with the corrections of SMEFT model for each operator

A total of 100.000 events have been generated per interference sample which are then
passed through the STXS decoration cuts. This assigns every event in their respective stage
1 STXS fiducial region based on the requirements explained in the STXS framework chap-
ter. The cutflow can be found in the Appendix C. Changes the EFT operators have prop-
agated onto the STXS observables have now been translated into the STXS bins. All of
the bins are normalised respectively to their cross section and passed to the analytical La-
grangian morphing package. This package provides an analytical function that links the
truth event yield for each of the STXS bin to the Wilson coefficients that influence that
particular bin. This can be seen in Fig. 10.9 or in Tab. 10.3.

Fiducial region SM cHB cHDD cHW B cHW cHbox cHd c(3)
Hl c(1)

H q c(3)
H q c(1)

l l cHu cHG

Vector Boson Fusion
VBF topology cuts ≈ 2-jet 1 -0.00185 -0.0110 0.0214 -0.07 0.121 0.00715 -0.365 0.00722 -0.344 0.182 -0.0201

VBF pT jet1 ≥ 200 1 -0.0038 -0.0119 0.0499 -0.3063 0.12 0.0509 -0.3674 0.0666 -2.3095 0.1739 -0.1566
VBF topology cuts ≥ 3-jet 1 -0.0019 -0.0115 0.0227 -0.0869 0.1217 0.0092 -0.3656 0.0096 -0.4313 0.1847 -0.0275

VBF VH cuts ≥ 2-jet 1 -0.0023 -0.0108 0.0254 -0.0929 0.1175 0.0097 -0.3501 0.0106 -0.4306 0.1765 -0.025
VBF rest 1 -0.0023 -0.0108 0.0236 -0.0716 0.1208 0.007 -0.3631 0.0072 -0.3209 0.1818 -0.0179

VBF YH > 2.5 1 -0.0025 -0.0111 0.0269 -0.0862 0.1227 0.0064 -0.3593 0.0079 -0.3494 0.1808 -0.0225
Gluon-Gluon Fusion

gg2H 0-jet 1 97.6
gg2H 1-jet p H

T [0,60] 1 87.4
gg2H 1-jet p H

T [120,200] 1 85.0
gg2H 1-jet p H

T [60,120] 1 82.3
gg2H 1-jet p H

T [200,∞] 1 73.9
gg2H VBF topology cuts ≥ 3-jet 1 51.6
gg2H VBF topology cuts ≈ 2-jet 1 66.17

gg2H YH > 2.5 1 87.3
gg2H 2-jet p H

T [0,60] 1 63.9
gg2H 2-jet p H

T [120,200] 1 82.3
gg2H 2-jet p H

T [60,120] 1 64.3
gg2H 2-jet p H

T [200,∞] 1 50.0

TABLE 10.3: Reparameterization of the H −→ W W ggF + VBF STXS mea-
surement, neglecting the mass of the light quarks and fermions. The ac-
ceptance dependence on the Wilson Coefficients is neglected in the pa-

rameterization



Chapter 10. Operator Analysis 89

Following is the parameterization of the H −→ eµνeνµ branching ratio. The impact
of the EFT operators on this branching ratio is evaluated by simulating the decay widths
ΓH−→eµνeνµ . Using the same method as for the production only samples. The Higgs Boson
is assumed to be at rest and in the initial state. The definition of the decay we are looking
for is defined by the analyses cuts as in Table 10.4.

Now the SM width of ΓH−→eµνeνµ is calculated, then for each Wilson coefficient in the
SMEFT framework the correction to SM the width is evaluated taking order up to 1

Λ2 . Only
the operators which have a significant effect on the decay width are used for the repa-
rameterization. According to the PDG reviews [10] we expect a total Higgs SM width of
ΓH = 4.07×10−3GeV +4.0%

−3.9% . Which leads to a branching ratio of H −→ W W of about 21.4%
and knowing that the branching ratio of a Vector boson decaying leptonically is about 30%
of which 10% percent consists of tau decays. Since we are searching for to opposite flavour
isolated leptons, the branching ratio for this happening is B H−→W W−→eµνν = 2.5×10−3 [10].
Now multiplying this by because by two of the conjugate states yields about 0.05%. Which
is consistent with the Madgraph5 calculations.

ΓH−→eµνeνµ Width [GeV] Normalised
SM 2.027×10−5 ±7.8×10−8 1

ΓH−→eµνeνµ ci = 0.1 correction to the SM Width [GeV] Normalized with ci = 1.0
cHDD -6.1×10−8 ±8.1×10−10 -0.0303
cHW -1.8×10−7 ±2.4×10−10 -0.0901
cHä 2.5×10−7 ±9.5×10−10 0.1213
c(3)

Hl -4.6×10−7 ±1.7×10−9 -0.2287

c(1)
l l 3.7×10−7 ±1.4×10−9 0.1818

TABLE 10.4: Partial SM Higgs decay width and the relative SMEFT correc-
tion to the ΓH−→eµνeνµ decay width using the M̂W input scheme. Taking a

Higgs mass of mH = 125 GeV and taking into account fermion masses.

We end up with a equation that parameterizes the branching ratio of the searched after
signal and is inserted in each of the STXS regions. This is all taking into account the narrow
width approximation of both H and W ±, since then one just has

B SMEF T
H−→eµνν

B SM
H−→eµνν

=
ΓSMEF T

H−→eµνν

ΓSM
H−→eµνν

= 1+∑
i

δΓci

ΓSM
H−→eµνν

, (10.12)

Taking into account off-shell effects and beyond LO precision this description changes
and needs to be revised, however for the purpose of this thesis we will leave it like this and
arrive at

B SMEF T
H−→eµνν

B SM
H−→eµνν

= 1−0.0303 ·cHDD −0.0901 ·cHW +0.121 ·cHä−0.229 ·c(3)
Hl +0.182 ·c(1)

l l . (10.13)
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The final reparameterization for theΓH−→eµνeνµ STXS measurement is graphically shown
in Fig 10.9.
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FIGURE 10.9: The nominal change that each Wilson coefficient ci intro-
duces to the signal strength. Top left, impact of ci on the VBF STXS signal
strength taking into account production only. Top right,impact of ci on
the VBF STXS signal strength taking into account production and decay.
Bottom, impact of ci on the ggF STXS signal strength taking into account
production and decay. ci is set to 1 for the deviations, for cHG the value is

0.01
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Chapter 11

Individual and simultaneous Wilson
Coefficient fitting

In this Chapter the fits will be performed and the data set is gradually build up section by
section to include up to 17 operators.

In order to constrain the Wilson coefficients using the data, a likelihood fit of the com-
bined STXS bins is used. Signal strength modifiers for each fiducial region are reparame-
terised as a function of the Wilson coefficients according to chapter 10. We perform fits on
each of the single measurements and combine them as we continue to monitor the im-
pact of the combinations. The best-fit values and the 68% C.L. ranges in the Warsaw basis
are reported. All individual fits are performed by setting the fitted operator floating while
fixing the others at zero. Simultaneous fits are performed letting every parameter of inter-
est ci float. The errors reported include both the systematic and statistical uncertainties.
Generally, the uncertainties in each operator coefficients become smaller when incorpo-
rating additional data. The constraints that are obtained from each data set is shown in
Tab. 11.1.

11.1 g g F −→ H −→W W analysis

The first measurement we are evaluating is the g g F −→ H −→W W measurement. This mea-
surement is able to constrain the cHG operator as it directly probes the top loop. It also
offers the highest precision signal strength for the ggF 0-jet bin and is thus well equipped
to constrain the operators entering the the Higgs branching ratio. The cHG operator is
the only contribution that introduces shape effects in the STXS bins. While the other op-
erators all enter in the branching ratio as a normalisation. In Figure 11.1 the correlation
matrix of the Wilson coefficients is shown. The matrices shown in this chapter are calcu-
lated using the hessian approximation of the likelihood.
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FIGURE 11.1: Matrix of correlation among the operators that enter in the
ggF measurement.

In the correlation matrix we see negative correlation between the operators cHG and
cHW as expected as they change the normalisation the distribution in different directions.
The correlations between the other operators are also of expected sign.
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FIGURE 11.2: Profile Likelihood scan of the cHG operator. Shown are like-
lihood scans corresponding to the observed data and the expected Asimov
data representing the Standard Model prediction cHG = 0. The horizontal

lines represent the respective confidence levels.
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In order to check if the fit behaves as expected the likelihood of the parameter of in-
terest is scanned. This is done by first fitting all of the parameters of interest to their best
fit value, then varying the parameter of interest over a range and calculating the Negative
Log likelihood (NNL). Which is half of the test statistic and corresponds to the significance
exclusion levels. For a succeeded fit, the scan should have a minimum at the best-fitted
value. For the cHG fit using the ggF data we find the likelihood scan in Fig. 11.2. Addition-
ally a measurement on Asimov data using the Standard Model hypothesis is conducted,
showing the expected Standard Model case. A profile likelihood scan has been made for
every fit and can be found in Appendix D.

11.2 V BF −→ H −→W W analysis

The second measurement is the V BF −→ H −→ W W analyses. This measurement intro-
duces the coupling of Higgs to light quarks via the vector boson fusion. There are also
operators which enter in both the decay and production vertices, which makes it so that
these are better constrained using this measurement. Some of the operators are barely
constrained using this measurement only but are kept because of the future combination
of data with other measurements. In Fig. 11.3 the correlation matrix is shown. This ma-
trix does not include cHB since these operator show low sensitivity and will not be fitted
simultaneously.
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FIGURE 11.3: Matrix of correlation among the operators that enter in the
VBF measurement.
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11.3 qq/g g −→W +W − analysis

The inclusion of the qq/g g −→W +W − (SMWW) measurement allows the possibility to ex-
plore a new set of operators involving the direct W W couplings in addition to the Higgs
operators and also directly probes the light quark and fermion couplings. In addition
providing extra data on the couplings that are also influencing the Higgs observables.
The knowledge of the extra operators can introduce more or remove correlations. This
workspace fits all of the possible EFT effects to the distribution of the leading lepton trans-
verse momentum p lead ,l

T shown in Fig. 9.5, which is the background subtracted data. The
uncertainties of the measurement are taken into account in the nuisance parameters ac-
companied with the workspace. This measurement introduces the sensitivity to the op-
erators involving light fermions in the Warsaw basis. As well as the operator cW which
introduces a triple gauge coupling. In Fig. 11.4 the correlation matrix is shown. The cor-
relations look to be higher compared to the Higgs operators, this is because the operators
are fitted on a single distribution.
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FIGURE 11.4: Matrix of correlation among the operators that enter in the
SMWW measurement.
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11.4 Combined g g F +V BF −→ H −→W +W − analysis

In the combined ggF and VBF (HWW) measurement the overlapping control regions in
both measurements get correlated. Also all of the parameters that carry the same name
and thus introduce the same effects get correlated. This results in a bigger data set for the
all of the parameters introduced. In Fig. 11.5 the correlation matrix is shown.
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FIGURE 11.5: Matrix of correlation among the operators that enter in the
HWW measurement.

11.5 Combined g g F +V BF −→ H −→ W +W − + qq/g g −→ W +W −

analysis

The combination of the SMWW and HWW measurements made by taking out the W W 0−
j et control region of the HWW measurement and replacing it with the SMWW measure-
ment. Essentially introducing another signal region. The normalisation of the W W 0− j et
background for the VBF and ggF processes is correlated with the normalisation used in the
SMWW measurement. Also the uncertainty on the PDF and the scale uncertainties are re-
placed with the SMWW uncertainties. The correlation scheme is located in Appendix E.
In Fig. 11.6 the correlation matrix is shown. The operator cHB from the HWW VBF mea-
surement is not taken into account. The nuisance parameter pull of the cHG and c(3)

Hl can
be found in Appendix D.
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FIGURE 11.6: Matrix of correlation among the operators that enter in the
HWW + SMWW combined measurement.

11.6 Individual fit results

In this section the results of each combination are presented. Comparisons of the Wilson
coefficients limits are made after each iteration of combinations of the EFT interpreta-
tions. In Table 11.1 the results of the individual measurements and the combined mea-
surements are shown.

Wilson Coefficients ci Gluon-Gluon fusion Vector Boson fusion HWW combined (ggF + VBF) SM WW 0-jet HWW + SMWW combination

cHG 0.0015+0.002
−0.002 - 0.0013+0.002

−0.002 0.048+0.14
−0.13 0.0013+0.002

−0.002
cHB - 0.005+299

−82 184+160
−170 - 178+162

−166
cHbox 1.0+1.8

−1.7 −1.6+1.7
−2.2 −0.45+1.0

−1.1 20+43
−41 −0.76+1.0

−1.1
cHDD −4.2+6.8

−7.0 −8.9+11
−9.8 −1.05+5.1

−4.9 11+25.9
−28 3.0+5.2

−4.9
c(1)

Hl - - - −163+102
−93 −199+96

−96

c(3)
Hl −0.51+0.86

−0.97 −0.62+0.87
−0.69 −0.25+0.51

−0.46 −0.636+0.32
−0.32 −0.48+0.25

−0.23

c(1)
H q - 0.02+58

−59 −26+26
−24 0.12+1.4

−1.1 −0.28+1.1
−1.4

c(3)
H q - 0.59+0.65

−0.67 0.63+0.61
−0.63 0.41+0.36

−0.33 0.62+0.31
−0.29

cHu - 9.5+10
−11 10+9.6

−10 −1.1+1.4
−1.1 −1.2+1.4

−1.2
cHd - −28+32

−30 −29+29
−29 4.1+3.7

−4.5 −4.4+3.7
−4.5

cHW B - 10.4+27
−26 −15+14

−13 10+27
−26 −7.9+13

−13
cHW −1.45+2.3

−2.3 2.0+2.8
−2.2 0.58+1.4

−1.3 −82.0+77
−79 −0.95+1.4

−1.3
cW - - - 4.70+2.6

−2.6 6.04+2.7
−2.6

c(1)
l l 0.73+1.1

−1.2 −1.0+1.1
−1.5 −0.29+0.68

−0.71 −0.58+0.32
−0.30 −0.58+0.26

−0.26
cld - - - −0.512+4.318

−3.6 −1.35+4.2
−3.5

c(3)
l q - - - −0.024+0.14

−0.16 −0.053+0.16
−0.14

clu - - - −0.048+1.3
−1.1 −0.28+1.1

−1.3

TABLE 11.1: Numerical results of the different stages of data combinations
and the combined HWW + SMWW individual fits to data, evaluated in the

Warsaw basis.
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This table shows the results for the best-fit values and their 68%C L ranges in the War-
saw basis where every operator is set to float individually. The error bars are the fit error
including the systematic and statistical errors of all of the combined measurements. For
the different Wilson coefficients in the basis, a stripe means no sensitivity to the operator
in question. A graphical depiction is shown in Fig. 11.7. In Fig. 11.8 and 11.9 a compari-
son relative comparison of the best fit values is made between the HW W only constraints
and the combined SMW W +HW W showing the importance of the combination for the
operators involving the Higgs particle which the Higgs only measurement is having a hard
time to constrain.
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FIGURE 11.7: Results of the individual fits in the Warsaw basis. Showing
the best fit values including the 68%C L of each of the measurement and

combination made

Taking the smallest constraints out of both the measurements and comparing them
to the combined measurements show that both analyses have gained from the combina-
tion in the region where the Higgs and the light fermions interact. Notice that the HW W
measurement is not very sensitive to the operators involving light fermions, this is com-
pensated by the addition of the SMWW measurement. Minor improvement is seen in the
cHB , cHW B when combining with the SMWW measurement. The biggest improvements
are found on the operator constraints of cHu , cHd , c(3)

Hl , c(1)
H q , c(3)

Hl and c(1)
l l . The overal sensi-

tivity is increased for to the operators cHW B , cHu , cHd , c(1)
Hl , c(3)

Hl , c(3)
H q , c(1)

l l , cld , c(3)
l q and clu .

Shown in Fig. 11.8 and 11.9.
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FIGURE 11.8: The improvement of the standard deviations of the Indi-
vidually fitted Wilson coefficients in the Warsaw basis when adding the

SMW W data to the HW W measurement
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FIGURE 11.9: The improvement of the standard deviations of the Individ-
ually fitted Wilson coefficients in the Warsaw basis when comparing the
best constrained value of each of the measurements and comparing it to

the combined measurement results

11.7 Simultaneous fits

When fitting multiple parameters at the same time one needs to be considerate which
effects they have on the distributions. In this part some parameter combinations consid-
ered to be well constrained by the model are shown. Other parameters are problematic
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to fit together since they introduce the same changes in the distribution. An example of
this is the parameters that introduce a simple normalisation effect. These operators are
best fitted one at a time since different normalisation effects cannot be separated from
each other if the effect is of relatively same magnitude. Also operators that cause the same
shape effect result in large errors in the simultaneous fits.

11.7.1 Individual measurements versus combined measurements

In this section we will fit the operators c(3)
Hl , c(3)

H q and c(1)
H q simultaneously by selecting 2 op-

erators at a time and cycling between them. These operators were chosen because they re-
ceived the most improvement after the combination. To illustrate the improvement of the
combination measurement with respect to the individual HWW measurement in terms of
these constraints. First, we focus on the HWW EFT interpretation alone. The constraints
we obtained after HWW fitting are visible in the table below. Table 11.2. Also provided is
the 2D likelihood scan, this scan computes the likelihood for each point in the 2D operator
space. These are shown for the HWW data set in Fig. 11.10 and for the combined dataset
in Fig. 11.11.

#fit c(3)
Hl c(3)

H q c(1)
H q

1 −0.347+0.82
−0.86 0.970+0.90

−1.04 -
2 −0.335+0.82

−0.85 - −38.8+42.0
−36.5

3 - 0.723+5.46
−5.61 3.22+197

−203

#fit c(3)
Hl c(3)

H q c(1)
H q

1 −0.33+0.28
−0.27 0.44+0.33

−0.32 -
2 −0.49+0.24

−0.25 - −0.30+1.51
−1.45

3 - 0.67+0.30
−0.29 −1.40+1.77

−1.52

TABLE 11.2: Results from the simultaneous fits to the cH q and cHl opera-
tors. Left, the results from the HWW data only. Right, the results from the

total combined dataset.
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FIGURE 11.11: 2D likelihood scans after the fit is performed on the 2-
operator model using the full combined HWW+SMWW dataset. left, the
likelihood for the operator model of c(3)

Hl and c(1)
H q . Right, the likelihood for

the operator model of c(3)
Hl and c(1)

H q . Below, the likelihood for the opera-

tor model of c(3)
H q and c(1)

H q . The z-axis corresponds to the likelihood and is
indicated by colour. Also the best fit value is shown.

The correlation matrix, Fig. 11.12, of the three parameters also shows that the param-
eters are not able to be constrained using only HWW data.

In this study we find that by that addition of the SMWW dataset, the c(3)
H q operator

can be constrained within the limits of ±2 together with the c(1)
H q operator. Using only

the HWW dataset this operator combination caused such high limits that it could not be
constrained. Therefore, the added value of the extra dataset is high and paves the way for
more data combinations in the future.
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11.8 Sanity check

In order to make sure that the fits succeeded we normally look at the likelihood plots and
the pull of the nuisance parameters. However, a added value is to check whether the new
constraints on the individual Wilson coefficients fall in between the limits of the signal
strengths that we used as an input for the HWW analysis. In addition, that the extra sensi-
tivity to some of the operators that we obtain does not violate the HWW predictions for the
signal strength of the STXS regions that particular operator also influences. So we com-
pare the unaltered signal strength measurement of the HWW STXS measurement to the
signal strength predictions limits of the newly constrained operators. First we check for
the cHG operator since we obtain the best constraints on this operator. For this operator
the VBF signal strengths are left freely floating, while the ggF signal strength are linked to
the value of cHG , see Fig 11.13. Interesting is to check if the also holds for the operators
that had a hard time being constrained, such as cHB . Which we actually could not con-
strain at all. For this fit the ggF signal strength are left floating, see Fig. 11.14. It is also
viable to check whether the operators that enter in both channels also obey this require-
ment. In Fig. 11.15. After seeing that for these three cases the signal strength predictions
are withing the errors of the initial measurement, we conclude that the fit has provided
reliable results in accordance with the intended method.
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Chapter 12

Results

Constraints on operators of the Standard Model effective field theory affecting Higgs and
charged vector boson interactions are determined using simplified template cross sec-
tions and an unfolded differential cross section. The interpretation takes into account 17
dimension-6 operators. The uncertainties enter the fit as nuisance parameters in the like-
lihood function. Constraints on the Wilson coefficients corresponding to EFT operators,
up to 1/Λ2, are summarised in Fig. 11.7 and Tab. 11.1. Fig. 11.8 shows the improvement
of the sensitivity to the operators after adding the qq/g g −→ W +W − −→ eνµν data. Fig.
11.9 shows the overall improvement in sensitivity. Correlations between the Wilson coef-
ficients are shown in Fig. 11.6. The combination of different analyses has proven to better
constrain Wilson coefficients when doing simultaneous fits, shown in Fig. 11.11.
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Discussion and conclusion

The added value of the combination is the increased sensitivity to the operators involving
light fermions. As a result of this combination, the data is analysed jointly, revealing and
lifting correlations between the EFT operators. The lifting of correlations allows for the
simultaneous fitting of the Wilson coefficients. This is preferable since it provides a more
accurate description of the data. We find a slight 1σ deviation from the SM for the Wilson
coefficients c(3)

Hl , c(3)
H q , cW and c(1)

l l . However, this deviation is not sufficient to be observed
as deviations from the SM predictions. The results indicate a promising sensitivity should
we move towards the full run-2 dataset of 80 f b−1 or even 300 f b−1 envisioned for run-3.
We expect a substantial increase in the amount of information from diboson and Higgs
production, resulting in better constraints for our operators. The constraints presented in
this analysis do not improve on the constraints already set by the Global SMEFT fit [60].

When performing the fits to multiple parameters at the same time, high correlations
between operators were observed. This complicated the fit and resulted into a maximum
of two operators fitted simultaneously during this study. Additional studies are needed to
improve and completely analyse the 17-dimensional operator-space of the model build
during this research.

In order to improve the constraints of the Wilson coefficients presented in this study,
we do not only ask for more pp-collisions. We also need to extract more information out
of existing data to gain more sensitivity. Therefore, we strongly suggest to provide as much
information as possible on the kinematics of the Higgs production. Next, spending more
time on the analyses incorporated in the EFT interpretation allows to reshape the input
of the EFT interpretation into a form that has most sensitivity. An example would be to
merge any STXS regions that have a hard time being constrained, slightly altering the Stage
1 STXS binning. This is not implemented, because altering of the measurements included
is beyond the scope of this study.

To improve on the EFT interpretation part, including the higher order EFT contribu-
tions either in the reparameterization or systematic uncertainty improves the reliability of
the analysis. Uncertainties on the generation of the EFT reparameterization samples, and
of the reparameterization itself, have not been taken into account. These uncertainties
and higher order contributions are to be included in future studies. Ultimately, we would
also like to combine our EFT interpretation with other Higgs decay channels. Such as H −→
γγ and H −→ Z Z . This would result in including new operators in the analysis while adding
data for the already existing operators. Doing this would also encourage us to include the
qq/g g −→ γγ and qq/g g −→ Z Z processes to complement the qq/g g −→ W +W − −→ eνµν
measurement. Another way of improving the EFT measurement is taking into account
the effects of the EFT operators in the backgrounds as well. Right now, the backgrounds
are assumed to be SM. However, when fitting to any operator that influences interactions.
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These interactions should also be taken into account when doing the background sub-
traction, which is currently not the case.

This study concludes with constraints found on 17 dimension-6 operators of the Stan-
dard Model effective field theory, taking into account dimension-6 cross section contri-
butions up to order 1/Λ2. The constraints are based on 36.1 f b−1 of

p
s = 13 TeV proton-

proton collisions recorded by the ATLAS detector at the LHC in 2015 and 2016 and the
qq/g g −→ W +W − −→ eνµν [3] and H −→ W +W − −→ eνµν [2] analyses of this data. The best
fit values as well as the 68% C .L. are shown in Fig. 11.7 and Tab. 11.1. The results imply
Higgs coupling properties in agreement with the SM predictions.



107

Bibliography

[1] I. Brivio, T. Corbett, and M. Trott, “The Higgs width in the SMEFT”, Tech. Rep., 2019.

[2] M. Aaboud, G. Aad, B. Abbott, et al., “Measurements of gluongluon fusion and vector-
boson fusion Higgs boson production cross-sections in the HWWeνµν decay chan-
nel in pp collisions at s=13TeV with the ATLAS detector”, Physics Letters, Section B:
Nuclear, Elementary Particle and High-Energy Physics, vol. 789, pp. 508–529, 2019,
ISSN: 03702693. DOI: 10.1016/j.physletb.2018.11.064.

[3] “Measurement of fiducial and differential W + W production cross-sections at s =13
TeV with the ATLAS detector The ATLAS Collaboration”, Tech. Rep., 2019. [Online].
Available: https://arxiv.org/pdf/1905.04242.pdf.

[4] N. Belyaev, V. Bortolotto, L. Brenner, et al., “A morphing technique for signal mod-
elling in a multidimensional space of non-SM coupling parameters”, no. October,
2015.

[5] K. Tackmann, T. Guillemin, C. Hays, G. Isidori, S. Kraml, J. Lacey, C. Pandini, E. Pi-
anori, and M. Rauch, “LHC Higgs Cross Section Working Group: Simplified template
cross sections”, 2016.

[6] A. Lazzaro and L. Moneta, “MINUIT package parallelization and applications using
the RooFit package”, DOI: 10.1088/1742-6596/219/4/042044.

[7] The ATLAS Collaboration, “Observation of a new particle in the search for the Stan-
dard Model Higgs boson with the ATLAS detector at the LHC”, Jul. 2012. DOI: 10.
1016/j.physletb.2012.08.020. [Online]. Available: http://arxiv.org/abs/
1207.7214http://dx.doi.org/10.1016/j.physletb.2012.08.020.

[8] M. Aaboud, G. Aad, B. Abbott, et al., “Measurement of the Higgs boson mass in
the HZZ4 and Hγγ channels with s=13 TeV pp collisions using the ATLAS detector”,
Physics Letters, Section B: Nuclear, Elementary Particle and High-Energy Physics, vol.
784, no. October, pp. 345–366, 2018, ISSN: 03702693. DOI: 10.1016/j.physletb.
2018.07.050.

[9] File:Standard Model of Elementary Particles modified version.svg - Wikimedia Com-
mons. [Online]. Available: https : / / commons . wikimedia . org / wiki / File :
Standard_Model_of_Elementary_Particles_modified_version.svg.

[10] M. Tanabashi, K. Hagiwara, K. Hikasa, et al., “Review of Particle Physics”, Physical
Review D, vol. 98, no. 3, p. 030 001, Aug. 2018, ISSN: 2470-0010. DOI: 10 . 1103 /
PhysRevD.98.030001. [Online]. Available: https://link.aps.org/doi/10.
1103/PhysRevD.98.030001.

[11] D. de Florian, C. Grojean, F. Maltoni, et al., “Handbook of LHC Higgs Cross Sections:
4. Deciphering the Nature of the Higgs Sector”, Oct. 2016. DOI: 10.23731/CYRM-
2017-002. [Online]. Available: http://arxiv.org/abs/1610.07922http://dx.
doi.org/10.23731/CYRM-2017-002.

[12] The CMS Collaboration, “Evidence for the direct decay of the 125 GeV Higgs boson
to fermions”, Nature Physics, vol. 10, no. 8, pp. 557–560, 2014, ISSN: 17452481. DOI:
10.1038/nphys3005.

http://dx.doi.org/10.1016/j.physletb.2018.11.064
https://arxiv.org/pdf/1905.04242.pdf
http://dx.doi.org/10.1088/1742-6596/219/4/042044
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://arxiv.org/abs/1207.7214 http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://arxiv.org/abs/1207.7214 http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2018.07.050
http://dx.doi.org/10.1016/j.physletb.2018.07.050
https://commons.wikimedia.org/wiki/File:Standard_Model_of_Elementary_Particles_modified_version.svg
https://commons.wikimedia.org/wiki/File:Standard_Model_of_Elementary_Particles_modified_version.svg
http://dx.doi.org/10.1103/PhysRevD.98.030001
http://dx.doi.org/10.1103/PhysRevD.98.030001
https://link.aps.org/doi/10.1103/PhysRevD.98.030001
https://link.aps.org/doi/10.1103/PhysRevD.98.030001
http://dx.doi.org/10.23731/CYRM-2017-002
http://dx.doi.org/10.23731/CYRM-2017-002
http://arxiv.org/abs/1610.07922 http://dx.doi.org/10.23731/CYRM-2017-002
http://arxiv.org/abs/1610.07922 http://dx.doi.org/10.23731/CYRM-2017-002
http://dx.doi.org/10.1038/nphys3005


BIBLIOGRAPHY 108

[13] LHC Higgs Cross Section Working Group, C. Mariotti, G. Passarino, et al., “Hand-
book of LHC Higgs Cross Sections: 3. Higgs Properties”, Handbook of LHC Higgs
Cross Sections, p. 404, 2013, ISSN: 05503213. DOI: 10.5170/CERN-2013-004. [On-
line]. Available: http://inspirehep.net/record/1241571%5Cnhttp://arxiv.
org/abs/1307.1347.

[14] V. Khachatryan, A. Sirunyan, A. Tumasyan, et al., “Constraints on the spin-parity
and anomalous H V V couplings of the Higgs boson in proton collisions at 7 and
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Appendix A

Fit results and Nuisance parameter
pulls of the STXS signal strength fits

In this Appendix the fit results and nuisance parameter pulls of the non-reparameterized
H −→W +W − −→ eνµν measurements are shown.
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FIGURE A.1: ggF STXS fiducial region signal strength constraints. Left fit-
ted on Asimov data right fitted to observed data.



Appendix A. Fit results and Nuisance parameter pulls of the STXS signal strength fits 113

10 5 1 5 10

Signal Strength µ

VBF topology cuts ≥  3-jet

VBF topology cuts ≈  2-jet

VBF VH cuts ≥  2-jet

VBF YH > 2. 5

VBF pT jet1 ≥  200

VBF rest

1σ stat. error

1σ total error

10 5 1 5 10

Signal Strength µ

VBF topology cuts ≥  3-jet

VBF topology cuts ≈  2-jet

VBF VH cuts ≥  2-jet

VBF YH > 2. 5

VBF pT jet1 ≥  200

VBF rest

1σ stat. error

1σ total error

FIGURE A.2: The VBF STXS fiducial region signal strength constraints. Left
fitted on Asimov data right fitted to observed data.
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STXS region signal strength µ
VBF qq2Hqq VBFtopo jet3 0.60+1.50

−1.50
VBF qq2Hqq VBFtopo jet3 veto 0.72+0.37

−0.36
VBF qq2Hqq VH ≥ 2-jet 0.35+24

−24
VBF qq2Hqq fwdH 0.14+24

−24
VBF qq2Hqq pT jet-1 > 200 0.44+1.17

−1.17
VBF qq2Hqq pT jet-1 > 200 0.56+0.95

−0.94

TABLE A.1: Observed signal strengths in VBF STXS regions.

STXS region signal strength µ fiducial region signal strength µ fiducial region signal strength µ
gg2H 0-jet 0.84+0.31

−0.29 gg2H 1-jet pT H 0-60 1.5+3.5
−3.7 gg2H 2-jet pT H 0-60 −2.0+49

−49
gg2H VBF topo jet3 258+155

−130 gg2H 1-jet pT H 60-120 −5.9+5.8
−5.4 gg2H 2-jet pT H 60-120 −2.2+35

−35
gg2H VBF topo jet3 veto 145+78

−66 gg2H 1-jet pT H 120-200 1.0+16
−17 gg2H 2-jet pT H 120-200 −22+58

−64
gg2H fwdH 54+21

−21 gg2H 1-jet pT H ≥ 200 28+37
−39 gg2H 2-jet pT H ≥ 200 −112+116

−106

TABLE A.2: Observed signal strengths in GGF STXS regions.
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FIGURE A.3: Fitted nuisance parameters to the Asimov data set with the
signal plus background hypothesis of ggF H −→ W +W − −→ eνµν measure-

ment.



Appendix A. Fit results and Nuisance parameter pulls of the STXS signal strength fits 116

1.5 1.0 0.5 0.0 0.5 1.0 1.5

 θ̂− θ0

∆θ

theo_ggf_QCDscale_ggH_vbf3j

theo_ggf_QCDscale_ggH_vbf2j

ATLAS_EL_EFF_ID_UncorrUncertainty_NP4

ATLAS_FT_EFF_extrapolation_from_charm

theo_VBF_QCDscale_qqH

ATLAS_EG_SCALE_E4SCINTILLATOR

ATLAS_FT_EFF_Eigen_C_3

theo_VBF_pdf_Higgs_qq

ATLAS_FTAG_EXTRAP

ATLAS_FT_EFF_Eigen_C_2

ATLAS_FT_EFF_Eigen_Light_1

ATLAS_FT_EFF_Eigen_Light_4

ATLAS_EL_EFF_TRIG_TOTAL_1NPCOR_PLUS_UNCOR

theo_ggf_pdf_Higgs_gg

theo_ggf_scale

ATLAS_MUONS_ID

ATLAS_FT_EFF_Eigen_Light_3

ATLAS_MUONS_SCALE

theo_top_Wt_0j_PSUE

ATLAS_MUON_ISO_SYS

theo_ggf_pdf

ATLAS_JES_EffectiveNP_8

ATLAS_JES_EtaInter_NonClosure

HWW_FakeFactor_mu_STAT_combined_1_1

ATLAS_JES_EffectiveNP_7

ATLAS_MET_SoftTrk_ResoPerp

ATLAS_JES_EffectiveNP_4

HWW_FakeFactor_el_STAT_combined_3_2

ATLAS_EG_SCALE_LARCALIB_EXTRA2015PRE

theo_qqWW_amcnlo_scale

ATLAS_FT_EFF_Eigen_Light_2

theo_top_1j_DSDR

ATLAS_FT_EFF_Eigen_C_1

ATLAS_JES_BJES

theo_WZgammaStar_tune

ATLAS_EL_EFF_ID_UncorrUncertainty_NP12

ATLAS_JES_EffectiveNP_6

ATLAS_JVT

HWW_FakeFactor_el_STAT_combined_2_1

theo_Zjets_generator

HWW_FakeFactor_el_STAT_combined_2_2

theo_NonWW_matching_scale

theo_NonWW_resum_scale

theo_top_Wt_1j_PS_Radiation

ATLAS_FT_EFF_Eigen_Light_0

ATLAS_FT_EFF_Eigen_C_0

ATLAS_MUON_EFF_SYS

theo_ggf_PS

ATLAS_JES_EffectiveNP_5

theo_ggWWextrap_1j

theo_qqWW_PDFs

ATLAS_JES_EffectiveNP_2

theo_ggf_QCDscale_ggH_ptH_m01

theo_ggf_QCDscale_ggH_res

theo_top_Wt_0j_PS_Radiation

ATLAS_JES_EffectiveNP_3

theo_top_Wt_0j_Generator

theo_ggf_QCDscale_ggH_pTH

ATLAS_MUON_TTVA_STAT

theo_ggf_QCDscale_ggH

theo_Wy_PDF

ATLAS_MUONS_MS

theo_top_0j_DSDR

ATLAS_JES_PU_Rho

theo_ggf_gen_MG

theo_WZgammaStar_ckkw

ATLAS_EG_RESOLUTION_ALL

1.5 1.0 0.5 0.0 0.5 1.0 1.5

 θ̂− θ0

∆θ

theo_ggf_QCDscale_ggH_qm_t

HWW_FakeFactor_el_STAT_combined_4_1

ATLAS_FT_EFF_Eigen_B_2

ATLAS_EL_EFF_ID_CorrUncertainty_NP14

theo_ggf_QCDscale_ggH_m12

theo_top_ttbar_1j_PS_Radiation

ATLAS_LUMI

ATLAS_JES_PU_OffsetMu

ATLAS_FT_EFF_Eigen_B_1

theo_top_Wt_1j_PSUE

HWW_FakeFactor_mu_STAT_combined_3_1

theo_WZgammaStar_resum

HWW_FakeFactor_el_SAMPLECOMPOSITION

ATLAS_JES_PU_Rho_top

ATLAS_JES_EffectiveNP_1

ATLAS_JES_PU_PtTerm

HWW_FakeFactor_el_STAT_combined_3_1

ATLAS_JES_EtaInter_Stat

ATLAS_EG_SCALE_ALLCORR

theo_top_ttbar_0j_PS_Radiation

HWW_FakeFactor_mu_SAMPLECOMPOSITION

ATLAS_fJVT

ATLAS_MUON_EFF_TrigStatUncertainty

theo_WZgammaStar_muf

HWW_FakeFactor_el_STAT_combined_4_2

ATLAS_EL_EFF_ID_UncorrUncertainty_NP3

HWW_FakeFactor_mu_STAT_combined_2_1

theo_top_ttbar_1j_PSUE

theo_Wy_QCDscale

ATLAS_EL_EFF_ID_CorrUncertainty_NP11

HWW_FakeFactor_el_STAT_combined_1_2

theo_WW_ewcorr_all

ATLAS_MET_SoftTrk_Scale

HWW_FakeFactor_el_EWSUBTR

ATLAS_EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR

theo_top_ttbar_0j_Generator

ATLAS_JES_Flavor_Comp_top

theo_NonWW_qcd_scale

ATLAS_JES_Flavor_Comp

theo_top_ttbar_0j_PSUE

ATLAS_JES_Flavor_Resp

HWW_FakeFactor_el_STAT_combined_1_1

theo_qqWW_gen

ATLAS_MUON_EFF_TrigSystUncertainty

HWW_FakeFactor_mu_EWSUBTR

ATLAS_EL_EFF_ID_CorrUncertainty_NP6

theo_qqWW_ckkw

ATLAS_EL_EFF_ID_CorrUncertainty_NP12

theo_ggWWextrap_0j

ATLAS_JES_EtaInter_Model

theo_Wy_MEPS

ATLAS_MET_SoftTrk_ResoPara

ATLAS_JES_PU_OffsetNPV

ATLAS_EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR

theo_WZgammaStar_mur

theo_top_Wt_1j_Generator

ATLAS_PRW_DATASF

ATLAS_JER

ATLAS_FT_EFF_Eigen_B_0

theo_top_ttbar_1j_Generator

ATLAS_norm_Zjets_1jet

ATLAS_EL_EFF_ID_CorrUncertainty_NP13

ATLAS_norm_Zjets_0jet

ATLAS_norm_WW_1jet

ATLAS_norm_top_1jet

ATLAS_norm_WW_0jet

ATLAS_norm_top_0jet

FIGURE A.4: Fitted nuisance parameters to the observed data set of the
ggF H −→W +W − −→ eνµν measurement.
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FIGURE A.5: Fitted nuisance parameters to the Asimov data set with the
signal plus background hypothesis of VBF H −→W +W − −→ eνµν measure-

ment.
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FIGURE A.6: Fitted nuisance parameters to the observed data set of the
VBF H −→W +W − −→ eνµν measurement.
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FIGURE A.7: Fitted nuisance parameters to the Asimov data set with the
signal plus background hypothesis of the combined ggF and VBF H −→

W +W − −→ eνµν measurements.
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FIGURE A.8: Fitted nuisance parameters to the observed data set of the
combined ggF and VBF H −→W +W − −→ eνµν measurements.
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Appendix B

Operator Analysis Cutflow

In this appendix the cutflows from the morphing validation and operator analysis are
shown. The tables can be found on the next pages.
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Appendix C

STXS Truth Decoration Cutflow

In this Appendix the cutflows/dectorations by the STXS decoration tool are shown. In the
tables the number of events assigned to each STXS region is visible.

STXS region Standard Model cHG interference
gg2H 0-jet 22651.00 ± 150.50 28137.00 ± 167.74

gg2H 1-jet p H
T [0,60] 11556.00 ± 107.50 12862.00 ± 113.41

gg2H 1-jet p H
T [120,200] 2867.00 ± 53.54 3036.00 ± 55.10

gg2H 1-jet p H
T [60,120] 11183.00 ± 105.75 12321.00 ± 111.00

gg2H 1-jet p H
T [200,∞] 1072.00 ± 32.74 1030.00 ± 32.09

gg2H VBF topology cuts ≥ 3-jet 4267.00 ± 65.32 2943.00 ± 54.25
gg2H VBF topology cuts ≈ 2-jet 1753.00 ± 41.87 1514.00 ± 38.91

gg2H YH > 2.5 7960.00 ± 89.22 8867.00 ± 94.16
gg2H 2-jet p H

T [0,60] 7893.00 ± 88.84 6427.00 ± 80.17
gg2H 2-jet p H

T [120,200] 8328.00 ± 91.26 6764.00 ± 82.24
gg2H 2-jet p H

T [60,120] 13202.00 ± 114.90 11074.00 ± 105.23
gg2H 2-jet p H

T [200,∞] 7266.00 ± 85.24 5024.00 ± 70.88

TABLE C.1: ggF STXS decoration decoration of 100.000 events per MC
sample. First column describes the ggF STXS regions, next column the
Standard Model events separated over the STXS regions. The last column
separates the interference events over the STXS regions. The errors on the

event count represent the statistical error.
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Appendix D

Profile Likelihood scans

This appendix contains all of the likelihood scans performed in the individual fits. Each
section represents a data set. In the last section the nuisance parameter pulls from the
cHG and c(3)

Hl are shown for the total combinded data set fit.
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D.3 qq/g g −→W +W − analysis
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D.4 Combined g g F +V BF −→ H −→W +W − analysis
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FIGURE D.1: Fitted nuisance parameters to the Asimov data set with the
signal plus background hypothesis of parameter of interest cHG .
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FIGURE D.2: Fitted nuisance parameters to the observed data set of pa-
rameter of interest cHG .
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FIGURE D.3: Fitted nuisance parameters to the Asimov data set with the
signal plus background hypothesis of parameter of interest c(3)
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FIGURE D.4: Fitted nuisance parameters to the observed data set of pa-
rameter of interest c(3)

Hl .
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Appendix E

Analytical Lagrangian Morphing
validation plots

Appendix E presents all of the plots made for the Effective Lagrangian Morphing valida-
tion. The distribution used are MT , pe

T , Ml l , ∆ηl l and pT
H .
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FIGURE E.1: Morphed and validation distribution of MT plotted together
to show the validity of the morphing approach. Top-left: cHbox . Top-right:

cHG .Bottom: cHW
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FIGURE E.2: Morphed and validation distribution of pe
T plotted together

to show the validity of the morphing approach. Top-left: cHbox . Top-right:
cHG .Bottom: cHW
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FIGURE E.3: Morphed and validation distribution of Ml l plotted together
to show the validity of the morphing approach. Top-left: cHbox . Top-right:

cHG .Bottom: cHW
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FIGURE E.4: Morphed and validation distribution of∆ηl l plotted together
to show the validity of the morphing approach. Top-left: cHbox . Top-right:

cHG .Bottom: cHW
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FIGURE E.5: Morphed and validation distribution of p H
T plotted together

to show the validity of the morphing approach. Top-left: cHbox . Top-right:
cHG .Bottom: cHW
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Appendix F

Narrow Width Approximation

The narrow-width approximation (NWA) is used extensively to calculate cross sections for
production of quickly decaying particles having a relatively small decay width. The Higgs
particle is a good example, which has a peaked mass distribution and decays in about
10−22 seconds [65]. The use of this approximation is justified if some critical conditions
are met

• the total width of a resonance is much smaller than its mass

• daughter particles are much less massive than the parent, m ¿ M

• the centre-of-mass energy is much larger than the parent mass,
p

s À M

• there must be no significant interference with non-resonant processes

• The resonant propagator is separable from the matrix element

Assuming the stated requisites are satisfied in the considered scenario, the propagator can
be integrated independently over all q2 to obtain a constant∫ +∞

−∞

∣∣∣∣ 1

q2 −M 2 + i MΓ

∣∣∣∣2

d q2 = π

MΓ
(F.1)

This approximation assumes that massive states are always produced exactly at their
mass pole as an asymptotic final state, such that its decay is an independent process, ex-
pressed by the branching ratio.

The NWA is used often for heavy particle production such as W, Z or top quarks, ex-
cluding hadronic and flavour physics because of the composite nature of the particles
involved. This is mostly because their decay products are so much lighter then its par-
ents. It is used in calculating the branching fraction of Higgs boson decay to weak bosons
[66]. In the context of new physics extensions to the SM, it is generally the case that mas-
sive particles widths are much smaller than their masses, Γ¿ M , leading to a conclusion
that the NWA is valid in this regime. Typically, the collision energy is far above production
threshold, EC M −M ≡p

s −M À Γ, and thus avoiding a cut Breit-Wigner lineshape. There
are some drawbacks to this. Rarely does scattering of a given initial and final states result
from only one resonant process. Interference with other processes can occur, rendering
the NWA inapplicable. However, this is reduced when looking at Higgs production. This
production has relatively few resonant configurations compared to SM production modes.
Assuming this approximation may result in the neglecting significant off-shell corrections
in the BSM scenarios, when the listed requirements do not hold. A critical ingredient in
this is massive daughters. These differences from the SM may yield unexpected behaviour
and must be taken into account when interpreting the results.
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Appendix G

Impact of dimension-8 operators

When taking into account that the SMEFT is an effective theory, we need to say something
about the higher order operators. The dimension 8 SM interference and the dimension 6
squared terms appear at the same order in an expansion in 1/Λ.

Thus the dimension 8 effects and in this case also the dimension 6 squared terms may
be treated as a systematic uncertainty on the new physics observed from the analyses.
This can be realised at later state to see the contribution of the higher order operators by
turning them on one by one and setting the coefficients of the same Wilson coefficient to
the same value.

This was studied in Ref. [67] and found to be of a very small scale, of the order of a few
percent. A comparison was made with the inclusive cross section of the σ(pp −→ hW ±).
Here the dimension 8 and dimension 6 effects have been compared and the dimension 8
effects have showed to be significantly smaller and are typically at the percent level. But,
can be quite significant when reaching higher energies.

For example the dimension-8 effects on the operators Q(3)
H q and QHä. In this study[67]

the shift in σ(pp −→ hW ±) rate relative to the SM is calculated as
∣∣∆µ(pp −→ hW ±)

∣∣ =∣∣(σ(pp −→ hW ±)Λ6,Λ8 −σ(pp −→ hW ±)SM
)

/σ(pp −→ hW ±)SM
∣∣. It has been calculated for a

different process than VBF or ggF. However, we believe the effects on the other produc-
tion processes involving W ± to be of the same order and can thus used as an estimate.
In Fig. G.1 the blue line represents the relative deviation of the SM taking into account
only dim-6 effects, thus Λ8 −→∞. The dashed black line is the case where both dimension
6 and 8 effects carry equal value Wilson coefficient. The red line denotes where Λ8 has
been reduced so much to where the EFT approximation breaks down and thus denotes
the maximum possible difference in rate. This criteria is ASM · Adi m6 > ASM · Adi m8 .

Two regions are used, the total fiducial phase space and the high mass phase space re-
quiring mhW ± > 500GeV . From Fig. G.1 we can conclude that the dimension-6 operators
cause most significant altering of the SM cross section and will therefore be a first start in
this analysis. When the sensitivity is achieved to probe the higher order operators we can
include them, before, they can be taken into account as a source of systematic uncertainty.
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FIGURE G.1: Relative deviation of the SM cross section of the total fidu-
cial phase space(left) and the high mass region(right) for the cHW opera-
tor(upper) and the cHbox operator(lower). The blue line showing the result
of the operator as the only dimension-6 operator and without including
the dimension-8 effects. The red line indicates the derivation as function
of the operator ci including the maximum number of possible dimension-
8 effects consistent with the EFT expansion. The black dashed line is the
change in rate if the dimension-6 and dimension-8 Wilson coefficients are

all equal, ci ,6 = c j ,8 [67]
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