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Abstract

Introduction: Visualizing the blood flow could provide a better understand-
ing and improved prediction of the development of an in-stent restenosis in
the arteria femoralis superficialis (AFS). Computational fluid dynamics (CFD)
could be used to simulate the complex blood flow, but simplifications and as-
sumptions are necessary to reduce the complexity of the computational model
and compensate for the lack of (adequate) patient-specific data that could af-
fect the CFD solution. In this thesis the effect of uncertainty in the patient-
specific geometry and inlet velocity profile on the CFD solution in the stented
AFS is investigated.

Method: The uncertainty in lumen segmentation that is induced by bloom-
ing artifacts by radiopaque stent markers and stent-in-stent placement was
quantified in-vitro. The visible lumen, strut thickness, contrast-to-noise ratio
and signal-to-noise ratio were compared between conventional and spectral
image reconstructions and analysis locations. Sensitivity of the CFD solution
to uncertainty in the lumen diameter near radiopaque stent markers in the
patient-specific geometry was analyzed. Furthermore, an analytical Womers-
ley and measured echo particle image velocimetry (echo PIV) velocity profile
were compared. Velocity streamlines and regions of low time-averaged wall
shear stress (TAWSS) (<0.4 Pa) were visualized to analyze the effect of on the
CFD solution.

Results: The blooming artifact showed the largest reduction in the conven-
tional iterative model reconstruction (IMR) and was most prominent near
proximal/distal radiopaque stent markers causing an underestimation of the
in-stent lumen of 33%. Uncertainty in the geometry near proximal/distal ra-
diopaque stent markers caused local changes in the CFD solution. Overesti-
mation of approximately 33% resulted in an increased region of low TAWSS
of a factor ten in the proximal AFS. Over- and underestimation of approxi-
mately 16% caused an increased region of low TAWSS of a factor three and
two, respectively, in the AFS, resulting in a global difference of approximately
10%. Uncertainty in inlet velocity profile induced local changes in the CFD



solution of 30% in the AFC, resulting in a global difference of 14.6%. Differ-
ences in flow rate caused global differences in the CFD solution up to 250%.

Conclusion: Blooming showed the largest reduction in the IMR image re-
construction and was most prominent near proximal/distal radiopaque stent
markers. Uncertainty in the geometry near these stent markers caused local
changes in the CFD solution. Uncertainty in the inlet velocity profile resulted
in local changes in the CFD solution as well. The effect of uncertainty in the
geometry and inlet velocity profile on the global CFD solution were signifi-
cantly smaller than the effect of the flow rate on the global CFD solution.
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0Introduction

Peripheral arterial disease (PAD) is a severe clinical problem with an increas-
ing incidence rate as a result of an ageing population. [1] PAD affects three
to ten percent of the population in the age range of 40-59 years and the
prevalence increases to 20% above 70 years of age. [2, 3] Symptoms of PAD
vary from pain or cramping in the leg during exercise, which is relieved by
rest, to critical limb ischemia, that could eventually require limb amputa-
tion. [4, 5] PAD in the arteria femoralis superficialis (AFS) is the most common
cause of symptomatic PAD. When medical and exercise therapy are unsuc-
cessful and the symptoms are still disabling, revascularization is indicated.
Due to innovations in stent design and revascularization techniques, stent
placement is now the recommended treatment in lesions with a total length
of <25 cm. [5–7] However, in about 20% of the patients an in-stent resteno-
sis occurs within one-year after treatment and a subsequent reintervention is
needed. [8, 9]

The formation of a stenosis is caused by a chronic disease of the vessel wall
called atherosclerosis. [10] Atherosclerosis is induced by both systemic risk
factors, including smoking, hypertension and hyperlipidaemia, and the lo-
cal arterial microenvironment. [11] Current therapies focus on reducing sys-
temic risk factors through medication, thereby preventing global progression
of atherosclerosis. Local progression of atherosclerosis, as is seen near bifur-
cations and branches, could be explained by the local arterial microenviron-
ment. [11, 12] Near bifurcations and branches, the blood flow is disturbed
due to flow separation, inducing changes in flow direction and less-organized
zones of flow recirculation. The resulting low shear stresses cause the en-
dothelium to become more susceptible to atherosclerosis. [13] As flow dy-
namics are involved in the local progression of atherosclerosis, being able to
visualize the blood flow could provide a better understanding and improved
prediction of stent failure.

Current clinically available techniques are unable or very limited in visual-
izing these complex alterations in blood flow in patients. [14–18] Complex



blood flow could, however, be simulated using computational fluid dynamics
(CFD). [19] From these simulations, non-measurable flow parameters in pa-
tients could be derived. Furthermore, it is possible to simulate changes due to
a treatment, for instance the placement of a stent, and analyze the effect of the
treatment on the blood flow. CFD could, therefore, change the endovascular
treatment planning and follow-up from a general treatment to a personalized
treatment. However, for clinically feasible CFD simulations, modelling sim-
plifications and assumptions are unavoidable. [19] On the one hand, simplifi-
cations are needed to reduce the complexity of the computational model. On
the other hand, simplifications are necessary due to not having all (adequate)
patient-specific data needed as input to the CFD model. These simplifications
influence the accuracy of the CFD model. To be able to use CFD in a clinical
workflow, the accuracy of the CFD model needs to be sufficient to be predic-
tive for the clinical outcome. Therefore, the aim of this thesis is to analyze the
effect of CFD input parameters on the CFD solution in the stented AFS.

The outline of the thesis is as follows. In Chapter 1 the clinical background on
PAD, atherosclerosis, arterial hemodynamics and current imaging modalities
are presented. Chapter 2 elaborates on the CFD simulation process and the
choices in inputs to the CFD model that can be made in the different phases
of the CFD simulation. As the blooming artifact in the used scans resulted in
a large uncertainty in the obtained geometry used in the CFD simulation, the
effect of the blooming artifact on the segmented arterial lumen is researched
in an in-vitro study in Chapter 3. In Chapter 4 the influence of uncertainty in
the geometry and inlet boundary condition on the CFD solution is analyzed
by performing uncertainty analysis. Chapter 5 discusses future perspectives
based on this study and in Chapter 6 the most important findings of this
study are summarized and an overall conclusion is presented.
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1Clinical background

1.1 Peripheral arterial disease

PAD, a disorder defined by a stenosis in medium-sized and large arteries, ex-
cept for the coronary and cerebral arteries, is a common age-related condi-
tion. [2,20,21] PAD affects 3% to 10% of the population in the age range 40 to
59 years and the prevalence increases to 20% above 70 years of age. [2,3] Risk
factors for PAD include smoking, hypertension, hyperlipidaemia, diabetes
mellitus, obesity and family history. [21] The AFS is a common anatomical site
for a stenosis or occlusion and this is the most common cause of symptomatic
PAD. [3–5] Intermittent claudication, pain or cramping in the muscles of the
lower extremities that is induced by exercise and relieved by rest, is often the
first symptom of PAD. [4, 5] In a further stage, PAD could result in chronic
or critical limb ischaemia that eventually requires limb amputation. [4] Based
on the patient’s symptoms, the patient is classified using the Fontaine classi-
fication or Rutherford classification, shown in Table 1.1. [6]

PAD is initially diagnosed using the ankle-brachial index (ABI). [21] The ABI
is calculated by dividing the systolic blood pressure measured at the arteria
dorsalis pedis or arteria tibialis posterior (ankle) by the systolic blood pressure
measured at the arteria brachialis (arm). An ABI <0.9 indicates PAD, which
could be divided into mild PAD (ABI 0.7-0.9), moderate PAD (ABI 0.5-0.7)
and severe PAD (ABI <0.5). Although ABI is a relatively simple and reliable
method to diagnose PAD, the ABI is less sensitive in patients with diabetes
mellitus or chronic kidney disease. [21–23] Due to the higher presence of me-
dial artery calcification in these diseases, the arterial compliance in the ankle
arteries is reduced. Therefore, a falsely elevated systolic blood pressure could
be measured at the ankle, resulting in an unreliable high ABI value. In these
patients, a blood pressure measurement at the toe instead of at the ankle is
performed. [23]

For all patients diagnosed with PAD, modification of risk factors is recom-
mended, since they have a two to threefold increased risk of cardiovascular



1.1. PERIPHERAL ARTERIAL DISEASE

Table 1.1: Classification of peripheral arterial disease according to the
Fontaine classification and Rutherford classification. IC = intermittent clau-
dication. [6]

Fontaine classification Rutherford classification
Stage Symptoms Grade Category Symptoms

I Asymptomatic 0 0 Asymtomatic

IIa IC >200 m walking
distance

I 1 Mild IC

IIb IC <200 m walking
distance

I 2 Moderate IC

III Ischemic rest pain I 3 Severe IC

II 4 Ischemic rest pain

IV Ulceration/gangrene III 5 Minor tissue loss

III 6 Major tissue loss

events. [6, 21, 23, 24] Medical therapy focuses on control of lipid and glucose,
the normalization of blood pressure, preventing platelet aggregation and in-
hibiting thrombus formation. [21] Supervised exercise programs are advised
to patients suffering from IC. Exercise therapy could result in an increased
pain-free walking distance by improving the skeletal muscle metabolism, en-
dothelial function and gait biomechanics, thereby increasing the quality of
life of these patients. [23] Furthermore, for all patients smoking cessation is
highly recommended, since continued smoking counteracts the positive ef-
fects of medical and exercise therapy and increases the risk of cerebral and
cardiac events. [21] If the symptoms are still disabling after medical and exer-
cise therapy or if the patient is classified as Fontaine III or IV, revasculariza-
tion is indicated.

To choose the right revascularization technique, first the location and severity
of the vascular lesion need to be identified. [6] This could be achieved using
imaging techniques including duplex ultrasound (DUS), computed tomogra-
phy angiography (CTA), magnetic resonance angiography (MRA) and digi-
tal substraction angiography (DSA). DUS combines B-mode echography and
Doppler to identify vascular lesions and determine its hemodynamic sever-
ity. [6] It is often the first choice imaging technique, since it is easy to use, in-
expensive, non-invasive, real time and is able to measure haemodynamics. In
case exact anatomy for endovascular stent placement is desired, other imag-
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CHAPTER 1. CLINICAL BACKGROUND

ing techniques are required. [5,6] CTA and MRA are usually chosen over DSA
since they are fast, non-invasive, available in most clinics and have a high res-
olution. CTA, MRA and DSA all provide information about lesion location,
its severity and upstream and downstream status, necessary to determine the
right revascularization technique. [6]

For complex lesions in the femoropopliteal tract, open surgical revasculariza-
tion was the gold standard technique for decades. [25, 26] Due to innovations
in stent design and endovascular revascularization techniques, endovascular
intervention is now recommended in more complex lesions (total length <25
cm). [5–7] In simple and short lesions (<3 cm) plain balloon angioplasty is
performed, while in intermediate-length lesions stents are typically placed,
because plain balloon angioplasty alone is in these lesions most often not a
long-lasting solution. [25] In the AFS, it was shown that endovascular inter-
vention has lower mortality and morbidity rates, a lower risk, an improved
quality of life, a faster recovery and similar patency rates at one year follow-
up compared to an open surgical femoropopliteal bypass. [8, 23, 25] Despite
improvements in endovascular techniques and stents, in-stent restenosis still
occurs in 13-20% of the patients at 1-year follow-up after endovascular inter-
vention in the AFS. [8, 9, 27] This percentage is much higher in the AFS than
in other vascular beds and results in more reinterventions in the AFS. [9]

1.2 Atherosclerosis

The formation of a stenosis is caused by a chronic disease of the vessel wall
called atherosclerosis in which atherogenesis, the formation of atheromateus
plaques, is stimulated. The arterial wall consists of three layers: the tunica
intima (inner layer), the tunica media and the tunica adventitia (outer layer),
all shown in Figure 1.1. [10] In healthy conditions, the tunica intima consists
of a monolayer epithelial cells, called the endothelium, which are exposed
to the circulating blood. The tunica media mainly contains smooth muscle
cells and the tunica adventitia is composed of supportive tissue. Normally,
the vessel wall is vasoprotective, which means that the endothelium resists
the attachment of leukocytes circulating in blood. However, stimuli includ-
ing dyslipidaemia can activate the endothelium. As a result, the vessel wall
becomes more susceptible to the formation of a stenosis. [10]

The progression of atherosclerosis could be divided into three phases, visual-
ized in Figure 1.1. During the first phase, the endothelial cells is activated,
which results in the expression of adhesion molecules on the endothelium
and the binding of leukocytes. These leukocytes migrate into the intima,
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1.3. ARTERIAL HEMODYNAMICS

where monocytes can subsequently develop into macrophages, collect lipids
and become foam cells. In Figure 1.1 this is shown at ‘Endothelial dysfunc-
tion’ and ‘Lipid accumulation’. The second phase is characterized by migra-
tion of smooth muscle cells from the tunica media to the tunica intima, pro-
liferation of the smooth muscle cells and production of extracellular matrix
molecules including collagen and elastin, shown at ‘Non-calcified plaque’ in
Figure 1.1. In some cases, the atherosclerotic plaque ruptures due to a necrotic
core, which results in thrombosis. This is the third phase of atherosclerosis
and shown in Figure 1.1 at ‘Plaque rupture’. [10]

Figure 1.1: The progression of atherosclerosis in three phases. During the
first phase (lipid accumulation) the endothelial cells are activated, adhesion
molecules expressed, leukocytes migrated into the intima and macrophages
developed into foam cells. In the second phase (non-calcified plaque) smooth
muscle cells migrate from the tunica media to the tunica intima. During the
third phase (plaque rupture) the plaque ruptures and results in thrombosis.
[28]

Atherosclerosis is induced by both systemic risk factors (risk factors for PAD)
and the local arterial microenvironment. The local arterial microenvironment
includes vessel mechanics, matrix composition, arterial hemodynamics and
the local presence of soluble factors that maintain atherogenic inflammation.
They all play an important role in cell function and thus in the development
of atherosclerosis. Current therapies focus on reducing systemic risk factors
through medication. Although it is shown that these therapies are success-
ful in reducing cardiovascular events, they do not completely prevent the lo-
cal progression of atherosclerosis, as is seen in the AFS. Local progression
of atherosclerosis could, however, be explained by the arterial hemodynam-
ics. [11]

1.3 Arterial hemodynamics

Every heart cyclus, the heart pumps blood through the vascular system. This
results in two stresses on the vascular wall: the circumferential stress and

6



CHAPTER 1. CLINICAL BACKGROUND

the tangential stress. The circumferential stress is generated by the blood
pressure and acts on all layers of the vascular wall. The tangential stress or
wall shear stress (WSS) is generated by the flow of viscous blood and acts only
on the endothelium. The WSS is defined as

τ(y = 0) = µ(γ̇)
∂u
∂y

(1.1)

with τ (shear stress) evaluated at y = 0 being the WSS, µ being the dynamic
viscosity, γ̇ being the shear rate, u being the velocity parallel to the wall and y
being the radial distance to the wall. Endothelial cells sense the WSS through
specialized mecha-nosensors and transform this information into intracellu-
lar biochemical signals. The WSS is, therefore, able to influence the endothe-
lial function. [11, 12]

The WSS depends on the dynamic blood flow, as it is the derivative of the
velocity profile, according to Equation 1.1. In a unidirectional flow, the WSS
is high (1 - 1.5 Pa). [13] This results in a vasoprotective phenotype of the en-
dothelial cells, including an elevated nitric oxide production, a low endothe-
lial turnover and limited proinflammatory gene expression. Even when sys-
temic risk factors are present, vascular regions exposed to a high WSS show
resistance to progression of atherosclerosis. Low WSS (<0.4 Pa), however,
results in an atheroprone phenotype of the endothelial cells, also called en-
dothelial activation, which is the first stage of atherosclerosis. [13] A low WSS
can be found at bifurcations, curvatures and branches due to flow separation,
changes in flow direction and areas of slow and recirculating flow. Therefore,
atherosclerotic plaques tend to form at these locations, as is shown in Figure
1.2. [11, 12]

In the AFS, however, 60% to 70% of the stenoses/occlusions occur in the ad-
ductor region, a straight and unbranched site, shown in Figure 1.3. [29] Blair
et al. (1990) [30] showed that the adductor canal segment of the AFS is not
more prone to progression of atherosclerosis than the proximal AFS based on
anatomy, as would be expected. It was discovered, however, that adaptive ar-
terial enlargement in the adductor canal was limited. In the proximal AFS
an increase in intimal thickening results in a similar increase in artery size,
thereby maintaining the normal lumen caliber. Since the space available for
adaptive arterial enlargement is limited in the confined adductor canal, see
Figure 1.3B, intimal thickening more readily leads to luminal narrowing. This
lumen stenosis disturbes the blood flow, thereby making the adductor canal
segment of the AFS more susceptible to adverse consequences of atheroscle-
rosis. [29, 30]

7



1.3. ARTERIAL HEMODYNAMICS

Figure 1.2: Locations in the arterial tree prone to atherosclerosis (shown in
dark): curvatures, bifurcations and branches. [11]
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CHAPTER 1. CLINICAL BACKGROUND

Figure 1.3: The femoral artery situated in the adductor canal. Reproduced
from Tank, P.W. et al. (2009). [31]

1.4 Obtaining wall shear stress

A low WSS as a result of a disturbed blood flow could be a useful parame-
ter in the prediction of progression of atherosclerosis or in-stent restenosis in
the AFS. The WSS was already measured in-vitro using laser particle image
velocimetry (PIV), but this technique cannot be used in-vivo as the patient’s
tissue is opaque. [32] In-vivo the WSS has been measured with phase-contrast
magnetic resonance imaging (PC-MRI) and echo PIV. PC-MRI determines the
volumetric flow from which the WSS is calculated, but it is time consuming,
relatively expensive and has limited temporal and spatial resolution. [14–17]
Ultrasound is seeing rapid developments for achieving vector flow quantifi-
cation, as it has important advantages in time resolution and cost relative to
PC-MRI. [18] Echo PIV is an ultrasound-based technique that, at present,
can measure the 2D velocity field in-vivo and calculates the WSS in arte-
rial geometries with high temporal and spatial resolution. [18, 33] Although
echo PIV is a promising technique, the quality of the echo PIV measurement
still depends on patient characteristics such as plaque composition and obe-
sity. [33] Furthermore, echo PIV only provides a 2D velocity field, while with
a 3D velocity field complex flow could be visualized and quantified. [18] Fur-
ther improvements are necessary to be able to use echo PIV in clinical care.
Another method to obtain the WSS is CFD. CFD is able to simulate the com-
plex blood flow, calculate the WSS and analyze the effect of a treatment on the
blood flow. [19] It could, therefore, change the endovascular treatment plan-
ning and follow-up from a general treatment to a personalized treatment. The
CFD simulation process will be elaborated further in Chapter 2.
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2Computational fluid dynamics

2.1 Introduction

CFD is a field of fluid mechanics that uses numerical analysis to solve fluid
problems and obtain simulations of complex flow fields. [34] CFD can be used
in several disciplines. In biomedical research, CFD is often used to better un-
derstand blood flow dynamics using idealized models or to determine the
blood flow in individual patients. To be able to use CFD in individual pa-
tients, the inputs of the CFD model need to be patient-specific to simulate
the blood flow in patients accurately. Based on the arterial site and the avail-
able patient-specific data, several choices in the CFD simulation process can
be made. Typically, a CFD simulation can be divided into three phases: pre-
processing, solving and postprocessing. [34] In the preprocessing phase, the
patient-specific geometry, mesh, boundary conditions and material properties
are defined. During the solving phase, the solver settings, for example the
number of time steps, time step size and number of iterations, are chosen and
the actual simulation is performed. In the last phase, results, such as velocity
vectors and the WSS, are visualized. In the following sections the phases of
the CFD simulation including the possible choices, are elaborated further. [34]

2.2 Preprocessing

Patient-specific geometry

The first step in the preprocessing phase is the creation of a geometry corre-
sponding to the physical domain in which the flow field will be computed.
[34] The 3D patient-specific geometry can be obtained by segmentation of
the arterial lumen, most often based on a CTA or MRA scan. Several seg-
mentation techniques are available, which can be broadly classified as man-
ual, semi-automatic and automatic segmentation. [35] Manual segmentation
is time consuming and is typically characterized by a limited intra- and inter-
operator repeatability and reproducability. Since deviations in the segmenta-
tion affect the simulated blood flow, manual segmentation is less suitable in



2.2. PREPROCESSING

a patient-specific CFD simulation. Semi-automatic and automatic segmenta-
tion techniques, including machine learning, deformable models and tracking
methods, overcome the drawbacks of manual segmentation. [35] However, not
one of these techniques is suitable for all possible applications of obtaining
the optimal patient-specific geometry and the quality of the obtained segmen-
tation can be severely hampered by noise or other artefacts. It is, therefore,
needed to select the optimal segmentation technique based on the anatomical
region of interest and the image quality of the used scan. [35]

The level set method of implicit deformable models is a semi-automatic segmen-
tation technique that is well-suited for segmentation of complex geometries
in both physiological and pathological conditions as they are flexible. [35, 36]
The segmentation technique focuses on automatic detection of the vessel wall,
the user defines the region of interest and a few, easy to report, parameters,
namely inflation, smoothing and advection. Since the blood flow only needs
to be simulated in a subset of the blood vessels contained in the scan, the
user-dependent definition of the region of interest is justified as long as real-
istic boundary conditions can be applied.

The first step in the level set method of implicit deformable models, is determin-
ing the initial level set function, for instance by colliding fronts initializa-
tion. The user identifies the vessel of interest by placing seed points at the
desired start and end of the vessel in the scan, shown in Figure 2.3a as the
green and red circles. From these two seed points, independent sound wave-
fronts propagate with a speed proportional to the local image intensity. As the
image intensity decreases towards the vessel wall, the direction of the wave
gradually changes and becomes perpendicular to the vessel wall at the lumen
boundary. The initial surface is determined as the region between the two
seed points where the two wavefronts move in opposite direction. Because of
this method, tissue and side branches are excluded from the initial surface as
the direction of the wavefronts is in concurrent orientation, shown in Figure
2.1. [36]

The second step in the segmentation technique is evolution of the level set
function as a result of image and shape-based forces, called regularization.
Regularization is typically required to obtain a smooth and representative fi-
nal surface. In the regularization step, the amount of inflation, smoothing
and advection towards sites with strong changes in image intensity, such as
the vessel wall, are determined. In a high-contrast scan, using only the ad-
vection term could be sufficient as it shapes the surface to the ridges of the
image gradient magnitude. However, smoothing is commonly necessary due

12
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Figure 2.1: Close up of two independent wavefronts, originating from the
blue and red seed point, showing opposite directions within the lumen and
concurrent orientation at the lumen boundary and side branch. Reproduced
from Antiga et al. (2018). [36]

to the combination of a small vessel diameter and insufficient image reso-
lution. Smoothing could result in shrinkage of the surface, which could be
compensated for by adjusting the inflation term. [36] In Figure 2.3b the final
surface of the level set method of implicit deformable models is shown.

CTA scans could be affected by artifacts. An important artifact is the bloom-
ing artifact, caused by beam hardening and partial volume averaging. The
blooming artifact causes high density objects, such as stent struts, to seem
larger than they actually are, as will be explained further in Chapter 3. The
blooming artifacts are most prominent at the proximal and distal radiopaque
stent marker as can be seen in Figure 2.3a and b as the sharp, white dots
below the segmentation. Since the colliding fronts initialization technique
defines the vessel wall at sites with strong changes in image intensity, the ves-
sel lumen is locally narrowed at the location of the proximal and distal stent
marker. Therefore, proximal and distal stent markers could be segmented us-
ing another segmentation technique, called the active tubes segmentation tech-
nique. The active tubes segmentation technique forms an initial surface by plac-

13
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ing seeds with a radius corresponding to the vessel lumen, called cylinder
seed initialization, shown in Figure 2.3c. Regularization is then again used to
obtain a smooth and final surface. With this method the lumen diameter at
the site of the marker artifact can be estimated as an interpolation between
upstream and downstream lumen segments. The result of the combined level
set method of implicit deformable models and active tubes segmentation technique
is shown in Figure 2.3d. The effect of the blooming artifact on the visible lu-
men diameter and the segmentation is elaborated further in Chapter 3.

Figure 2.2: Evolution of the flow to a fully developed flow (Hagen-Poiseuille
flow). H is the diameter of the vessel, L the length of the vessel and LE the
hydrodynamic entrance length. Reproduced from Tu et al. (2018). [34]

As a final step in the creation of a patient-specific geometry, the hydrody-
namic entrance length needs to be taken into account. [34] The hydrodynamic
entrance length is the length it takes for the flow to become fully developed.
When the flow is fully developed, it is no longer influenced by effects arising
from the entrance and flow properties, for example the velocity profile, could
be solved. The Hagen-Poiseuille flow is the fully developed flow for steady,
laminar flow, shown in Figure 2.2. A fully developed flow at the inlet and
outlets of the CFD model is preferred to set realistic boundary conditions, as
will be elaborated further in Section 2.2: Boundary conditions.

14
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(a) (b)

(c) (d)

Figure 2.3: Segmentation of the femoral bifurcation. Top: level set method
of implicit deformable models. Bottom: active tubes segmentation technique. (a)
Identifying the vessel of interest by placing seeds points (green and red circle)
at the desired start and end of the vessel. (b) The final surface obtained after
evolution of the level set function. (c) Placing seeds with a radius correspond-
ing to the vessel lumen. (d) The final segmentation, combining the level set
method of implicit deformable models and active tubes segmentation technique.
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Mesh

After segmentation of the arterial lumen, the obtained patient-specific geom-
etry needs to be subdivided into a number of smaller, nonoverlapping sub-
domains. This is done by generating a mesh overlaying the whole geome-
try. Mesh types can be subdivided into structured and unstructured meshes.
A structured mesh contains square-shaped elements in a regular topological
pattern. Due to its regular connection to neighbouring elements, the mem-
ory storage and connectivity information is efficient and hierarchical, which
results in a fast computational time. An unstructured mesh is more flexible
than the structured mesh, since it allows tetrahedrals. However, the connec-
tion of each element to its neighbours needs to be explicitly stored in the
unstructured mesh, as the connection differs for every used element. Com-
putations that use an unstructured mesh are, therefore, longer. A structured
mesh is, in general, more accurate than an unstructured mesh. However, sim-
ilar levels of accuracy could be achieved with an unstructured mesh at the
cost of longer computational time, but with a typically reduced segmenta-
tion time. [34] Commonly used elements in the mesh are shown in Figure
2.4. [37, 38]

Figure 2.4: Possible elements used in the generation of a mesh. In 2D, the
triangle and quadrilateral could be used. In 3D the tetrahedron, hexahedron,
prism and pyramid could be chosen. Two tetrahedrons form a pyramid and
three tetrahedrons form a prism. [37]

Boundary conditions

After obtaining the patient-specific geometry and the mesh, the effect of the
excluded sections of the cardiovascular system on the geometry in question
need to be defined by setting boundary conditions. These boundary condi-
tions include the inlet, outlet and the wall of the obtained patient-specific
geometry. Realistic boundary conditions are a core component of a CFD sim-
ulation, as the CFD outcome is fully determined by the geometry and the
applied boundary conditions. [39, 40] In the following subsections, the inlet,
outlet and wall boundary conditions will be elaborated.
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Inlet

The inlet boundary condition is a crucial part of the CFD simulation as it typ-
ically governs the flow rate through the model. [40] As the flow field solution
will be heavily dependent on the flow rate through the domain, a patient-
individualized inlet boundary condition is key for a patient-specific CFD sim-
ulation. For the inlet boundary condition, a pressure waveform or a velocity
field could be chosen. The pressure waveform is most often not available since
it can only be obtained accurately using invasive techniques. The patient-
specific velocity field could be derived from a PC-MRI and DUS measure-
ment. Since PC-MRI is often not available and/or very costly in most clinics,
DUS is most often used.

Figure 2.5: Duplex ultrasound measurement in the left arteria femoralis com-
munis (AFC). The real-time velocity at the centerline of the vessel is measured.

During a DUS measurement, the real-time velocity at the centerline of the
blood vessel is measured, as is shown in Figure 2.5. Since blood flow is pul-
satile, the flow rate could be calculated from the velocity through Womersley’s
theory. [41] This calculation assumes that the inlet flow is fully developed,
meaning that the flow is not influenced by effects arising from, for example,
a bifurcation. This could be achieved in the segmentation step by taking into
account the hydrodynamic entrance length, as mentioned before. The vessel
of interest is, however, not always long enough for the flow to become fully
developed and this assumption is, therefore, not always met. The calculation
of the flow rate using Womersley’s theory is shown below. [41]
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Q(t) =
∞∑
k=0

Q̂k · exp(ikωt) (2.1)

In which Q is the volumetric flow rate and Q̂ its Fourier coefficients, calcu-
lated by

Q̂k = πR2ûk
J0(i3/2αk)− 2

i3/2αk
J1(i3/2αk)

i3/2αk − 1
(2.2)

In which R is the vessel radius, û the Fourier coefficients of the centerline ve-
locity, Jx the Bessel-function of the x-th order and αk the frequency-dependent
Womersley parameter, given by

αk = R

√
k · ρω
µ

(2.3)

In which ρ is the density and µ the dynamic viscosity of blood.

Based on the calculated flow rate, the velocity profile at the inlet could be cal-
culated using a blunt, parabolic or Womersley velocity profile. The optimal
velocity profile depends on the flow conditions upstream. [42]

Although the velocity profiles mentioned above could be used as inlet bound-
ary condition, they are still an estimation of the patient’s true velocity profile.
A relatively new technique to obtain the velocity profile in patients using ul-
trasound, is high frame rate contrast enhanced PIV, or in short echo PIV. [43]
PIV analysis focuses on tracking small groups of particles in subregions of
the captured image. By calculating the cross-correlation for each possible dis-
placement, the most likely displacement is found. PIV can be combined with
high frame-rate ultrasound imaging and contrast-enhancing microbubbles to
vizualize the blood flow in patients. By tracking the microbubbles, calculat-
ing the cross-correlation and finding the most likely displacement, velocity
vectors could be obtained. Although obtaining the velocity profile using echo
PIV seems like a promising technique, it still needs to be validated in pa-
tients. [43] Furthermore, echo PIV obtains 2D velocity fields, while for CFD
3D velocity fields are necessary. Simplifications are needed to convert these
2D vector fields to 3D vector fields, as will be elaborated further in Chapter 4.

Outlet

The outlet boundary condition represents the influence of the downstream
vasculature on the CFD domain. Together with the inlet boundary condition,
the outlet boundary condition typically determines the flow rate distribution
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throughout the domain. [44] Several boundary conditions could be used for
the outlet, including zero pressure, a patient-specific pressure or velocity pro-
file and a Windkessel model. [39] However, not all boundary conditions are
as accurate or practical. The zero pressure boundary condition is the sim-
plest boundary condition. It is, however, generally less accurate in geometries
containing bifurcations, as the zero boundary condition assumes that the mi-
crocirculation in both branches is identical. A patient-specific pressure or
velocity profile is more accurate than the zero pressure boundary condition,
but the pressure profile is hard to acquire and the velocity profile could cause
an ill-posed problem. [45] As the pressure or velocity profile is different for
every patient, using a generalized pressure or velocity profile would induce a
bias.

A popular outlet boundary condition is the Windkessel model. [39] The Wind-
kessel model is a compact and powerful model that, with only 3 elements, is
often able to accurately reproduce a measured flow rate profile at the outlet.
The 3-element Windkessel model relates the outflow pressure (Pd) and the
flow rate (Q) through an electric circuit analogue, shown in Figure 2.6. [46]
The capacitance (C) simulates the wall compliance, and the proximal (Rp) and
distal (Rd) resistances mimic the viscous resistance that the blood flow under-
goes in vessels. [46]

Figure 2.6: 3-element Windkessel model relating the outflow pressure (Pd)
and the flow rate (Q) through an electric analogue. The capacitance (C) sim-
ulates the wall compliance, and the proximal (Rp) and distal (Rd) resistances
mimic the viscous resistance that the blood flow undergoes in vessels. [46]

The values of C, Rp and Rd are modeled quantities that preferentially can
be estimated from clinical measurement data.. To estimate patient-specific
values of these elements accurately, the flow rates, based on the velocities
measured with DUS could be used. The first step is to calculate the total
resistance (Rt), the sum of Rp and Rd , in the outlets using the mean pressure
(P̄ ) and the mean flow rate (Q̄).
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Rt =
P̄

Q̄
(2.4)

The second step is to calculate the Rp for the outlets using the measured Rp
values for different segments of the artery, obtained by Westerhof et al (1969).
[47] The third step is to calculate Rd using the values for Rt and Rp. Then, the
total capacitance (C) is calculated through:

C =
Vin
∆P

(2.5)

in which Vin is the inflow volume during systole and ∆P is the pulse pres-
sure. Finally the individual contribution of the outlet compliances is tuned
to match the measured outlet flow rate profiles in the model. The obtained
values of C, Rp and Rd for the outlets are then known and can be used for the
Windkessel model.

Wall

For the wall there are two options for the boundary condition: including
wall motion and dismissing wall motion. [48,49] Neglecting wall motion, also
called a rigid wall, mimics a heavily calcified vessel and is the simplest wall
boundary condition as only the vessel lumen needs to segmented and dis-
cretized. This option is quick, but it does not take into account the interaction
between blood and the vessel wall. Including wall motion does include the
interaction between blood and the vessel wall and the simulations are, there-
fore, more realistic. However, the vessel lumen and vessel wall need to be
segmented individually. Furthermore, the computational time of the model
simulating the interaction between the vessel wall and the arterial lumen is
much longer than the computational time of the rigid wall model. Compar-
ing both wall boundary conditions shows that the two options have a good
agreement in the WSS distribution for the arterial wall. [48, 49]

Material properties

To complete the CFD model, material properties need to be defined for blood.
When assuming the vessel wall to be rigid, the material properties of the ves-
sel wall are irrelevant. For the material properties of blood, the blood viscosity
and blood density need to be defined.

Blood viscosity

Blood is a non-Newtonian fluid with shear-thinning behaviour due to red
blood cells. [37] This implies that the viscosity of blood changes under differ-
ent conditions of shear rate. An increased shear rate occurs in high velocities
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in the blood vessel. This causes red blood cells to move towards the center
of the blood vessel and orient in the flow direction, reducing the viscosity
of blood. For low velocities, the red blood cells are more evenly distributed
throughout the blood vessel, increasing the viscosity of blood. [37]

The viscosity of blood is also influenced by the vessel diameter due to shear
stresses caused by the vessel wall. [50] In small vessels, 3-8 µm, the diameter
of the vessel is similar to the size of red blood cells. This causes the viscosity
to increase. In larger vessels, 10-1000 µm, the red blood cells move towards
the center of the vessel, leaving the plasma to remain close to the wall. This
reduces the blood viscosity and the effect is called the “Fahraeus-Lindquist
effect”. In large blood vessels, in the order of mm, the effect of shear stresses
on red blood cells do not introduce significant non-linear effects and the vis-
cosity is constant in most of the domain. In this case, blood can be considered
as a homogeneous fluid with Newtonian properties. In Figure 2.7 the effect of
the vessel diameter on the viscosity of blood is shown. [50]

Figure 2.7: Viscosity as a function of the tube diameter. For larger diameters,
in the order of mm, the effect of the diameter on the viscosity is constant. [50]
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The effect of modelling Newtonian or a non-Newtonian blood on the WSS in
large arteries (in the order of mm) has been researched. It was found that the
WSS distribution was similar for Newtonian and non-Newtonian blood, but
that the WSS magnitude differed 5-10% between the two. This difference in
magnitude is smaller than the effect of geometry and boundary conditions on
the WSS magnitude. [51]

As a blood viscosity measurement is not part of clinical care and calculation
of the viscosity is a good estimation, the dynamic viscosity (µblood) can calcu-
lated by

µblood = µplasma(1 + 2.5ε+ 6.2ε2) (2.6)

in which µplasma is the viscosity of blood plasma (1.2 mPa.s) and ε is hemat-
ocrit, a value between 0 and 1. [52] For healthy subjects, hematocrit is in the
range of 0.41 - 0.51 for men and 0.36 - 0.47 for women.

Blood density

The density of blood depends on the volume of red blood cells in blood and
is approximately 1060 kg/m3 at 37 ◦C. [37] The density of a fluid is normally
influenced by temperature and pressure. However, for liquids in general this
effect is small, and for blood the temperature change is minimal, and thus the
density is often assumed to be constant. [37]

2.3 CFD solver

After describing the CFD model and the blood properties, the Navier-Stokes
equations can be solved. [19] The Navier-Stokes equation for incompressible,
Newtonian blood is given by

ρ[
∂v
∂t

+ (v · ∇)v] = ρg −∇p+µ∇2v

∇ · v = 0
(2.7)

in which ρ is the density of blood, v is the velocity of blood, t the time, µ the
dynamic viscosity of blood, p the pressure and g the external body force. The
first equation is the conservation of momentum and the second equation the
conservation of mass. The Navier-Stokes equations need to be discretized to
be applied to the mesh points in the CFD model. [37] For the discretization,
three methods can be used: the finite difference method, the finite volume
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method and the finite element method. The finite difference method is the
easiest method. It solves the differential form of the Navier-Stokes equation,
but is limited to a structured mesh. Since in arteries an unstructured mesh
is most often used, the finite volume method and finite element method are
more suitable for this application. [37]

2.4 Postprocessing

After solving the CFD model, the results could be visualized. The most com-
mon parameters used to analyze the CFD results, are the velocity profile, the
WSS and the time-averaged WSS (TAWSS). Paraview (Kitware, Clifton Park,
NY, USA) and Tecplot (Tecplot, Bellevue, WA, USA) could be used to visual-
ize these results. They are able to visualize instantaneous streamlines of the
velocity. Derived from the velocity, the WSS and TAWSS could be calculated,
showing the magnitude and distribution of the WSS and TAWSS.

2.5 Simulation error

In the previous sections, the accuracy of the CFD simulation was mentioned.
Since the CFD simulation is an approximation of reality, errors in the simula-
tion are present. These errors include a numerical error, discretization error
and modelling error. The numerical error is introduced by the computation
as the data is represented as numbers of finite precision. The numerical error
can be reduced by using a stabilized solver and a sufficient number of non-
linear iterations and is usually smaller than the discretization and modelling
error. [53]

The discretization error is the result of discretizing the geometry into small
subdomains, the mesh. The size of the elements of the mesh influences the
accuracy of the CFD simulation. Reducing the discretization error can be
done by increasing the number of elements in the mesh until the mesh has
reached convergence. Convergence has been reached when the difference of
the parameter of interest between a mesh and a finer mesh is below a certain
threshold. This threshold depends on the parameter of interest and the re-
search question. [53]

The modelling error is introduced by the model and the input measurements,
and can be improved by improving the model or increasing the accuracy of in-
put measurements. [53] However, for patient-specific models, it is not always
possible to improve the model, since not all patient-specific data is available.
The main cause of errors in the CFD simulation are thus the result of mod-
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elling errors, including segmentation, boundary conditions and blood prop-
erties. In Chapter 4 the effect of uncertainty in these parameters on the CFD
simulation, will be investigated.
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3Blooming artifact: an in-vitro study

3.1 Introduction

CTA is a commonly used imaging technique in the diagnosis and treatment
planning of PAD and is often used for the segmentation of blood vessels to
obtain a patient-specific geometry. During a CT scan, X-ray is transmitted
through and attenuated by the patient, and eventually measured by detec-
tors. [54] The resulting CT image is composed of voxels containing the value
of the average X-ray attenuation within the voxel, measured in ‘Hountsfield
Units’ (HU). [55] Since different tissues attenuate the X-ray differently, it is
possible to distinguish these tissues in the CT image. A CTA scan is per-
formed to visualize the blood vessels. An iodine contrast agent is adminis-
tered intravenously to the patient to increase the attenuation value of the ves-
sel lumen. [55,56] The resulting attenuation value is in the range of 200 - 600
HU, while the attenuation value of the surrounding tissue, except for bone,
is around 100 HU. [55] Thus, administration of the contrast agent results in
a bigger contrast between the vessel lumen and the surrounding tissue and
thus, in better visualization of blood vessels.

A quantitative evaluation of CTA images of vessels containing stents, how-
ever, is still hard due to artifacts. [57] The most important artifact is blooming,
which describes an effect where the stent strut appears to be larger than it ac-
tually is, causing an underestimation of the vessel lumen. [58] The blooming
artifact could be the result of partial volume averaging and beam hardening.
Partial volume averaging could result in blooming since all different attenua-
tion values within a voxel are averaged. High-density objects (stent struts), re-
sulting in high attenuation values, dominate the attenuation value inside the
voxel and in neighbouring voxels, resulting in exaggeration of the size of the
stent strut. [57] Beam hardening arises when the polychromatic X-ray beam
passes through a high-density object causing the lower energy photons of the
beam to be absorbed more rapidly. [58] The resulting beam measured by the
detectors, contains more higher energy photons than the original beam, which
corresponds to a lower attenuation than that would have been measured by a
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non-hardened beam. The beam hardening artifact near the edges of an object
is smaller than in the center of an object, since the path is smaller. This causes
the edges of the object to look brighter and the center of the object to look
darker when compared to a non-hardened beam. The higher attenuation val-
ues at the edges of stent struts due to beam hardening combined with partial
volume averaging cause the stent struts to seem larger than they actually are.
As a result, the vessel lumen seems smaller than it actually is.

The effect of the blooming artifact on lumen visibility caused by stents in
peripheral arteries has already been investigated in-vitro. [59–61] Kaempf
et al. (2012) [60] found that the visible lumen diameter of two frequently
used stents in the AFS, the Viabahn and Everflex stent, was 83.3% and 78.6%,
respectively. [60] However, these results do not include the lumen visibility
when proximal and distal radiopaque stent markers are used. For an Astron
stent it was shown that the lumen visibility was 68.3% at the proximal and
distal radiopaque stent marker compared to a lumen visibility of 81.2% at
stent areas without these markers. [60] Furthermore, the blooming artifact
of stent-in-stent placement, a frequently used technique in the AFS, was not
investigated. It is known that the blooming artifact is more pronounced in
stent-in-stent placement, but the exact effect is still unknown. [58]

Detector-based spectral CT

The attenuation of a X-ray beam (µ) consists of two components: attenuation
by Compton scattering (µc) and attenuation by photoelectric absorption (µp),
as is shown in Equation 3.1.

µ(x,y,z,E) =µp(x,y,z,E) +µc(x,y,z,E) = αp(x,y,z)fp(E) +αc(x,y,z)fc(E)

αp =ρZ3.8

αc =ρZ

(3.1)

With αx being the characteristic coefficient of the material for photoelectric
absorption and Compton scattering, fx(E) the energy dependency of photo-
electric absorption and Compton scattering, ρ the mass density of the mate-
rial and Z the atomic number. fp(E) and fc(E) are universal energy functions
which do not depend on the material. αc and αp do depend on the material
and are normally unknown. [62]

αc and αp could be obtained by using detector-based spectral CT. The detector-
based spectral CT contains one X-ray tube and two layers of detectors. [63]
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The top detector layer absorbs the low-energy photons and the bottom detec-
tor layer the high-energy photons. αc and αp could be calculated by solving
Equation 3.1 for the high and low energies:

µ(Elow) =αpfp(Elow) +αcfc(Elow)

µ(Ehigh) =αpfp(Ehigh) +αcfc(Ehigh)
(3.2)

As αp and αc can be calculated and fp(E) and fc(E) are known relationships,
virtual monoenergetic images (VMI) at different energies can be constructed.
Based on what the viewer would like to see, certain materials can be enhanced
or impaired in the CTA reconstruction. A high VMI keV image reconstruction
could minimize the absorption of high Z materials, such as stent struts, be-
cause Compton scattering is dominant and minimizes the associated beam
hardening artifact. At low VMI keV scans, on the other hand, the photoelec-
tric effect is dominant and absorption of high Z is enhanced, possibly result-
ing in improved contrast between the vessel lumen and surrounding tissues or
objects. The optimal energy level settings for reducing the blooming artifact
are, however, not yet known, since improved intravascular contrast requires
lower energies (40-70 keV), while artifact reduction requires higher energies
(>100 keV). [62–64]

The goal of this study is to quantify in-vitro the uncertainty in lumen seg-
mentation that is induced by blooming artifacts by stent markers and stent-in-
stent placement. The first aim is to compare the effect of the blooming artifact
in conventional and virtual monoenergetic CTA image reconstructions. The
second aim is to analyze the effect of the blooming artifact on the segmented
in-stent lumen using colliding fronts initialization. It is hypothesized that the
blooming artifact is impaired in virtual monoenergetic image reconstructions
using high keV levels resulting in an improved visible in-stent lumen and
segmented in-stent lumen.

3.2 Methods

Experimental setup

Two Viabahn stents (Gore, Flagstaff, Arizona, USA) were evaluated. The Vi-
abahn stent is a self-expanding, covered (polytetrafluoroethylene) Nitinol stent
used for treatment in the AFS. The stent had a nominal diameter of 6 mm, a
length of 15 cm and a strut thickness of 150 µm. For the phantom setup,
first an acrylic box, inner dimensions 8.5x22x6.5 cm, was designed in Solid-
works (2018, SolidWorks Crop, Waltham, Mass USA), shown in Figure 3.1.
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Two acrylic pins with a diameter of 5.0 mm corresponding to the dimensions
of the AFS were fixed inside the acrylic box. The acrylic box was filled with a
Silicone mixture of Sylgard 184 Silicone Elastomer Base and Sylgard 184 Sili-
cone Elastomer Curing Agent in a 10:1 ratio to mimic the surrounding tissue.
A vacuum chamber was used to reduce the number of air bubbles in the sili-
cone before pouring. After the silicone was hardened, the pins and box were
removed, resulting in a silicone phantom with two hollow tubes, representing
two AFSs. The two Viabahn stents were deployed in one of the AFSs with a 10
cm overlap, resulting in one AFS without stents and one AFS with two partly
overlapping stents (stent-in-stent).

Figure 3.1: Acrylic box, dimensions 220x85x65 mm, containing two pipes,
diameter 5 mm, functioning as a mall for the silicone model. The silicone
model represents two blood vessels and the surrounding tissue.

Finally, the vessels were filled with Xenetix 300 (Guerbet, Villepinte, France)
in a ratio 1:10 with water. Plugs on both ends closed the vessels. The phantom
was placed parallel to the z-axis of the CT scanner to mimic the orientation of
a subject’s AFS inside a CTA-scan.

Scan parameters

Scans were performed on a detector-based spectral CT (IQon Spectral CT,
Philips Healthcare, Amsterdam, the Netherlands) with standard scan param-
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eters for CTA of the lower limbs: collimation 64 x 0.625 mm, rotation time
0.27 s, pitch 0.6, tube current 125 mA and tube voltage 120 kVp.

Image reconstruction

The conventional images of the vascular phantom were reconstructed with
the iDose and iterative model reconstruction (IMR) reconstructions. Further-
more, ten VMI images were reconstructed: 40 keV, 70 - 100 keV in steps of 10
keV and 120 - 200 keV in steps of 20 keV. The iDose and VMI image recon-
structions had a slice thickness of 3 mm and the IMR image reconstruction a
slice thickness of 0.9 mm. The pixel size for all reconstructions was 0.3223 x
0.3223 mm.

Image analysis

For every image reconstruction, image analysis was performed at five loca-
tions:

1. Vessel without stent (L1);

2. One stent (L2);

3. Two overlapping stents (L3);

4. Proximal/distal stent marker, single stent (L4);

5. Proximal/distal stent marker, two overlapping stents (L5).

These analysis locations are visualized in Figure 3.2.

Figure 3.2: Image analysis locations for the in-vitro model. The red and
blue dots represent the radiopaque proximal/distal stent markers of the stent
grafts. L1: vessel without stent, L2: single stent, L3: double stent, L4: single
stent + stent markers, L5: double stent + stent markers.
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Image parameters

The obtained images were loaded into MATLAB for objective image analy-
sis. Four parameters were obtained at the analysis locations: the measured
lumen diameter as a percentage of the theoretical lumen diameter (PVL), the
stent thickness, the contrast-to-noise ratio (CNR) and the signal-to-noise ratio
(SNR). First, the intensity profile was determined of a drawn horizontal line
in the axial plane, as can be seen in Figure 3.3 as the blue line in the left figure.
The visible lumen diameter was measured as the distance between the max-
imum gradient of the two intensity peaks. The visible lumen diameter was
divided by the theoretical lumen diameter (vessel - 2 · strut thickness for sin-
gle stent, vessel - 4 · strut thickness for double stent) to obtain the PVL. The
thickness of the stent struts was determined as the full width at half max-
imum (FWHM) of the intensity peak, the yellow line in the right figure of
Figure 3.3. For L4 and L5, the stent thickness and PVL were determined in
one slice as the radiopaque stent markers were only visible in one slice. The
stent width and PVL were measures six times and then averaged. For the
other analysis locations, the PVL and stent width were measured two times in
three consecutive slices and then averaged.

Figure 3.3: Principle of the objective measurement of the visible vessel lumen
and the stent strut thickness. Left: axial slice at the double stent location in
the 70 keV virtual monoenergetic image reconstruction. The blue line is the
horizontal line drawn to determine the pixel intensity profile. Right: the cor-
responding pixel intensity profile. The blue line shows the intensity profile,
the red lines the height of the maximum intensity peaks and the yellow lines
the thickness of the stent struts (FWHM).
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The CNR and SNR were obtained as objective measurements of the image
quality. The CNR and SNR were calculated as follows:

CNR =
HUl −HUt

SDt
(3.3)

SNR =
HUl

SDl
(3.4)

in which HUl is the mean pixel intensity of the vessel lumen, HUt the mean
pixel intensity of the surrounding tissue, SDt the standard deviation of the
pixel intensity of the surrounding tissue and SDl the standard deviation of
the pixel intensity of the vessel lumen. The mean and standard deviation
of the pixel intensity of the vessel lumen and the surrounding tissue were
obtained by placing a rectangular region of interest in the vessel lumen and
the surrounding tissue. These regions of interest did not include vessel walls,
plaques, stents and blooming artifacts. The mean and standard deviation of
these regions of interest were then calculated.

Segmentation

The iDose, IMR and the optimal VMI image reconstruction (largest PVL, small-
est stent thickness) were segmented using the level set method of implicit de-
formable models including regularization, explained in Chapter 2, using VMTK-
lab (Orobix, Bergamo, Italy). From the obtained segmentation the centerline
was determined from which the radius was calculated. The PVL was then
calculated for the different analysis locations.

Statistical analysis

Statistical analysis was performed using IMB SPSS statistics 25 (IBM, New
York, NY, USA). The difference in PVL, stent thickness, SNR and CNR be-
tween each data set was checked for normality using the Shapiro-Wilk test
with p <0.05 being significant. In case of a normal distribution, a dependent
t-test was performed, otherwise a Wilcoxon signed-rank test was used. The
PVL and stent thickness were compared between image reconstructions and
analysis locations (pairwise). The SNR and CNR were only compared between
the image reconstructions, also pairwise. A p-value of <0.05 was considered
significant.
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3.3 Results

Image parameters

Lumen visibility

The visible lumen as a percentage of the theoretical lumen ranged from 103.41-
107.98% for L1, 75.41-81.69% for L2, 70.69-88.30% for L3, 65.18-76.74% for
L4 and 64.36-89.18% for L5, as is shown in Figure 3.4. The PVL for every im-
age reconstruction in L1 was higher than 100%, indicating an overestimation
of the visible lumen. The PVL of VMI 40 keV was significantly lower and the
PVL of VMI 140 keV was significantly higher than the PVL of the iDose image
reconstruction (p < 0.05). No significant differences were found between the
IMR image reconstruction and the iDose and spectral image reconstructions.

The PVL in L2-L5 were all smaller than 100%, indicating an underestimation
of the visible lumen. The PVL at L2 and L4 containing a single stent were
significantly lower than the PVL at L3 and L5 containing a double stent (p
< 0.01) for all image reconstructions. Furthermore, the differences between
L2 and L4, and L3 and L5 were significant for all image reconstructions, with
L4 being significantly smaller than L2 (p < 0.01) and L5 being significantly
smaller than L3 (p < 0.01). The PVL in the IMR image reconstruction was
significantly higher than in the spectral image reconstructions for all analy-
sis locations, except for VMI 70 keV (p = 0.92) and 80 keV (p = 0.46) at L2
and VMI 180 keV (p = 0.21) at L3, and significantly higher than the iDose
image reconstruction in analysis locations L2, L4 and L5. The PVL in the
iDose image reconstruction was significantly higher compared to the PVL in
the spectral image reconstructions in L4 and L5, expect for VMI 70 keV (p
= 0.92) and 80 keV (p = 0.11) at L4 and VMI 100 keV at L5 (p = 0.46). The
PVL in the iDose image reconstruction differed significantly from the spectral
image reconstructions at L2 for VMI 40 - 80 keV, VMI 120 keV and VMI 160
keV (p < 0.05). For L3, the PVL in the iDose image reconstruction differed
significantly compared to the spectral images, except for VMI 80 keV, VMI
120 keV and VMI 200 keV.
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(a) L1: no stent.

(b) L2: single stent.

(c) L3: double stent.

(d) L4: radiopaque stent marker, single stent.

(e) L5: radiopaque stent marker, double stent.

Figure 3.4: Measured visible lumen as a percentage of the theoretical lumen for analysis loca-
tions L1 - L5 for the iDose, IMR and several virtual monoenergetic image reconstructions.
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Stent thickness

The measured stent thickness ranged from 0.85 - 1.09 mm at L2 and 0.77 -
1.10 mm at L4 for the single stent (theoretical stent thickness 0.150 mm) and
from 0.91 - 1.41 mm at L3 and 0.96 - 1.29 mm at L5 for the double stent (the-
oretical stent thickness 0.300 mm), as is shown in Figure 3.5. The measured
stent thickness for L3 and L5 (double stent) was significantly higher than the
measured stent thickness for L2 and L4 (single stent) (p < 0.01) for all image
reconstructions. The measured stent thickness in L3 was significantly higher
than the measured stent thickness in L5 (p < 0.01), but no significant differ-
ence was found between L2 and L4 (p = 0.80). The differences between the
IMR image reconstruction and the spectral image reconstructions at all anal-
ysis locations were significant (p < 0.05), except for VMI 40 keV at L2 (p =
0.11). The stent thickness in the iDose image reconstruction was significantly
higher than in the VMI 70 keV image reconstruction at L2 and L4 and was
significantly lower at L2 for VMI 100 keV - 200 keV and at L4 for VMI 140
keV - 200 keV (p < 0.05). For L3, the iDose image reconstruction differed
significantly for VMI 40 keV and 120 keV - 200 keV (p < 0.05) and for L5,
the iDose image reconstruction differed significantly compared to all spectral
image reconstructions. The measured stent thickness for the IMR image re-
construction was significantly higher than the iDose image reconstruction for
L2, L3, L4 and L5.

The measured stent thickness gradually increased with an increasing keV
level, as can be seen in Figure 3.5. At L3, L4 and L5, all differences in mea-
sured stent thickness between the keV levels were significant, except for VMI
70 keV compared to 80 keV (p = 0.46) and 90 keV compared to 100 keV (p=
0.92) at L4 and VMI 100 keV compared to 120 keV (p = 0.11) and VMI 180
keV compared to 200 keV (p = 0.92) at L5. At L2, VMI 40 keV compared to 70
keV (p = 0.92), VMI 100 keV compared to 120 keV (p = 0.11), VMI 140 keV
compared to 160 keV (p = 0.92) and VMI 180 keV compared to 200 keV (p =
0.11) were not significant, the other sets were.
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(a) L2: single stent.

(b) L3: double stent.

(c) L4: radiopaque stent marker, single stent.

(d) L5: radiopaque stent marker, double stent.

Figure 3.5: Measured stent thickness (mm) for analysis location L2 - L5 in the
iDose, IMR and several virtual monoenergetic image reconstructions.
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Image quality

The SNR and CNR decreased as the VMI energy level increased, as can be
seen in Figure 3.6. There was a significant difference in SNR between the VMI
keV levels (p < 0.05) except for VMI 80 keV compared to VMI 90 kev, VMI
160 keV compared to VMI 180 keV and VMI 180 keV compared to 200 keV.
The differences in CNR between the VMI keV levels were all significant (p <
0.05). The SNR of VMI 40 - 70 keV were significantly higher than the SNR of
the iDose and IMR image reconstructions (p = 0.043) and the SNR of VMI 120
- 200 keV were significantly lower than the iDose and IMR image reconstruc-
tions (p = 0.043). The CNR of VMI 40-70 keV were significantly higher than
the CNR of the iDose image reconstruction (p = 0.043) and the CNR of VMI
100-200 keV were significantly lower than the iDose image reconstruction (p
= 0.043). The CNR of VMI 40 keV was significantly higher than the CNR of
the IMR image reconstruction (p = 0.043) and the CNR of VMI 90 - 200 keV
were significantly lower than the CNR of the IMR image reconstruction (p =
0.043).

(a)

(b)

Figure 3.6: The contrast-to-noise ratio (CNR) and signal-to-noise ratio (SNR)
for the iDose, IMR and several virtual monoenergetic image reconstructions.
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Segmentation

The segmentation and PVL of image reconstructions VMI 70 keV, iDose and
IMR are shown in Figures 3.7, 3.8 and 3.9, respectively. Two interruptions in
the segmentation can be observed, which were caused by air bubbles in the
vessel lumen (black asterisks). The mean diameter and standard deviation
for L1, L2 and L3 for the IMR, iDose and VMI 70 keV are shown in Table
3.1. A significant difference was found between all analysis location between
the iDose and 70 keV VMI image reconstruction. For L1 70 keV VMI was
significantly higher (p = 0.012), for L2 70 keV VMI was significantly higher
(p < 0.01) and for L3 iDose was significantly higher (p < 0.01). The PVL in
the IMR image reconstruction was significantly larger than the iDose and 70
keV VMI image reconstructions for all analysis locations (p < 0.01). The mean
PVL values obtained in the three reconstructions were all significantly lower
than the measured PVL in the corresponding CTA image reconstruction.

Table 3.1: The diameter (mm) for analysis locations L1 - L3 for the segmenta-
tion of the IMR, iDose and VMI 70keV image reconstructions, shown as mean
± standard deviation.

Diameter (mm)
IMR iDose VMI 70 keV

L1 94.47 ± 4.31 75.44 ± 8.69 80.64 ± 6.85

L2 75.99 ± 5.62 69.99 ± 5.99 73.51 ± 4.08

L3 80.22 ± 0.98 74.73 ± 3.42 70.35 ± 1.57
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3.4 Discussion

The effect of the blooming artifact on the visible in-stent lumen in conven-
tional and virtual monoenergetic CTA image reconstructions, and on the seg-
mented arterial lumen using the level set method of implicit deformable models
was investigated.

CTA image reconstruction

Contrary to expectations, this study showed that the blooming artifact showed
the largest reduction in the IMR image reconstruction, a conventional image
reconstruction. The measured stent thickness in the IMR image reconstruc-
tion was significantly lower than the spectral and iDose image reconstructions
for all analysis locations (L2- L5), except for VMI 40 keV at L2. Further-
more, the PVL measured in the IMR image reconstruction was significantly
higher compared to most of the spectral image reconstructions and the iDose
image reconstruction. As, due to the blooming artifact, the apparent strut
thickness is increased and the visible in-stent lumen is reduced, the results
of this study imply that the blooming artifact is smaller in the IMR image re-
construction compared to the iDose and spectral image reconstructions. The
other conventional image reconstruction, iDose, did not perform better than
all spectral image reconstructions. The measured stent thickness in the VMI
70 keV image reconstruction was, in general, significantly smaller than the
measured stent thickness in the iDose image reconstruction. When compar-
ing the PVL in the iDose image reconstruction to the spectral image recon-
structions, highly varying results were observed and no clear trend was seen.

Furthermore, it was hypothesized that the blooming artifact was reduced more
in the VMI image reconstructions using high keV levels compared to the VMI
image reconstructions using low keV levels. However, the measured stent
thickness showed the opposite trend: the measured stent thickness gradually
increased with an increasing keV level (70 keV - 200 keV). The measured stent
thickness in the VMI 40 keV image reconstruction did not fit in this trend and
was in analysis location L3 and L5 significantly larger than the measured stent
thickness in the other spectral image reconstructions. A decreasing PVL with
increasing keV level corresponding to the trend of the measured stent thick-
ness, was observed in analysis locations L2 and L4. The PVL measured in the
VMI 40 keV image reconstruction in analysis locations L3 and L5 was also sig-
nificantly smaller than the PVL in the other spectral image reconstructions.
The PVL measured in the other spectral image reconstructions (70 keV - 200
keV), however, did not decrease with an increasing keV level.
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The inconsistency between the hypothesis and the results could be the result
of the two mechanisms influencing the amount of blooming in the CTA scan:
the beam hardening artifact and partial volume averaging. The first mecha-
nism, the beam hardening artifact, could be reduced using VMI image recon-
structions with high keV levels, as stated in Section 3.1. However, increasing
the keV level is at the expense of the image quality. [64] This effect was seen
in the SNR and CNR results: the SNR and CNR generally decreased signifi-
cantly with increasing keV level steps. The attenuation of the used iodinated
contrast increased with a decreasing keV level as the keV level reached the
k-edge of iodine (33 keV). [65] The image quality in the VMI 40 keV image re-
construction was, thus, significantly better than the image quality in the VMI
200 keV image reconstruction. However, the VMI 40 keV image reconstruc-
tion was more influenced by beam hardening than the VMI 200 keV image
reconstruction, resulting in a significantly higher measured stent thickness.
Because of this trade off between the beam hardening artifact reduction and
image quality, the optimal spectral image reconstruction is somewhere in be-
tween the 40 keV and 200 keV, benefiting from the optimal balance between
artifact reduction and image quality. In this study, the optimal spectral im-
age reconstruction was around 70 keV, as the measured stent thickness was
smallest in this spectral image reconstruction.

The second mechanism, partial volume averaging, is the result of averaging
all different attenuation values within a voxel, causing high attenuation val-
ues to dominate the final attenuation value of the voxel. The effect of partial
volume averaging could be reduced by improving the spatial resolution since
the spatial resolution determines the size of the voxel. The spatial resolution
can be improved by reducing the pixel size and slice thickness, amongst oth-
ers. In this study, the slice thickness of the IMR image reconstruction was
smaller than in the other image reconstructions, namely 0.9 mm instead of
3 mm. Although, the CNR and SNR for the IMR image reconstruction were
significantly lower than the CNR and SNR in the VMI 70 keV image recon-
struction, the measured stent thickness in the IMR image reconstruction was
significantly lower. The results of this study do, therefore, imply that partial
volume averaging has a larger impact on the amount of blooming in the CTA
scan than the beam hardening artifact, which caused the IMR image recon-
struction to be the optimal image reconstruction to minimize the blooming
artifact in the CTA scan.

The amount of blooming in conventional and spectral image reconstructions
has already been investigated. Halpern et al. (2009) [66] studied the effect of
blooming on the visible in-stent lumen in a coronary phantom using a single-
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source dual-energy CT system. The FWHM was obtained to determine the
strut thickness and the visible in-stent lumen. No significant differences be-
tween the conventional, spectral containing low keV levels or spectral con-
taining high keV levels image reconstructions were found. However, the spec-
tral image reconstruction containing high keV levels performed significantly
better than the conventional and spectral containing low keV levels image
reconstruction when the visible in-stent lumen and strut thickness were mea-
sured by two independent observers. Zhang et al. (2019) [64], who studied
the blooming artifact caused by stents in the lower extremities in the iDose
and VMI image reconstructions, also measured the in-stent visible lumen by
two independent observers. They found a significantly higher measured in-
stent lumen for VMI 80 keV - 150 keV compared to the measured in-stent
lumen for the iDose image reconstruction. A subjective image quality score,
including attenuation, noise and stent-related artifacts, was also assessed and
the score was significantly higher between 70 keV - 90 keV compared to the
iDose image reconstruction. Combining the measured in-stent lumen and the
image quality resulted in an optimal VMI image reconstruction at 90 keV.

It is surprising that the objective and subjective measurements provide con-
tradicting results and the question arises whether these results could be com-
pared. Subjective results by Halpern and Zhang suggest that using spectral
images with high keV levels improves the visible in-stent lumen and strut
thickness. [64,66] However, objective measurements, FWHM method for strut
thickness and visible in-stent lumen by Halpern and FWHM method for strut
thickness and maximum gradient method for visible in-stent lumen in this
study, did not find significant improvements when using spectral images with
high keV levels. Especially for the maximum gradient method it is surprising
that it shows contradicting results, since it was designed to represent a subjec-
tive measurement. It was thought that an observer would choose the maximal
difference between pixel intensities as the interface between the vessel lumen
and the stent strut. However, these results imply that the parameters ana-
lyzed using subjective measurements, differ from the parameters using objec-
tive measurements. This could also explain the higher optimal VMI keV level
found by Zhang, VMI 90 keV, compared to the optimal VMI keV level found
in this study, VMI 70 keV. [64]

Segmentation

The PVL based on the segmentation showed similar results as the results
obtained in the CTA image reconstruction analysis. The PVL measured in
the IMR segmentation was significantly larger than the PVL measured in the
other segmentations, indicating that the segmentation was less affected by the
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blooming artifact in the IMR image reconstruction. The PVL measured in the
VMI 70 keV segmentation was significantly higher than the iDose segmen-
tation in two out of three analysis locations, indicating that the VMI 70 keV
reconstruction performs slightly better than the iDose image reconstruction.
This was also seen in the CTA image reconstruction analysis. The segmen-
tation of the optimal CTA image reconstruction, IMR, had mean PVL values
of 94.5%, 76.0% and 80.2% for analysis locations L1, L2 and L3, respectively.
The maximum deviation of the true lumen was, thus, 23%.

The mean PVL values of analysis locations L1, L2 and L3 in the segmentations
were significantly smaller than measured in the CTA scan. This was proba-
bly caused by the proximal/distal radiopaque stent markers. In the centerline
data obtained from the segmentation, it was not clear what data points be-
longed to the radiopaque stent markers. It was, therefore, chosen to divide
the segmentation into three analysis locations, L1, L2 and L3, instead of five.
The data of the radiopaque stent markers was automatically included in the
other analysis locations. The effect of the radiopaque stent markers, reduc-
ing the diameter of the segmented lumen, was, therefore, also included in the
mean of the other analysis locations.

Although it was not possible to determine the exact location of the radiopaque
stent markers in the centerline data, the approximate location was known: L4
around 10 and 210 mm, L5 around 60 and 160 mm. Based on this infor-
mation, it was found that the effect of the radiopaque stent markers on the
segmented arterial lumen was most prominent in analysis location L4 (ra-
diopaque stent marker, single stent) for all three segmentations. The segmen-
tation based on the IMR image reconstruction showed an underestimation
in PVL of 33% at approximately 210 mm, thus near the proximal/distal ra-
diopaque stent marker of the single stent. Surprisingly, the effect of the ra-
diopaque stent marker in analysis location L5 (radiopaque stent marker, dou-
ble stent) was not observed in this analysis. In the transition of double stent
to single stent, the PVL remained constant and then increased. It could be
possible that the radiopaque stent marker of stent 1 was positioned between
the stent struts of stent 2. L5 was then not a radiopaque stent marker with a
double stent, but with a single stent. As the PVL was calculated using the the-
oretical diameter of a double stent, the PVL could be overestimated. It could
also be possible that the blooming artifact caused by the radiopaque stent
marker did not stand out, because the single and double stent also caused a
blooming artifact.
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Limitations

The PVL measured in the CTA reconstructions and segmentations for the sin-
gle stent analysis locations was, surprisingly, significantly lower than or simi-
lar to the PVL for the double stent analysis locations. As in case of the double
stent location the stent strut layer is doubled, it was thought that the blooming
artifact would be more prominent in these analysis locations. A likely cause
for this discrepancy is the insufficient image resolution of the CTA reconstruc-
tions. The pixel size in the CTA reconstructions was 0.3223 mm, while the
stent strut was 0.150 mm. This means that both a single stent (0.150 mm) and
a double stent (0.300 mm) could be detected in only one pixel and thus result
a similar attenuation in the CTA scan. Furthermore, the strut thickness of the
single stent would always be overestimated as being two times the real size
as the CTA scan cannot distinguish the single stent struts. Since the single
stent strut is always overestimated, the visible in-stent lumen is always un-
derestimated. Due to the resolution, it is possible that the single stent strut is
relatively more overestimated than the double stent struts, resulting in a sim-
ilar measured stent thickness. The theoretical in-stent lumen for the single
and double stent do, however, differ, which could have resulted in a smaller
PVL in the single stent locations compared to the double stent locations.

Furthermore, the theoretical in-stent lumen used to calculate the PVL was
based on an ideal situation in which the stents were placed perfectly to the
vessel wall. However, it could be that the stents were not completely un-
folded during stent placement, especially the proximal and distal parts of the
stent. It is also possible that the pressure of the double stent was higher than
expected, causing the lumen diameter of the vessel to increase. Both cases re-
sult in uncertainty in the theoretical lumen. Uncertainty also arose from the
determination of analysis locations L4 and L5. The radiopaque stent mark-
ers for each analysis location were only visible in one slice. It was, therefore,
harder to draw a representative line used to determine the intensity profile.

Future perspectives

For future research it would be recommended to study the effect of the bloom-
ing artifact on the visible in-stent lumen and segmented arterial lumen using
optical coherence tomography (OCT). [67] OCT is an intravascular imaging
modality that uses near-infrared light and obtains cross-sectional images of
the vessel lumen. It is able to detect the vessel lumen and stent struts with
high resolution (axial 12 - 14 µm, lateral 20 - 40 µm), which is ten times as
small as the pixel size in the used CTA reconstructions. The improved reso-
lution could reduce the blooming artifact by minimizing partial volume av-
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eraging. [66] Furthermore, the resolution would be sufficient to distinguish
individual stent struts and be able to compare the blooming artifact caused
by single and double stents. Finally, OCT could give more insight in the posi-
tioning of the stent to the vessel wall and provide a better theoretical in-stent
lumen diameter.

It would also be interesting to compare the subjective and objective measure-
ment techniques for the PVL and stent thickness. Comparing the used ob-
jective techniques in this study to the subjective technique in the study by
Zhang et al. (2019) [64] by performing one study combining both methods,
could provide more insight in the effect of using a VMI image reconstruc-
tion with high keV levels on the blooming artifact. Furthermore, in case the
subjective and objective methods are not comparable, it could provide more
insight in the differences between both methods and could possibly improve
future methods. Moreover, it would be recommended to theoretically analyze
the effect of the contrast, stent struts and stent markers on the CTA scan to be
able to understand the results of the conventional and spectral image recon-
structions better.

This study emphasized the balance between artifact reduction, image quality
and partial volume averaging on the blooming artifact in the CTA scan. VMI
image reconstructions can be used to minimize the beam hardening artifact,
but this effect is minimal with insufficient image quality and image resolu-
tion. The blooming artifact was most prominent near the proximal/distal ra-
diopaque stent marker causing a vessel narrowing at the stent marker in the
segmentation. [68] Using this segmentation in a patient-specific CFD simu-
lation would probably adversely affect the CFD solution as the segmentation
contains a false vessel narrowing. To know the effect of uncertainty in geom-
etry on the CFD solution, uncertainty quantification could be performed, see
Chapter 4. Furthermore, the geometrical error could be corrected using the
active tubes segmentation technique (Chapter 2), but the feasibility of this tech-
nique has not yet been established. Therefore, more research is needed to find
the optimal image reconstruction and segmentation technique to minimize
the blooming artifact and optimize the visible in-stent lumen. The optimized
visible in-stent lumen could eventually be used to improve the diagnosis and
treatment of PAD and reduce the uncertainty in the patient-specific geometry
used in CFD.
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3.5 Conclusion

The conventional IMR image reconstruction reduced the blooming artifact
caused by stent struts more than the conventional iDose and virtual monoen-
ergetic image reconstructions. This is most likely caused by the reduced slice
thickness compared to the other image reconstructions, thereby reducing par-
tial volume averaging and thus the blooming artifact. The underestimation of
the visible lumen was with 33% most prominent near the proximal/distal ra-
diopaque stent markers. Conventional IMR and virtual monoenergetic image
reconstructions with similarly reduced pixel size or slice thickness should be
compared using subjective and objective measurement methods.
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4Uncertainty quantification

4.1 Introduction

Arterial hemodynamics play an important role in the local development and
progression of atherosclerosis. [11, 12] Disturbed flow, as is seen near bifur-
cations, branches and curvatures, resulting in a low WSS (<0.4 Pa), causes
the endothelium to become more susceptible to atherosclerosis. [13] Visual-
izing the blood flow and flow-derived parameters in patients could provide a
better understanding of the development and progression of atherosclerotic
plaques. The complex blood flow could be simulated using CFD. [19,44] With
CFD flow parameters that are hard to acquire in patients, such as the WSS, can
be obtained and the effect of changes due to a pathology or treatment on the
blood flow can be simulated. However, for clinically feasible CFD simula-
tions, simplifications are inevitable to reduce the complexity of the compu-
tational model and to compensate for the lack of (adequate) patient-specific
data needed as input to the CFD model. These uncertainties in the inputs of
the CFD model can affect the CFD solution. [19, 44]

Input parameters that could affect the accuracy of the CFD solution include
the geometry, blood properties and boundary conditions. The distribution
and magnitude of the WSS are highly sensitive to uncertainties in the geom-
etry, which could induce a change in TAWSS in the order of 37% to 48%.
[44, 69–71] These changes in TAWSS magnitude and distribution are much
higher than the changes due to uncertainty in the inlet and outlet boundary
condition, which are in the order of 10% and 15-23%, respectively. [44,72–75]
Uncertainty in the wall boundary condition and blood viscosity also induce
changes in the TAWSS magnitude, 30% and 10%, respectively, but do not sig-
nificantly change the TAWSS distribution. [44, 48, 49, 51] As these input pa-
rameters could all influence the accuracy of the CFD solution, it is important
to know the uncertainty in the input parameters and to quantify the sensi-
tivity of the CFD solution to these uncertainties to be able to set appropriate
input parameters.



4.2. METHOD

The AFS is a common anatomical site for the development of atherosclerotic
plaques, which are often treated with stents. [3–5] In about 20% of the pa-
tients, however, an in-stent restenosis occurs within one year after interven-
tion. [8,9] Being able to visualize blood flow dynamics in these patients could
provide a better understanding and an improved prediction of stent failure.
The objective of this study is to analyze the effect of uncertainty in the geom-
etry and inlet boundary condition on the CFD solution in the stented AFS. In
Chapter 3 it was shown that uncertainty in geometry caused by the blooming
artifact of stent struts was most prominent near proximal/distal radiopaque
stent markers. Uncertainty in geometry was, therefore, studied by varying
the vessel diameter near these proximal/distal stent markers. In Chapter 2
two methods to obtain a velocity profile as the inlet boundary condition were
elaborated: an analytical Womersley velocity profile and an experimentally
measured echo PIV velocity profile. Both inlet velocity profiles were com-
pared to analyze the effect of uncertainty in the inlet boundary condition on
the CFD solution.

4.2 Method

The current study is a continuation of a previous study by our group (CCMO
nr: 2018-4355), investigating the feasibility of femoral blood flow quantifica-
tion in and around stented lesions using echo PIV.

Study population

Two patients who recently (<6 weeks) received endovascular treatment of a le-
sion in the AFS with a bare metal or covered stent were studied. Exclusion cri-
teria included uncontrolled hypertension, severe pulmonary disease and clin-
ically unstable cardiac disease. Patient 1 received two self-expanding stent
grafts (Gore Viabahn, distal 250x6 mm and proximal 150x6 mm). Patient 1
already had one bare metal stent (length 60 mm). The overlap between the
bare metal and the distal Viabahn stent was 35 mm and the overlap between
the two Viabahn stents was 80 mm. Patient 2 received two self-expanding
stent grafts (Medtronic Everflex, distal 100x6 mm and proximal 200x6 mm).
The overlap between the stent grafts was 50 mm.

Measurements

Apart from routine clinical care, study procedures included additional mea-
surements to obtain the patient-specific data necessary for the CFD simula-
tion. Around the time of the surgery the hematocrit was measured. Three to
seven weeks after stent placement, a CTA scan, DUS measurement and echo
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PIV measurement of the femoral bifurcation were obtained. The measure-
ment locations for the DUS and echo PIV measurement are shown in Figure
4.1. Both the DUS and echo PIV measurement were performed in the AFC (1),
AFP (3) and AFS (pre (4) and post stent (5)). The echo PIV measurement also
included a measurement in the femoral bifurcation (2).

Figure 4.1: Measurement locations in the femoral bifurcation: (1) AFC, (2)
femoral bifurcation, (3) AFP, (4) AFS pre stent and (5) AFS post stent.

CFD model

The post-operative IMR CTA image reconstruction was used to segment the
femoral bifurcation using VMTKLab. The level set method of implicit deformable
models including regularization was used to reconstruct the 3D patient-specific
geometry of the patient. For the proximal/distal radiopaque stent markers
the active tubes segmentation technique was used. An unstructured mesh con-
taining tetrahedals was created using the open-source software SimVascu-
lar (SimTK, Stanford, USA). [76] A three-layer prismatic boundary layer was
added to more accurately resolve the boundary layer with high velocity gra-
dients. The convergence of the mesh was checked using the 95th percentile
of the TAWSS. The TAWSS was measured on the vessel wall along the first
few centimeters of the proximal AFS, including the proximal stent marker,
and the 95th percentile was calculated. This calculated 95th percentile of the
TAWSS was compared to the 95th percentile of a mesh containing twice as
many elements. The mesh was considered converged when the difference be-
tween the calculated 95th percentile of the TAWSS of the mesh and the finer
mesh was less than 5%.

At the inlet a Womersley velocity profile, derived from DUS measurements
as mentioned in Chapter 2, was imposed. A 3-element Windkessel model
was chosen as outlet boundary condition. The values for Rp, C and Rd in the
AFS and AFP were set to match the DUS measurements at these locations as
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well. For the wall boundary condition a rigid wall with a no-slip condition
was set. Blood was assumed to be Newtonian as the diameter of the femoral
arteries is large. Furthermore, the blood density was assumed constant and
the blood flow incompressible. The simulations were performed with Simvas-
cular, which uses a finite element code. For every simulation, first a steady
simulation was performed to optimize the convergence towards a periodic so-
lution for the pulsatile simulation. At least five cardiac cycles were simulated
in the pulsatile simulation to reach a periodic solution and only the last car-
diac cycle was used in the analysis.

Uncertainty quantification

The effect of uncertainty in the geometry and inlet boundary condition on
the accuracy of the CFD solution were studied. The CFD model as described
above, was used, but the geometry and inlet boundary condition were varied,
as is elaborated below.

Geometry

Patient 1 was selected to analyze the effect of uncertainty in the geometry on
the CFD solution. The parameter settings used in the CFD simulation of all
cases of patient 1 are shown in Table 4.1.

Table 4.1: Parameter settings for the CFD simulation of patient 1.

Blood properties AFC AFS AFP

Hematocrit 3.85 × 10−1

Dynamic viscosity
(g mm−1 s−1)

3.50 × 10−3

Fluid density 1.06 × 10−3

(g mm−3)

Kinematic viscosity
(mm2 s−1)

3.26

Diameter (mm) 7.00 6.00 5.00

Rp (g mm−4 s−1) 3.92 × 10−2 7.18 × 10−2

C (mm4 s2 g−1) 4.51 × 10−1 3.00 × 10−1

Rd (g mm−4 s−1) 4.13 3.65

As in Chapter 3 it was found that the uncertainty in geometry is most promi-
nent at proximal/distal stent markers, the vessel diameter at the first proxi-

52



CHAPTER 4. UNCERTAINTY QUANTIFICATION

mal stent marker in the segmentation of patient 1 was varied. Based on the
standard segmentation of patient 1, two situations were modeled: underesti-
mation and overestimation of the vessel diameter. First, the initializations for
under- and overestimation were created using active tubes initialization (Chap-
ter 2). For the overestimation situation, the radius of the seed included the
vessel lumen and the stent struts, visualized in Figure 4.2 with the orange
circle. For the underestimation situation, the radius of the seed excluded the
stent struts (blue circle in Figure 4.2). Based on these initializations, several
segmentations with different vessel diameters at the proximal stent marker
were created by adjusting the amount of curvature smoothing (value between
0 and 1). An increased curvature resulted in a decreased lumen diameter. The
cases investigated in this study, their diameter at the proximal stent marker
and the diameter difference between the case and the standard segmentation,
are shown in Table 4.2. The segmentations represent a set of scenarios of ex-
treme under- and overestimation found in Chapter 3 (S1 and S4) and a more
realistic range of under- and overestimation in the order of pixel size errors
(S2 and S3).

Figure 4.2: Underestimation (blue) and overestimation (orange) of the vessel
lumen at the proximal radiopaque stent marker.

Table 4.2: The segmented vessel diameters at the proximal radiopaque stent
marker for the standard segmentation and the under- and overestimation
cases. ∆D is the difference in diameter between the standard segmentation
and the case.

Case S1 Case S2 Standard Case S3 Case S4

Diameter proximal
marker (mm)

2.82 3.70 4.44 5.12 6.16

∆D (mm [%]) -1.62
(36.5%)

-0.70
(16.7%)

- 0.68
(16.0%)

1.74
(38.7%)
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Inlet boundary condition

Patient 2 was selected to analyze the effect of the inlet velocity profile on the
CFD solution. The parameter settings used in the CFD simulation of all cases
of patient 2 are shown in Table 4.3. At the inlet two velocity profiles were
imposed: an analytical Womersley’s velocity profile based on the flow rate
measured with DUS and an experimentally measured echo PIV velocity pro-
file. Several steps were taken to transform the echo PIV data to a usable inlet
velocity profile for the CFD simulation. The two major transformations were
the conversion of the 2D longitudinal echo PIV data to a 3D axial velocity
field and fitting the echo PIV data to the grid points used in SimVascular. A
3D velocity field was obtained by converting the data to a polar coordinate
system and linearly interpolate along the theta-coordinate. Then bilinear in-
terpolation was used to obtain velocity data at the grid points used in Sim-
vascular. Temporal smoothing of the echo PIV data was performed to remove
measurement errors. A detailed description of the steps taken to transform
and smooth the echo PIV data is provided in Appendix A.

Table 4.3: Parameter settings for the CFD simulation of patient 2.

Blood properties AFC AFS AFP

Hematocrit 4.10 × 10−1

Dynamic viscosity
(g mm−1 s−1)

3.70 × 10−3

Fluid density 1.06 × 10−3

(g mm−3)

Kinematic viscosity
(mm2 s−1)

3.47

Diameter (mm) 8.00 5.00 5.00

Rp (g mm−4 s−1) 5.31 × 10−2 7.18 × 10−2

C (mm4 s2 g−1) 8.95 × 10−2 4.47 × 10−1

Rd (g mm−4 s−1) 4.43 2.14

The flow rates of the Womersley simulation and original echo PIV simulation
are shown in Figure 4.3a. As the difference in flow rates between the simula-
tions was large, a third simulation was performed: a Womersley inlet velocity
profile with the flow rate based on the echo PIV measurement. The original
flow rate profile of the echo PIV data was used, as smoothing of the echo PIV
data was not successful, shown in Figure 4.3b. Finally, three simulations were
performed: Womersley simulation with flow rate based on DUS measurement
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(Womersley simulation), Womersley simulation with flow rate based on echo
PIV measurement (new Womersley simulation) and echo PIV simulation with
flow rate based on echo PIV measurement (echo PIV simulation).

(a)

(b)

Figure 4.3: Top: (a) Flow rate for the Womersley and echo PIV simulations.
Bottom (b) Flow rate for the echo PIV, new Womersley and smoothed echo
PIV simulation.
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Data analysis

The data of the CFD simulations were imported in Tecplot and Paraview. Tec-
plot was used to create velocity streamlines during different moments of the
cardiac cycle: peak systole, systolic deceleration and peak backflow, shown in
Figure 4.4. The TAWSS over one cardiac cycle was calculated (Equation 4.1)
and visualized as a contour of the geometry. Using Tecplot, the differences in
TAWSS distribution, especially low TAWSS (<0.4 Pa) were reported. To obtain
differences in TAWSS magnitude (global and local), Paraview was used. The
95th percentile of the global and local TAWSS and the percentage of regions
of low TAWSS were calculated.

TAWSS =
1
T

∫ T

0
|τw |dt (4.1)

Figure 4.4: The flow rate during one cardiac cycle. The dotted lines indicate
the time instances for which velocity streamlines are visualized: peak systole,
systolic deceleration and peak backflow.
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4.3 Results

Uncertainty quantification - geometry

The patient-specific geometry and the TAWSS over one cardiac cycle for the
standard simulation of patient 1 are shown in Figure 4.6. The radiopaque
stent markers and the direction of the stent graft are indicated with the ar-
rows. The AFC showed some changes in lumen diameter due to plaques. Re-
gions of low TAWSS were seen especially in the AFC, around the femoral bi-
furcation and distal to the bare metal stent. The TAWSS over one cardiac cycle
around the femoral bifurcation for all cases of patient 1 is shown in Figure 4.7.
The differences in lumen diameter around the first proximal radiopaque stent
marker (black arrow) between the cases is evident. The distribution of low
TAWSS (<0.4 Pa) for all cases was similar, except for the proximal AFS. In the
extreme lumen underestimation case (case S1) a new stroke of low TAWSS was
seen distal to the radiopaque stent marker. This region of low TAWSS was not
seen in the more realistic lumen underestimation case (case S2). For the over-
estimation cases (case S3 and case S4) a region of low TAWSS was observed
proximal to the radiopaque stent marker. This region was larger for case S4.
The total geometry and TAWSS for case S1 - S4 are shown in Appendix B.

The velocity streamlines for all cases of patient 1 are visualized during peak
systole (Figure 4.8), systolic deceleration (Figure 4.9) and peak backflow (Fig-
ure 4.10). During peak systole, low velocities and flow recirculations were
seen at the inner side of the curved AFC and higher velocities (120 - 180 cm/s)
at the outer side of the curved AFC. The higher velocities entered the inner
side of the femoral bifurcation and flowed through the AFS and AFP. Flow
recirculations at the outer side of the femoral bifurcation and extending into
the proximal AFS at the outer side of the femoral bifurcation were observed
in all cases. The higher velocities entered the AFS at the inner side of the
bifurcation. In case S3 and especially case S4 these higher velocities moved
into the vessel enlargement at the proximal radiopaque stent marker, causing
a flow split: higher velocities flowed further downstream of the AFS and flow
recirculations developed proximal to the maximum of the vessel enlargement.
This was not seen in the standard simulation or in the lumen underestimation
cases. High velocities (160 - 200 cm/s) in and distal to the vessel narrowing at
the proximal radiopaque stent marker were observed in case S1 during peak
systole and systolic deceleration. Due to a flow deceleration distal to the ves-
sel narrowing, flow recirculations developed distal to the vessel narrowing at
the outer side of the femoral bifurcation. The regions of flow recirculation and
low velocities increased during systolic deceleration and peak backflow. The
velocity streamlines at all highlighted regions of Figure 4.6 for the standard

57



4.3. RESULTS

simulation and the cases are shown in Appendix B.

TAWSS comparisons

The area of low TAWSS (<0.4 Pa) was similar for all cases of patient 1 for the
total segmentation, the AFC (Figure 4.5a) and distal to the bare metal stent
(Figure 4.5c). In the proximal AFS (Figure 4.5b), the region of low TAWSS
was two times as large for case S3 and almost ten times as large for case S4
compared to the standard simulation of patient 1. The 95th percentile of the
TAWSS measured globally and locally was similar for all cases, except for case
S1 in the proximal AFS, which was twice as large as the other cases. The
percentage of areas with a TAWSS <0.4 Pa and the 95th percentile for the
different cases and locations are reported in Table 4.4.

Table 4.4: The distribution of regions of low TAWSS (<0.4 Pa) and the 95th
percentile for the standard simulation of patient 1 and cases S1, S2, S3 and
S4. The distribution is given for the total segmentation (global), the AFC, the
proximal AFS and distal to the bare metal stent.

Case S1 Case S2 Standard Case S3 Case S4

Global (%) 3.35 3.49 3.13 3.42 3.65

95th percentile 5.73 5.35 5.59 5.61 5.62

AFC (%) 10.49 9.68 9.37 10.85 9.38

95th percentile 5.26 4.63 4.31 5.24 4.55

Proximal AFS (%) 1.72 2.44 1.28 3.93 10.13

95th percentile 13.00 6.78 6.33 5.70 5.52

Distal to stent (%) 10.06 10.16 9.33 10.14 10.57

95th percentile 3.80 3.92 4.07 4.09 4.22
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Figure 4.5: The selected regions in the AFC (a), the proximal AFS (b) and
distal to the bare metal stent (c) to determine the local percentage TAWSS
<0.4 Pa. The arrows indicate the radiopaque stent marker and the direction
of the stent graft.
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Figure 4.6: The TAWSS over one cardiac cycle for the standard simulation
of patient 1. The proximal and distal stent markers of the three stents are
indicated with the arrows: black for the proximal Viabahn stent, blue for the
distal Viabahn stent and orange for the bare metal stent.
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Uncertainty quantification - inlet velocity profile

The segmentation and TAWSS over one cardiac cycle for patient 2 with Wom-
ersley inlet velocity profile are shown in Figure 4.12. All femoral arteries
showed diameter changes due to plaques. Segmentation of the AFP, approxi-
mately 3 cm distal from the bifurcation, was not possible due to a major nar-
rowing of the vessel lumen. The AFP was extended manually to still be able
to simulate a fully developed flow in the AFP. Regions of low TAWSS were
seen in the AFC, proximal in the AFP, proximal in the AFS and downstream
of the AFS around diameter changes and stent struts and distal to the distal
stent. The TAWSS over one cardiac cycle around the femoral bifurcation for all
simulations of patient 2 is shown in Figure 4.13. The areas of low TAWSS in-
creased when comparing the new Womersley (Figure 4.13b) and the echo PIV
simulation (Figure 4.13c) to the Womersley simulation (Figure 4.13a). The
distribution of low TAWSS in the new Womersley simulation and the echo
PIV simulation was similar in the proximal AFS and differed in the AFC. The
total geometry and TAWSS for the new Womersley and echo PIV simulation
are shown in Appendix C.

The velocity streamlines for all cases of patient 2 are visualized during peaksys-
tole (Figure 4.14), systolic deceleration (Figure 4.15) and peak backflow (Fig-
ure 4.16). The differences in velocity magnitude between the Womersley sim-
ulation on the one hand and the new Womersley simulation and the echo PIV
simulation on the other hand is striking. The Womersley simulation reaches
a velocity of 120 cm/s in the AFC and the other simulations a velocity of ap-
proximately 80 cm/s. During peak systole in the Womersley simulation high
velocities entered the inner side of the bifurcation and flowed further into the
AFP and AFS at the inner side of the bifurcation. In the proximal AFS flow re-
circulations developed at the outer side of the bifurcation. A similar flow pat-
tern was seen during systolic deceleration in the Womersley simulation, but
also in the new Womersley simulation and the echo PIV simulation. Further-
more, areas of flow recirculations increased in all cases, and especially in the
echo PIV simulation at the right side of the AFC. During peak backflow more
flow recirculations and lower velocities were observed. The velocity stream-
lines around the bifurcation visualized in another direction for the different
simulations are shown in Appendix C

TAWSS comparisons

The areas of low TAWSS increased by a factor of at least two in all locations
when comparing the new Womersley simulation and the echo PIV simulation
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to the Womersley simulation. Furthermore, the percentage of low TAWSS was
higher in the new Womersley simulation compared to the echo PIV simula-
tion in the AFC (Figure 4.11a), but similar in the AFS (Figure 4.11b). The
95th percentile for the Womersley simulation was higher than the other sim-
ulations in all locations. The percentage of areas with a low TAWSS and the
95th percentile for the different simulations and locations are reported in Ta-
ble 4.5.

Table 4.5: The distribution of regions of low TAWSS (<0.4 Pa) and the 95th
percentile for the Womersley, Womersley based on echo PIV flow rate and
echo PIV simulation of patient 2. The distribution is given for the total seg-
mentation (global), the AFC and the proximal AFS.

Womersley New Womersley echo PIV

Global (%) 8.61 21.4 18.3

95th percentile 6.86 2.62 2.79

AFC (%) 15.2 48.1 33.7

95th percentile 4.92 1.59 1.81

Proximal AFS (%) 15.9 39.2 37.7

95th percentile 4.41 1.40 1.59

(a) (b)

Figure 4.11: The selected regions in the AFC (a) and the proximal AFS (b) to
determine the local percentage TAWSS <0.4 Pa.
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Figure 4.12: The TAWSS over one cardiac cycle for patient 2 using a Wom-
ersley inlet velocity profile. The proximal and distal stent markers and the
direction of the stents are indicated with the arrows: black for the proximal
Everflex stent and blue for the distal Everflex stent.
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Figure 4.13: The TAWSS over one cardiac cycle in the femoral bifurcation for
patient 2: (a) Womersley, (b) new Womersley and (c) echo PIV.

Figure 4.14: Velocity streamlines during peak systole for patient 2: (a) Wom-
ersley, (b) new Womersley and (c) echo PIV.
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Figure 4.15: Velocity streamlines during systolic deceleration for patient 2:
(a) Womersley, (b) new Womersley and (c) echo PIV.

Figure 4.16: Velocity streamlines during peak backflow for patient 2: (a)
Womersley, (b) new Womersley and (c) echo PIV.
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4.4 Discussion

The goal of this study was to investigate the effect of uncertainty in the geome-
try and inlet velocity profile on the CFD solution. Uncertainty in the geometry
was induced by varying the vessel diameter at the first proximal radiopaque
stent marker. As inlet boundary condition, a Womersley velocity profile with
a DUS based flow rate, a Womersley velocity profile with an echo PIV based
flow rate and an echo PIV velocity profile with an echo PIV based flow rate
were compared.

Uncertainty in geometry

Varying the vessel diameter at the proximal stent marker of the proximal stent
did influence the magnitude and distribution of the TAWSS. However, this
influence was only seen around the proximal marker of the proximal stent.
The percentage of regions of low TAWSS (<0.4 Pa) were similar between the
cases for the global, AFC and distal to distal stent calculations. Significant
differences were seen in the proximal AFS. The percentage of low TAWSS was
higher for all cases compared to the standard simulation of patient 1. The
region of low TAWSS was three and ten times as large for case S3 and case
S4, respectively, when comparing to the standard simulation. The local dif-
ferences caused by varying the vessel diameter at the proximal stent marker
were also visible in the TAWSS and velocity streamlines plots. In both over-
estimation cases (S3 and S4) an increased region of low TAWSS was observed
proximal to the vessel enlargement at the proximal stent marker. It was seen
that the higher velocities in the AFC entered the inner side of the bifurca-
tion, causing the higher velocities to enter the AFS at the inner side of the
bifurcation. These higher velocities moved into the vessel enlargement, caus-
ing a flow split: the higher velocities flowed further downstream of the AFS
and flow recirculations developed proximal to the vessel enlargement. As the
proximal AFS at the inner side of the bifurcation was smoother in the stan-
dard simulation of patient 1 and in the underestimation cases (S1 and S2),
this flow split was not seen in these cases. High velocities of 160 - 200 cm/s
were seen in the vessel narrowing at the proximal stent marker of case S1.
Due to a flow deceleration distal to the vessel narrowing, flow recirculations
developed distal to the vessel narrowing. The regions with low velocities and
flow recirculations, thus, corresponded to the regions of low TAWSS.

Although the changes in blood flow patterns were limited to the area around
the proximal stent marker, these locally changed blood flow patterns could
be of great importance when CFD is used in clinical care. Regions of low
TAWSS are associated with the development and progression of atherosclero-
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sis, which could eventually result in PAD. [13] To be able to use the simulated
TAWSS and blood flow patterns to predict the progression of PAD and stent
failure or determine the optimal treatment and/or follow-up, the CFD solu-
tion should be reliable. In this study, especially the difference in CFD solution
in the proximal AFS between the standard simulation and case S4 was striking
as the region of low TAWSS increased by a factor of ten. This could result in
a different clinical decision. However, as mention before, case S1 and case S4
are extreme cases and case S2 and case S3 represent the possible deviations
in a patient-specific geometry better. The regions of low TAWSS in the AFS
increased by a factor of two and three for cases S2 and S3, respectively. Fur-
thermore, the TAWSS for the global calculation differed approximately 10%
from the standard simulation. This value is lower than found by Thomas
et al. (2003) [77] who studied the reproducibility of image-based CFD and
discovered a difference of approximately 37% in the TAWSS due to geometric
differences. The discrepancy between the results could arise from the induced
differences between the studied geometries. In this study, uncertainty in the
geometry was only induced at the proximal stent marker of the proximal stent
and the other parts of the geometry were identical. In the study by Thomas,
seven geometries were created based on different scan settings. It is likely that
the scan settings influenced the total geometry, instead of locally as in this
study, which could explain the higher difference found by Thomas. Whether
the local differences in TAWSS found in cases S2 and S3 are significant to re-
sult in a different clinical decision could not be concluded from this study.

Uncertainty in inlet boundary condition

For the uncertainty in inlet boundary condition, two parameters were changed:
the velocity profile and the flow rate. The effect of the flow rate on the CFD
solution was evident. The percentage of the region of low TAWSS for the new
Womersley simulation, based on the lower echo PIV flow rate, was 21.4%,
while the percentage for the Womersley simulation was 8.61%. The distribu-
tion of the regions of low TAWSS was similar for both simulations, but the
regions grew for the new Womersley simulation. Furthermore, lower veloci-
ties were seen in the new Womersley simulation compared to the Womersley
simulation. During peak systole, this resulted in different flow patterns in
the AFS. In the Womersley simulation, the higher velocities entered the inner
side of the bifurcation, causing flow separation in the proximal AFS. Higher
velocities moved further through the AFS and flow recirculations developed
in the proximal AFS at the outer side of the bifurcation. In the new Womer-
sley simulation, the flow in the proximal AFS was more structured. During
systolic deceleration a similar flow separation was also seen in the new Wom-
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ersley simulation. Based on these simulations it could be concluded that the
flow rate affects the CFD solution globally by influencing flow patterns and
the WSS magnitude.

Differences in inlet velocity profile affected the CFD solution as the TAWSS
magnitude and distribution differed. The differences in TAWSS were mostly
seen in the AFC. The percentage of low TAWSS was higher in the new Wom-
ersley simulation (49.1%) compared to the echo PIV simulation (33.7%). Fur-
thermore, the distribution of these regions differed between the cases: in the
echo PIV simulation a large region of low TAWSS was visible at the right side
of the AFC, which was not seen in the new Womersley simulation. Differ-
ences were also observed during systolic deceleration. Low velocities in the
AFC were seen in both simulations, but the regions of flow recirculation dif-
fered. In the echo PIV simulation, a large region of flow recirculation at the
right side of the AFC was seen, while flow recirculations in the new Wom-
ersley circulation were localized at the left side of the AFC. The differences
in the AFS between both cases were minimal. The percentage of low TAWSS
in the new Womersley simulation was higher than the echo PIV simulation,
39.2% compared to 37.7%, but this difference was not significant. Further-
more, when comparing the TAWSS magnitude and distribution, and velocity
streamlines in the proximal AFS, no clear differences were visible. The results
of these simulations, therefore, imply that the influence of the inlet velocity
profile is limited to the AFC.

When comparing the effect of the flow rate and inlet velocity profile on the
CFD solution, these results imply that the flow rate affects the CFD solution
more. The global difference caused by a difference in flow rate was 250%,
while the difference caused by the inlet velocity profile were 14.5%. Campbell
et al. (2012) [78], who studied the effect of inlet velocity profiles on CFD
simulations, also found that the flow rate influenced the CFD solution more
than the inlet velocity profile. They also stated that the impact of the geometry
on the CFD solution is larger than the influence of the inlet velocity profile.
The results of this study do not enhance this statement, as the effect of the
geometry in this study was 10% compared to an effect of 14.5% caused by
the inlet velocity profile. Furthermore, different patients were used for the
geometry and inlet velocity profile analysis and the results of these analyses
are, therefore, hard to compare as the different patient-specific geometries
and flow rates influence the results found in this study. Based on the results
of this study, it cannot be concluded whether the differences in flow rate and
inlet velocity profile affect the clinical decision. However, it is implied that the
flow rate affects the CFD solution globally, which could make it more difficult
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to detect rightly simulated regions of low TAWSS when using a non patient-
specific flow rate.

Limitations

An important limitation in this study is the number of patients and cases sim-
ulated. As mentioned before two patients were studied, but only one per main
analyses: uncertainty in geometry and uncertainty in inlet velocity profile.
The effect of uncertainty in geometry and inlet velocity profile observed in
this study could be patient-specific and drawing thorough conclusions based
on these results is, therefore, difficult. Selecting two to four more patients
with different geometries (difference in amount of calcification, bifurcation
angle and stent placement) and different velocity profiles and flow rates could
overcome this limitation. Furthermore, the cases simulated in this study were
limited. In this study only uncertainty in one stent marker was analyzed while
more stent markers were present in the CTA image and could affect the seg-
mentation. The overall effect of the radiopaque stent markers on the CFD
solution could be underestimated. Simulating uncertainty in different stent
markers in one simulation could provide more insight in the total effect of
uncertainty in geometry caused by the blooming artifact.

Another limitation is the limited quality of the echo PIV data. The echo PIV
data of patient 1 only contained two to four data points per axial slice, thereby
only covering a quarter to a half of the axial slice. Retrieving a full inlet ve-
locity profile without many assumptions was, therefore, not possible. Fur-
thermore, large differences in the flow rates obtained with the DUS and echo
PIV measurements were observed (factor of two during peak systole). As seen
in this study, the CFD solution is sensitive to changes in the flow rate. It is,
therefore, important to use a flow rate closest to the patient’s true flow rate.
Further research is needed to understand the differences in flow rate between
the two measurements and determine the optimal flow rate for the patient-
specific simulation. Moreover, the original echo PIV data was noisy, probably
due to limited bubble visibility causing the velocity vectors to be wrongly
determined. Especially the drop in the flow rate at 0.08 s seems to be a mea-
surement error and smoothing of the data could be necessary. In this study,
temporal smoothing of the original echo PIV velocity data was not adequate,
since the drop at 0.08 s was still present in the smoothed flow rate data. Spa-
tial smoothing and smoothing of the angles of the velocity vectors could pos-
sibly result in smoother flow rate data. However, it is important to maintain
a flow rate close to the patient-specific flow rate as because of smoothing the
flow rate during peak systole decreases, which influences the CFD solution.
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Future perspectives

For future research it would be recommended to further study the effect of
uncertainty in geometry and inlet boundary condition as well as other in-
put parameters. Furthermore, a study comparing the CFD solutions before
and after intervention using different velocity profiles could provide more
insight in whether it is necessary to simulate the patient’s true velocity pro-
file to observe the effect of an intervention. If, for example, the difference in
CFD solution between before and after intervention using a Womersley and
echo PIV velocity profile is similar, using a patient-specific velocity profile
may not be necessary to demonstrate the effect of the intervention. Moreover,
this study could not conclude whether the differences in CFD solution due to
uncertainty in geometry and inlet velocity profile would result in a different
clinical decision. To be able to do this, boundaries in which the differences in
CFD solution are clinically acceptable, are needed. These boundaries could
be obtained by investigating the effect of differences in input parameters on
the CFD solution and the clinical decision based on these CFD solutions.

When the effect of the geometry and inlet boundary condition on the CFD
solution and clinical decision making are known, the CFD method should be
further improved. Adverse effects arising from uncertainty in the geometry
need to be prevented by improving the imaging modality or segmentation
method. Furthermore, the echo PIV measurements and analysis need to be
improved to be able to use echo PIV in a more diverse group of patients and
obtain a more reliable flow rate. If these challenges are overcome, the next
step would be to investigate the added value of the CFD solution in the clinical
care of patients diagnosed with PAD.

4.5 Conclusion

This study showed that uncertainty in geometry near radiopaque stent mark-
ers results in local changes in TAWSS magnitude and distribution. The region
of low TAWSS in the proximal AFS increased with a factor two for case S2 and
factor three for case S3. The global difference compared to the standard sim-
ulation was approximately 10%. The largest difference in locally measured
TAWSS was found for case S4 (overestimation of the vessel lumen) with an
increased region of factor ten. Uncertainty in the inlet velocity profile caused
local differences in TAWSS magnitude and distribution in the AFC of 30%,
resulting in a global difference of 14.6%. The effect of uncertainty in the flow
rate was larger, global difference up to 250%, but only the TAWSS magnitude
was affected. To be able to draw thorough conclusions regarding the effect of
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uncertainty in the geometry and inlet boundary condition on the CFD solu-
tion, more patients and cases need to be analyzed.
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5Future perspectives

This thesis emphasized the importance of using an appropriate geometry, in-
let velocity profile and flow rate as both input parameters influence the CFD
solution. Uncertainty in geometry is mainly caused by the quality of the used
image reconstruction and segmentation technique. [68] An inadequate im-
age resolution (pixel size and slice thickness) increases the partial volume
averaging effect and thus the blooming artifact, as was seen in the in-vitro
study in Chapter 3. Reducing the uncertainty in the geometry by reducing
the blooming artifact could be achieved by using OCT instead of CTA. The
spatial resolution of OCT is ten times as high as the spatial resolution of CTA,
making it possible to distinguish individual stent struts and obtain a more
detailed patient-specific geometry. [67] OCT could also be used to investigate
the feasibility of using the active tubes segmentation technique to correct for
the geometric error caused by the proximal/distal radiopaque stent markers,
suggested in Chapter 3, by comparing an OCT-based segmentation and CTA-
based segmentation with active tubes segmentation. As the feasibility of OCT
in the lower extremities is still limited, a study investigating the feasibility
of OCT in the femoral arteries should be performed primarily to the applica-
tions mentioned above.

The results of this thesis showed the effect of uncertainty in the geometry and
inlet boundary condition on the CFD solution, but no thorough conclusions
could be drawn regarding the effect of the uncertainty on the clinical decision
making. The observed changes in CFD solution could not be categorized as
no clear boundaries or decision tree was available. To know whether differ-
ences in CFD solution are significant, a study investigating which parameters
determine the clinical decision (a region of low TAWSS [<0.4 Pa] is or is not
‘at risk’) needs to be conducted. However, the TAWSS itself is most likely also
an important parameter in the development of PAD, but the added value of
TAWSS calculated by CFD in the prediction of PAD has not yet been proven.
A study comparing the calculated TAWSS and clinical outcome of patients
(presence of restenosis) could provide new insights necessary to create clear
boundaries or a decision tree for the CFD solution combining the calculated



TAWSS and possibly other parameters. Follow-up of the patients studied in
this research could provide initial results on this matter.

When the CFD method is improved, the CFD solution is reliable and CFD-
calculated flow parameters are found to correlate to the development of atheroscle-
rosis, CFD could eventually be used in clinical care. CFD could be used to
simulate the effect of stent placement on the blood flow, resulting in patient-
specific treatment planning. Furthermore, the risk of developing a resteno-
sis could be predicted, which could influence the follow-up of the patient.
Especially when the duration of the CFD process is reduced, CFD could be
routinely used in clinical care.
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6Conclusion

This thesis emphasized the importance of setting appropriate input param-
eters in the CFD model. Uncertainty in geometry caused by the blooming
artifact of stent struts was quantified in an in-vitro model of the AFS. Analy-
sis showed that the blooming artifact showed the largest reduction in the con-
ventional IMR image reconstruction when compared to the iDose and spectral
VMI image reconstructions. Uncertainty in the segmented lumen caused by
the blooming artifact was most prominent near proximal/distal radiopaque
stent markers resulting in an in-stent lumen underestimation of 33%. Uncer-
tainty in the geometry near these markers caused local changes in the CFD so-
lution. Overestimation of the lumen diameter of approximately 33% resulted
in an increased region of low TAWSS of a factor ten in the proximal AFS. Over-
and underestimation of approximately 16% caused an increased region of low
TAWSS of a factor three and two, respectively, in the AFS, resulting in a global
difference of approximately 10%. Uncertainty in inlet velocity profile induced
local changes in the CFD solution of 30% in the AFC, resulting in a global dif-
ference of 14.6%. The effect of uncertainty in the geometry and inlet velocity
profile on the global CFD solution were significantly smaller than the effect
of the flow rate on the global CFD solution (up to 250%). To be able to draw
thorough conclusions regarding the effect of uncertainty in the geometry and
inlet boundary condition on the CFD solution, more patients and cases need
to be analyzed.
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AVelocity profile based on echo PIV
measurements

The echo PIV measurements were performed in the longitudinal plane, as is
shown in Figure A.1. For the echo PIV data to be used as inlet boundary
condition in SimVascular, the echo PIV data needed to be translated to a 3D
velocity profile in an axial slice. Furthermore, the obtained 3D velocity data
needed to be fitted to the grid points used in Simvascular. The steps to achieve
these goals are elaborated further in the following sections.

Figure A.1: Velocity vectors in the AFC based on echo PIV measurements.



A.1. LONGITUDINAL TO AXIAL ECHO PIV VELOCITY PROFILE

A.1 Longitudinal to axial echo PIV velocity profile

First, the coordinate system, shown in Figure A.1, was rotated in such a way
that u was parallel to the direction of the main velocity component, in this
case parallel to the vessel wall. The angle (φ) between u and the vessel wall
was determined, as is shown in Figure A.1, and the rotated velocity compo-
nents (u′ and v′) were calculated using the rotating matrix, shown in Equation
A.1. u′v′

 =

cos(φ) -sin(φ)

sin(φ) cos(φ)


uv

 (A.1)

Second, the longitudinal velocity data was translated to axial velocity data.
One column containing the velocity data of u′ and v′ (from now on accent
is left out) was chosen from the longitudinal velocity data, preferably corre-
sponding anatomically to the segmented inlet. The column was split in the
middle, now the center of the blood vessel, into u0/v0 and u180/−v180. Based
on the vector containing the locations of u and v, the vector r, the radius of
the blood vessel containing the locations of u0/v0 and u180/−v180, was deter-
mined. Using r and a self-defined angle (θ), the velocity data was rotated and
interpolated over 180◦ in steps of θ: u0/v0 to u180/−v180 and u180/−v180 to
u0/v0. An axial velocity profile was the result.

A.2 Echo PIV fitted to grid SimVascular

First, the echo PIV xy-plane was superimposed on the SimVascular xy-plane
by translating the center of both planes to xy-coordinate (0,0). The radius of
the echo PIV plane was rescaled in such a way that the maximum radius was
equal to the smallest radius of the SimVascular plane minus ∆R. The ∆R was
added as echo PIV is not able to measure accurately near the vessel wall and
the velocity at the vessel wall is always zero. When the echo PIV plane was
superimposed on the SimVascular plane, three situations were identified:

1. Grid points at the vessel wall;

2. Grid points within the radius of the echo PIV plane;

3. Grid point between the vessel wall and the radius of the echo PIV plane.

The different situations are visualized in Figure A.3.
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APPENDIX A. VELOCITY PROFILE BASED ON ECHO PIV
MEASUREMENTS

(a) Longitudinal plane

(b) Axial plane (c) Axial plane

Figure A.2: Process of obtaining an axial velocity field of a longitudinal ve-
locity field. (a) Longitudinal view of a blood vessel. The black dots indicate
velocity data and the grey rectangle shows the selected velocity column to ro-
tate. (b) Axial view of a blood vessel. The selected velocity column is shown
again, but is divided into two separate columns (dark blue and light blue).
(c) Axial view of a blood vessel. The velocity data of the two columns is in-
terpolated over a certain angle (θ), resulting in a velocity field in the axial
plane.

Figure A.3: Axial view of a blood vessel. The black line represents the Sim-
Vascular plane and the blue line the echo PIV plane. Three regions can be
identified. Grid points at the vessel wall (black line), grid points within ra-
dius of the echo PIV plane (blue region) and grid points between the vessel
wall and radius of the echo PIV plane (orange region).
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A.2. ECHO PIV FITTED TO GRID SIMVASCULAR

The velocity in x-, y- and z-direction for the grid points at the vessel wall
was always zero. For the other grid points, bilinear interpolation was used to
obtain the velocity components:

f (θ,r) =
1

(θ2 −θ1)(r2 − r1)

[
θ2 −θ θ −θ1

]f (Q11) f (Q12)

f (Q21) f (Q22)


r2 − rr − r1

 (A.2)

∆r and ∆θ were constant for the grid points within the radius of the echo PIV
plane. The rectangle between which the r and θ of the grid point fell (P ),
shown in Figure A.4, was found and by solving Equation A.2 u and v of the
grid point was interpolated.

Figure A.4: Bilinear interpolation. The red dots indicate the known data
points and the blue dot the unknown data point, obtained with bilinear in-
terpolation.

For the grid points between the echo PIV plane and vessel wall it was harder to
perform bilinear interpolation. As the plane of SimVascular, which depends
on the patient-specific geometry, was not a perfect circle, ∆r was not constant
anymore. Therefore, for every grid point between the vessel wall and the
echo PIV plane the closest points on the vessel wall were identified and the
mean r of these points was calculated. The mean r was then used to create
nodes at the desired angles and create the rectangle necessary for bilinear
interpolation.
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A.3 2D to 3D velocity profile

The obtained 2D velocity profile was translated to a 3D velocity profile in x-,
y- and z-direction. The z-axis was perpendicular to the axial plane and was
therefore equal to u. v was split into a x- and y-component, calculated using
trigonometry. Finally, a 3D echo PIV velocity profile was obtained. This veloc-
ity profile did, however, assume that the axial plane was perpendicular to the
z-axis defined in SimVascular. The normal of the axial plane was determined,
the angle between the normal and the x-axis and y-axis defined by SimVascu-
lar was calculated and the velocity vectors were rotated in such a way that the
z-axis defined by Simvasular was perpendicular to the axial plane.

A.4 Smoothing

Temporal smoothing was performed on the original echo PIV data points, the
grey rectangle in Figure A.2a. Robust local regression was used to remove
outliers from the smoothed data. The resulting smoothed magnitude of the
velocity vectors of one echo PIV data point is shown in Figure A.5a. The flow
rate obtained from the smoothed echo PIV data still showed a drop around
0.08 s, see Figure A.5c. This could result from the fast change in the angle
of the velocity vectors of the original echo PIV data around 0.08 s, see Figure
A.5b. Another explanation could be that only temporal smoothing and no
spatial smoothing was performed
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A.4. SMOOTHING

(a) (b)

(c)

Figure A.5: Smoothing of the echo PIV data. (a) The magnitude of the velocity
vector for the original and smoothed echo PIV data. (b) The angle of the ve-
locity vector for the original echo PIV data. (c) The flow rate for the smoothed
echo PIV data.
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BUncertainty in patient-specific
geometry



B.1. STANDARD SIMULATION OF PATIENT 1

B.1 Standard simulation of patient 1

Figure B.1: The TAWSS over one cardiac cycle for the standard simulation
of patient 1. The proximal and distal stent markers of the three stents are
indicated with the arrows: black for the proximal Viabahn stent, blue for the
distal Viabahn stent and orange for the bare metal stent.
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APPENDIX B. UNCERTAINTY IN PATIENT-SPECIFIC GEOMETRY

Figure B.2: Velocity streamlines during peak systole (left), systolic deceler-
ation (middle) and peak backflow (right) for the highlighted regions of the
standard simulation of patient 1.
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B.2. CASE S1

B.2 Case S1

Figure B.3: The TAWSS over one cardiac cycle for patient 1 case S1 (underes-
timation of vessel lumen). The proximal and distal stent markers of the stent
are indicated: black for the proximal Viabahn stent, blue for the distal Vi-
abahn stent and orange for the bare metal stent. The decreased diameter at
the proximal stent marker of the proximal Viabahn is clearly visible.
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APPENDIX B. UNCERTAINTY IN PATIENT-SPECIFIC GEOMETRY

Figure B.4: Velocity streamlines during peak systole (left), systolic decelera-
tion (middle) and peak backflow (right) for the highlighted regions of patient
1 case S1 (underestimation of vessel lumen).
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B.3. CASE S2

B.3 Case S2

Figure B.5: The TAWSS over one cardiac cycle for patient 1 case S2 (underes-
timation of vessel lumen). The proximal and distal stent markers of the stent
are indicated: black for the proximal Viabahn stent, blue for the distal Vi-
abahn stent and orange for the bare metal stent. The decreased diameter at
the proximal stent marker of the proximal Viabahn is visible.
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APPENDIX B. UNCERTAINTY IN PATIENT-SPECIFIC GEOMETRY

Figure B.6: Velocity streamlines during peak systole (left), systolic decelera-
tion (middle) and peak backflow (right) for the highlighted regions of patient
1 case S2 (underestimation of vessel lumen).
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B.4. CASE S3

B.4 Case S3

Figure B.7: The TAWSS over one cardiac cycle for patient 1 case S3 (overesti-
mation of vessel lumen). The proximal and distal stent markers of the stent
are indicated: black for the proximal Viabahn stent, blue for the distal Vi-
abahn stent and orange for the bare metal stent. The increased diameter at
the proximal stent marker of the proximal Viabahn is visible.
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APPENDIX B. UNCERTAINTY IN PATIENT-SPECIFIC GEOMETRY

Figure B.8: Velocity streamlines during peak systole (left), systolic decelera-
tion (middle) and peak backflow (right) for the highlighted regions of patient
1 case S3 (overestimation of vessel lumen).
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B.5. CASE S4

B.5 Case S4

Figure B.9: The TAWSS over one cardiac cycle for patient 1 case S4 (overesti-
mation of vessel lumen). The proximal and distal stent markers of the stent
are indicated: black for the proximal Viabahn stent, blue for the distal Vi-
abahn stent and orange for the bare metal stent. The increased diameter at
the proximal stent marker of the proximal Viabahn is clearly visible.
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Figure B.10: Velocity streamlines during peak systole (left), systolic decelera-
tion (middle) and peak backflow (right) for the highlighted regions of patient
1 case S4 (overestimation of vessel lumen).
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CUncertainty in inlet velocity profile



C.1. WOMERSLEY WITH DUS BASED FLOW RATE

C.1 Womersley with DUS based flow rate

Figure C.1: The TAWSS over one cardiac cycle for patient 2 using a Womersley
inlet velocity profile. The proximal and distal stent markers and the direction
of the stents are indicated with the arrows: black for the proximal Everflex
stent and blue for the distal Everflex stent.
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APPENDIX C. UNCERTAINTY IN INLET VELOCITY PROFILE

Figure C.2: Velocity streamlines during peak systole (left), systolic deceler-
ation (middle) and peak backflow (right) around the femoral bifurcation for
patient 2 using a Womersley inlet velocity profile.
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C.2. WOMERSLEY WITH ECHO PIV BASED FLOW RATE

C.2 Womersley with echo PIV based flow rate

Figure C.3: The TAWSS over one cardiac cycle for patient 2 using an echo
PIV inlet velocity profile. The proximal and distal stent markers of the stents
are indicated: black for the proximal Everflex stent and blue for the distal
Everflex stent.
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APPENDIX C. UNCERTAINTY IN INLET VELOCITY PROFILE

Figure C.4: Velocity streamlines during peak systole (left), systolic deceler-
ation (middle) and peak backflow (right) around the femoral bifurcation for
patient 2 using a Womersley inlet velocity profile based on an echo PIV flow
rate.
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C.3. ECHO PIV WITH ECHO PIV BASED FLOW RATE

C.3 Echo PIV with echo PIV based flow rate

Figure C.5: The TAWSS over one cardiac cycle for patient 2 using an echo
PIV inlet velocity profile. The proximal and distal stent markers of the stents
are indicated: black for the proximal Everflex stent and blue for the distal
Everflex stent.
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APPENDIX C. UNCERTAINTY IN INLET VELOCITY PROFILE

Figure C.6: Velocity streamlines during peak systole (left), systolic deceler-
ation (middle) and peak backflow (right) around the femoral bifurcation for
patient 2 using an echo PIV inlet velocity profile.
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