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Abstract

The ability to automatically count animals may be essential for their survival. Out
of all living mammals on Earth 60% are livestock, 36% humans, and only 4% are
animals that live in the wild. In a relatively short period, human development of civi-
lization caused a loss of 83% of all wildlife and 50% of all plants. The rate of species
extinctions is accelerating. Wildlife surveys provide a population estimate and are
conducted for various reasons such as species management, biology studies, and
long term trend monitoring. In this thesis, we propose the use of deep learning
(DL), together with satellite imagery, to count the numbers of sea lions with high
precision. The proposed approach shows promising results than the state-of-art DL
models used for counting, indicating that proposed method has the potential to be
used more widely in large-scale wildlife surveying projects and initiatives.
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Chapter 1

Introduction

The ability to automatically count animals may be essential for their survival. Out
of all living mammals on Earth 60% are livestock, 36% humans, and only 4% are
animals that live in the wild [11]. In a relatively short period, human development of
civilization caused a loss of 83% of all wildlife and 50% of all plants. Moreover, the
current rate of the global decline in wildlife populations is unprecedented in human
history – and the rate of species extinctions is accelerating [12], [13]. Wildlife sur-
veys provide a population estimate and are conducted for various reasons such as
species management, biology studies, and long term trend monitoring. This infor-
mation may be essential for species survival. For example, biologists use population
trends to investigate the effect of environmental factors such as human activity in a
region on a species’ population. This information can be used to change interna-
tional policies to benefit wildlife conservation. Using satellites or airplanes allows
biologists to survey remote species across vast areas. However, current counting
methods are laborious, expensive, and limited. Automating the counting from pho-
tographs dramatically speeds up wildlife surveys and frees up human resources for
other critical tasks. Moreover, automatic counting supports a higher frequency of
surveys to get better insights into population trends.

NOAA Fisheries Alaska Fisheries Science Center conducts one such animal sur-
vey to count Steller sea lions’.The Steller (or northern) sea lion is the largest mem-
ber of the family Otariidae, the “eared seals”. In the 90’s Steller sea lions used to be
highly abundant throughout many parts of the coastal North Pacific Ocean. Indige-
nous peoples and settlers hunted them for their meat, fur, oil, and other products. In
the western Aleutian Islands alone, this species declined 94% in the last 30 years.
Because of this widespread population decline, Steller sea lions have been listed
as endangered species under the Endangered Species Act (ESA) in 1990 [14]. The
endangered western population of sea lions, found in the North Pacific, are the focus
of conservation efforts that require annual population counts. Having accurate pop-
ulation estimates enables us to better understand factors that may be contributing
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2 CHAPTER 1. INTRODUCTION

to a lack of recovery of Steller sea lions in this area, despite the conservation ef-
forts. Specially trained scientists at NOAA Fisheries Alaska Fisheries Science Cen-
ter conducts this survey using airplanes and unmanned aircraft systems to collect
aerial images [15]. Then trained biologists count the sea lions from the thousands of
images collected which takes up to four months for this task. Once individual counts
are conducted, the tallies are be reconciled to confirm their reliability. The results of
these counts are time-sensitive.

Automating the manual counting process will free up critical resources allowing
them to focus more on the actual conservation of sea lions. Therefore, to optimize
the counting process, the NOAA Fisheries organized a Kaggle competition dating
June 2017, seeking developers to build algorithms which accurately count the num-
ber of sea lions in aerial photographs [16].

1.1 Research Question

In this thesis, we use a novel deep learning (DL) algorithm to automatically count
Sea Lions from Aerial Images. We use the dataset from a Kaggle competition [16]
that invited participants to develop algorithms that accurately count the number of
sea lions in aerial photographs. DL is a powerful technique that has demonstrated
excellent performance for a wide range of application domains such as image pro-
cessing and data analysis [17], [18]. DL extends machine learning (ML) by adding
more "depth" (complexity) into the model, transforming the data using various func-
tions that hierarchically allow data representation, through several abstraction levels.
Compared to traditional techniques such as Support Vector Machines and Random
Forests, DL has demonstrated enhanced performance in classification and counting
computer vision-related problems [19].
This research work seeks to address the research question;

"How density map approach could be used for counting task using seg-
mentation algorithm?"
While developing a DL algorithm for automatic sea lions’ counting we also answer
the following research sub-questions:

• What are the different available counting techniques?

• What are the best counting techniques and data annotation for densely crowded
dataset?

• How do the proposed algorithm affected by a complex background environ-
ment in images?

• Where does the proposed algorithm stands with the Kaggle competition?
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1.2 Thesis Outline

The thesis is organized as follows;

• Chapter 2, provides the background for Deep Learning in Computer Vision,
where we discuss the Image Classification, Object detection and Localization,
Segmentation, and related work for different counting techniques.

• In Chapter 3, we deal with dataset construction and preprocessing techniques.

• In Chapter 4, we discuss our implemented methodology.

• In Chapter 5, we evaluate the performance of the proposed algorithm.

• Finally, Chapter 6 concludes the thesis and presents a section for future work.
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Chapter 2

Background/Related Works

2.1 Deep Learning Methods in Computer Vision

Image classification, object detection and localization are some of the major chal-
lenges in computer vision. DL methods such as Convolutional Neural Networks
(CNN) have pushed the limits of traditional computer vision techniques to solve
these challenges. Deep learning (DL) is a branch of machine learning that uses
Artificial Neural Networks (ANN)1 with many layers. A deep neural network ana-
lyzes data with learned representations similar to the way a person would look at
a problem. Rapid progressions in DL and improvements in device capabilities in-
cluding computing power, memory capacity, power consumption, image sensor res-
olution, and optics have improved the performance and cost-effectiveness of further
quickened the spread of vision-based applications [20].

2.1.1 Image Classification

Image Classification is a systematic arrangement of images in groups and cate-
gories based on its features i.e. in simple words for a given input image, outputting
the class labels or the probability that input image is of a particular class, as shown in
Figure.2.1. Before DL, the traditional Computer Vision (CV) techniques used hand-
crafted feature extraction for classification. Features are individual measurable or
informative properties of an image. CV algorithms used edge detection, corner de-
tection or threshold segmentation algorithms to extract features. Each individual
class will have its own distinct features, based on which classification is done. The
difficulty with the CV approach is that it requires choosing which features are im-
portant in each given image for each class. As the number of classes to classify

1ANN are computing systems vaguely inspired by the biological neural networks that constitute
animal brains.
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6 CHAPTER 2. BACKGROUND/RELATED WORKS

Figure 2.1: Simple CNN model representing image classification [1]

increases, feature extraction will become a more complex task.
The DL’s Convolutional Neural Network (CNN) solves this problem, it uses con-

volutional layers for feature extraction eliminating the manual feature extraction. A
typical CNN classifier architecture consist of repeated blocks of Convolutional layer
with activation function followed by max-pooling layer and finally a fully connected
layer with output Neurons matching number of class as shown in Figure.2.1.

• Convolutional layers are nothing but a set of learn-able 2D filters. Each filter
learns how to extract features and patterns present in the image. The filter is
convolved across the width and height of the input image, and a dot product
operation is computed to give an activation map.

• After each convolution operation, an Activation function is added to decide
whether that particular neuron fires or not. The activation function is a math-
ematical equation that determines the output of a neuron. There are different
activation functions with different characteristics as illustrated in Figure.2.2.

Figure 2.2: Few commonly used activation functions [2]

• Different filters that detect different features are convolved with the input image
and the activation maps are stacked together to form the input for the next
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layer. By stacking more activation maps, we can get more abstract features.
However, as the architecture becomes deeper, we may consume too much
memory. In order to solve this problem, Pooling layers are used to reduce
the dimension of the activation maps. Pooling layers will discard a few values
either by keeping maximum value (Max Pooling) or by averaging the values
(Average Pooling). By discarding some values in each filter, the dimension of
the activation map is reduced. This means that if some features have already
been identified in the previous convolution operation, then a detailed image is
no longer needed for further processing, and it is compressed to less detailed
pictures.

• Finally, the convolution blocks is connected to Fully Connected layer which
takes the output information from convolutional networks converting into an
N-dimensional vector, where N is the number of classes, and each N value
representing the probability of being a certain class.

AlexNet, VGG, ResNet etc are few state-of-art classification architectures. These
will have 100’s of feature extraction hidden layer. Once such example architecture,
AlexNet is shown in Figure.2.3

Figure 2.3: Alenet block diagram [3]

2.1.2 Object Detection and Localization

Object detection and Localization is an automated method for locating interesting
object or multiple objects in an image with respect to the background i.e. given
an input image possibly with multiple objects, we need to generate a bounding box
around each object and classify the objects, as shown in Figure.2.4.
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Figure 2.4: Object detection and localization with bounding box [4]

The general idea behind object detection and Localization is to predict the prob-
ability of the object being in a class (label) along with the coordinates of the object
location. Predicting label is a classification problem and generating coordinates can
be seen as regression problem2, which is illustrated in Figure.2.5. The total loss for
the architecture will be a combination of classification loss and regression loss.

Figure 2.5: NN architecture representation for object detection and localization [5]

Multiple object detection and localization tasks can be solved with two approaches,
which lead to two different categories of object detection algorithm.

• Two-Stage Method: This method will first perform a region proposal. This
means regions highly likely to contain an object are selected either with tradi-
tional computer vision techniques (like selective search), or by using a deep
learning-based region proposal network (RPN). Once a small set of candidate

2Regression is a statistical approach to find the relationship between variables
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windows is gathered, we can formulate a set of number of regression models
and classification models to solve the object detection problem. This category
includes algorithms like Faster R-CNN [21], R_FCN [22], and FPN-FRCN [23].
Algorithms in this category are usually called two-stage methods. They are
generally more accurate, but slower than the single-stage method which is
discussed below.

• Single-Stage Method: This method only looks for objects at fixed locations
with fixed sizes. These locations and sizes are strategically selected so that
most scenarios are covered. These algorithms usually separate the original
images into fixed-size grid regions. For each region, these algorithms try to
predict a fixed number of objects of certain, pre-determined shapes and sizes.
Algorithms belonging to this category are called single-stage methods. Ex-
amples of such methods include YOLO [24], SSD [25] and RetinaNet [26].
Algorithms in this category usually run faster but are less accurate. This type
of algorithm is often utilized for applications requiring real-time detection.

Example

R-CNN was one of the state-of-art object detection architecture described in [6]
(2014) by Ross Girshick, et al. from UC Berkeley. It was one of the first large
and successful application of convolutional neural networks to the problem of object
localization, detection, and segmentation. The approach had achieved then state-
of-the-art results on the VOC-2012 dataset and the 200-class ILSVRC-2013 object
detection dataset. The proposed R-CNN model is comprised of three modules;

Figure 2.6: RCNN model architecture [6]

• Module 1: Region Proposal. Extracts independent ROI from the image. A
computer vision technique is used to propose candidate regions or bounding
boxes of potential objects in the image called “selective search,” although the
flexibility of the design allows other region proposal algorithms to be used.
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• Module 2: Feature Extractor. Extract features from each ROI. The feature
extractor used by the model was the AlexNet. The output of the CNN was a
4,096 element vector that describes the contents of the image.

• Module 3: Classifier. Classifies features as one of the known classes. A
linear SVM for classification is used, specifically one SVM is trained for each
known class.

2.1.3 Image Segmentation

Semantic segmentation:

Semantic segmentation, or image segmentation, is the task of clustering parts of
an image together that belong to the same object class. It is a form of pixel-level
prediction i.e. image classification at the pixel level, because each pixel in an image
is classified according to a category as shown in Figure.2.7.a. Since the problem
is defined at the pixel level, determining only image class labels and location is not
acceptable, but localizing them at the original image pixel resolution is necessary.

A general semantic segmentation architecture can be broadly thought of an en-
coder network followed by an decoder network.

• The Encoder is usually a pretrained classification architecture like AlexNet,
VGG, or ResNet, which takes an input image and generates a high-dimensional
feature vector.

• Decoder, semantically projects the discriminative features (lower resolution)
learned by the encoder onto the pixel space (higher resolution) to get a dense
classification.

Semantic segmentation not only requires discrimination at pixel level but also a
mechanism to project the discriminative features learn at different stages of the en-
coder onto the pixel space.

Instance Segmentation:

Instance segmentation is a sub-type of image segmentation that identifies each in-
stance of each object within the image at the pixel level, shown in Figure.2.7.b.
Instance segmentation is an important step to achieving a comprehensive image
recognition and object detection algorithms.
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Figure 2.7: Sample for semantic segmentation [7]

2.1.4 Image Annotation:

Image annotation is the first task in Deep learning. Image annotation is the human-
powered task of annotating an image with labels. It helps the algorithm to learn
certain patterns and store that into virtual memory to correlate or utilize the same
while analyzing similar data comes into real-life use. Bounding box, Polygon Anno-
tation, 3D Cuboid, Semantic Segmentation, Landmarking, Dot Annotation are few
types of image annotation used for different applications as illustrated in Figure.2.8.
These annotated images are used for training the model.

2.1.5 Counting Related Works

Counting objects is a challenging task for computer vision algorithms, especially
when the instance of objects varies in shape, color, or size. The state-of-art algo-
rithms has demonstrated that DL can obtain good counting performance on these
images. One of the easiest ways of counting objects using DL is first detecting the
object using CNN, and then count all found instances. This is effective but requires
bounding box annotation which is time-consuming especially when objects are heav-
ily crowded. The simplest annotation for highly crowded images is dot-annotation,
here a dot is marked on the center of each object which is used for training DL model.
So based on the annotation methods used to label the dataset, we have divided the
related works for deep-learning based counting algorithms into 3 categories;

Count via detection

In this method, a visual object detector is used to localize individual object instances
in the image. Given the localization, counting becomes trivial. In this case, objects
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Figure 2.8: Different types of annotations used in Deep learning for image annotation [8]

are annotated by a bounding box. Several methods [27], [28], [29], use this type
of detection for counting objects. For instance in [27], the authors use the NOAA
sea lion dataset proposing a sliding window detection and classification algorithm
for counting sea lions. However, counting via detection suffer from occlusion among
objects. Moreover, the annotation of densely crowed images is expensive.

Count via image-level regression

This way of counting is based on image-level label regression which is the least
expensive annotation technique. In [30], the authors proposed a regression model
for counting tomatoes, where the model learns directly from the input image and
predicts the number of tomatoes in the image. Authors claim an accuracy of 91% on
real images. Furthermore, the winner of the Kaggle Sealion competition [31] used
an image regression method for count estimation. The methods mentioned above
can only perform counting but not localization of the object. Thus, they cannot be
used in cases where we are interested in both counting as well as localization of the
objects.



2.2. SUMMARY 13

Count via density map

In this case, annotation involves marking a point corresponding to each object’s
location in the image from which a density heat map is generated, wchi is used for
training. The density map gives the spatial distribution of objects in a given image
relative to the total number of objects, which helps us better understand the scene
information and reduce the effect of occlusion. The Learning-to-count model of [32]
introduces a counting approach, which works by learning a linear mapping from
local image features to object density maps. By properly training the DL model, one
can estimate the object count by simply integrating over regions in the density map
produced by the model. The same strategy has also been followed in [33], [34] and
[35]. The novel model called Counting CNN (CCNN) and Hydra CNN were proposed
in [34] for counting crowd density. Essentially, the CCNN model is formulated as a
regression model where the network learns how to map the appearance of the image
patches to their corresponding object density maps. The Hydra CNN constitutes a
scale-aware counting model in order to estimate object densities in various heavily-
crowded scenarios where no geometric information of the scene can be provided.
Similarly, the authors in [35] proposed a modified CCNN model, which is a model
composed of a combination of CCNN and ResNeXt, to estimate the pig density in
pig livestock farms. [33] proposed the DisCountNet model, a two-stage network that
uses theories from both detection and density-map networks. At the first stage,
DiscNet performs a coarse detection of the patches of images from a larger input
image which has dense objects. Following this, the CountNet model operates on
the dense regions of the sparse matrix to generate a density map, which provides
fine locations and count predictions on densities of objects. Here, the author makes
a few assumptions based on observations made on the dataset. Thus, this method
needs prior information about the dataset while choosing the parameters.

Summing up, the counting techniques mentioned above, it revolve around two
distinct characteristics of the input data:

1. Sparse data which favors detection networks.

2. Dense data where density map networks are used.

2.2 Summary

In this chapter we saw various types of deep learning architecture solving different
problems. Figure.2.9 demonstrate the output of classification, Object detection, Se-
mantic segmentation, and Object Instance Segmentation method on a given input
image.
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Figure 2.9: Output of different types of Deep learning application in Computer Vision [9]

In this thesis work, our solution treat sea lion counting problem as counting via
density map. The proposed model uses semantic segmentation algorithms for den-
sity estimation without pixel-level annotation. We use dot annotation i.e. placing
dots at the center of each animal and then generate a Gaussian density map from it,
this largely reduces annotation overhead. The proposed solution greatly improves
the counting and localization performance with minimum annotation.



Chapter 3

Dataset

3.1 Data Collection

The Steller Sea Lion dataset from NOAA fisheries [16], consists of 948 aerial im-
ages, which have different categories of sea lions based on age and gender of the
animals: adult males (also known as bulls); sub-adult males; adult females; juve-
niles; and pups. For each image, there are two versions: the original image as well
as the one with dots in the center of each sea lion. Image resolution was not uniform
but was roughly around 5000X 3000, each image roughly occupying around 5MB. The
dataset was split into training (0-800) and testing images (801-947) with 85:15 ratio
respectively. The testing images were used for assessing the model’s performance.
During this phase, the following observations were made on the dataset:

1. The large image resolution gave better details (Figure.3.1.a), but required large
memory size(RAM).

2. The number of sea lions per images varied widely between 3 and 900 animals

3. In most of the images, the sea lions were gathered together in the same place,
leaving large portions of the image with only background

3.2 Data Preparation

To address the observations and challenges described in previous Section, we per-
formed few image pre-processing methods which is illustrated in Figure.3.1.

• First, we used rough cropping to remove the portion of image which had only
background, refer Figure.3.1b.

15
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• We set the input image size to 256X 256. Instead of resizing the original image,
we used sliding window cropping with roughly 10% overlap. Approximately,
180000 images of resolution 256X 256 was generated, refer Figure.3.1c

• Post cropping we noticed that few of the images did not had any Sea lions
in it, an example is shown in Figure.3.1c crop 3 and 4. These images were
discarded.

Figure 3.1: Data Preparation Workflow. (a) The original image with dimension
3328X4992. (b) Background removed image. (c) Sliding window
cropped image of dimension 256X256

For the new training images with size 256X 256, the number of sea lion per image
ranged from 1-80 with mean 4 and standard deviation 6. Table 3.1 shows the sea
lions’ distribution in the training dataset. Further, for training the train dataset was
split into Train and Valid set with 80:20 ratio.

Table 3.1: Training images sea lions distribution per image
Sea lions per image Total no. of images

01 - 20 54,870
21 - 40 1,468
>40 127
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3.3 Summary

This chapter focused on Dataset used for our work. We discussed our observation
on the dataset and propose the data preparation method. Post data preparation we
were able to get 56465 Training images and 2842 testing image (Table 3.2).

Table 3.2: Training (Train+Valid) and Testing dataset split
Dataset No.of Images
Training Images (Train+Val) 56465

Testing Images 2842
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Chapter 4

Methodology

4.1 Overview

As discussed earlier, to estimate the number of objects in an image, there are gen-
erally three methods. One is to input the image, use an object detection algorithm to
detect the object instances, and then count instance. Second, is to input the image,
regress the input image and output the total count. And the last one is to input the
image, predict the distribution density map, and get the number of object by sum-
ming the density distribution. Our solution treats the counting problem as the third
one, an object density estimation task. The reasons are as follows:

• In general, the count via detection and count via regression are not accurate
enough, and struggles especially when the objects are at different perspec-
tives, different postures, and highly occluded.

• For example, count via regression directly gives the object count without having
any distribution detail or scene information which makes it difficult to visualize
the result. In count via detection a large number of candidate windows need to
be detected during the detection process, which reduces the efficiency of the
algorithm and is not suitable for scenes with multi-perspective and multi-object
overlapping.

• The proposed density map approach gives the spatial distribution of objects
in a given image relative to the total number of objects, which helps us to
better understand the scene information. The object count can be counted by
spatial integration, and local area analysis can be performed to produce more
accurate numbers.

• Counting via density map is also more suitable for images with different per-
spective and occlusion.

19
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Considering this an end-to-end model was designed that takes an input image
and produces a density map with the precise localization of the animal. To gener-
ate density map a semantic segmentation model, UNet [36] is proposed.The main
disadvantage of semantic segmentation algorithms is the tedious pixel-level annota-
tion. Our solution uses dot annotation, which largely reduces annotation overhead.
The proposed solution greatly improves the counting and localization performance
with minimum annotation.

An illustration of the proposed solution is shown in Fig.4.1. The input image is
fed to the proposed architecture, the Encoder section of the architecture generates a
high dimensional feature vector. Decoder, semantically projects the feature learned
by the encoder onto the pixel space generating corresponding density distribution
for the given image. This density map is used to get the number of objects by simply
integrating the density distribution over the region.

Figure 4.1: The proposed architecture block diagram

4.2 Density Map

In order to estimate the object count in an image, the model needs to learn from the
density distribution of the individual image, and once the model learns to generate
density distribution we need to calculate the total count from it. In this section we will
formalize mathematical definition to generate a ground-truth density map and how
we can arrive at the object count from predicted density map.
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Table 4.1: Average size of Sea-lion based on their classes
Class Size(Avg)
adult males 80X60
sub-adult males 70X40
adult females 60X40
juveniles 40X30
pups 30X20

4.2.1 Density Map Generation:

The Kaggle dataset consisted of sea lion images along with its corresponding dot
annotated images. This dot annotation was done by expert NOAA biologists. The
dotted images were used to extract the coordinates of the center of each sea lions
which is used to generate the ground-truth density map. The density map is gen-
erated by processing the center of point objects with a Gaussian smoothing kernel,
Figure.4.2.

For the given set of annotated images, where all the animals have been marked
with dots, the ground truth density map D I , for an image I, is defined as a sum of
Gaussian functions centered at each dot annotation.

D I (p) = ∑
µ∈AI

N (p;µ,
∑

), (4.1)

where AI is the set of 2D points annotation for image I and N (p;µ,
∑

) represents an
isotropic 2D Gaussian function, with a mean µ and a covariance matrix

∑
, evaluated

at pixel position p. Covariance
∑

=σ2I is a diagonal matrix with σ controlling the
spread of the distribution. Based on the average size of the sea lion, we chose
σ= 5.

When 2 points intersects the density map of this intersection area is superim-
posed. Hence, the density map approach is suitable for problems with sparsely
distributed objects as well as images with occlusion, overlapping, and varied per-
spectives.
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Figure 4.2: Training image and corresponding ground-truth Gaussian density map

4.2.2 Counting from Density Map

The density map provides the spatial distribution of objects in a given image, relative
to the total number of objects. Given the density map, D I the total count NI can be
obtained by integrating the pixel values in density map D I over the entire image as
below:

NI =
∑
p∈I

D I (p) (4.2)

4.3 Model

The feed-forward regression networks in [34], [35] compress and encode images
into smaller representation vectors. The combination of CCNN+ResNeXt model
in [35] takes an input image of size 72X 72 and produces an output density map
of size 18X 18. Due to down-sampling and the loss of spatial resolution in higher
layers, there is a possibility to lose information. To avoid this, an encoder-decoder
architecture, named UNet is proposed as a learning architecture.

UNet is a Convolutional Neural Network (CNN) architecture, proposed in [36]
for biomedical image segmentation. UNet is an encoder-decoder-type network ar-
chitecture for image segmentation. The name of the architecture comes from its
distinct shape, where the feature maps from the down-sampling block are fed into
the up-sampling block. The down-sampling path captures context and a symmetric
up-sampling path enables precise localization.

Figure 4.3 shows the architecture of the UNet, where each gray box corresponds
to a multi-channel feature map. Yellow box represents the downsampling block and
the Blue box represents the Up-sampling block. The size and number of channels
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Figure 4.3: UNet Architecture

[x,y,c] is provided at the lower-left edge of the box. White boxes represent copied
feature maps. The arrows denote the different operations.

The Down-sampling/Contracting path consists of the repeated application of two
3X 3 convolutions, each followed by a ReLU, batch-normalization layer, and a 2X 2

max pooling operation with stride 1. The number of feature channels (filter size) is
doubled at each downsample block.

Similarly, the Up-sampling/Expansive path consists of a 2X 2 2D up-sampling
convolution with the nearest interpolation. The up-sampling of the feature maps
halves the number of feature channels. This is concatenated with the correspond-
ingly cropped feature map from the contracting path, which is followed with two 3X 3

convolutions, with ReLU activation. At the final layer, a 1X 1 convolution is used to
map feature vector to the desired number of classes. The input data is normalized
before feeding it into the network.

4.3.1 Implementation

To verify the effectiveness of the proposed network architecture, two models were
trained:
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Model-1

Model-1 is the basic UNet without any existing feature extractor architecture. The
UNet architecture shown in figure 4.3 was implemented in Keras using a Tensorflow
backend. The model have 5 downsampling block and 5 upsampling block. The
figure 4.4 shows the total number of parameters for the implemented model.

Figure 4.4: Total number for parameters for Model-1 architecture

Model-2

Here an existing classification model with pre-trained weights is used as feature ex-
traction. Resnet, Resnext, VGG19, Inceptionv3, densenet, inceptionresnetv2, mo-
bilenet, efficientnetb are few state-of-art classification models that could be used
as a feature extractor. Figure 4.5 show the comparison between different architec-
tures. For our application we use Efficientnet version-’5’ [10] as a feature extrac-
tor. Effiecientnet is a Convolutional Neural Network developed by google, that has
set new records for both accuracy and computational efficiency. In high-accuracy
regime, with 66M parameters and 37B FLOPS. At the same time, the model is 8.4x
smaller and 6.1x faster on CPU inference than the former leader, Gpipe.

The architecture was implemented on Keras using TensorFlow backend [37]. Ef-
ficientNetB5 is used as a feature extractor to build the UNet model. All the layer was
set as trainable. ’BatchNormalization’ layer was used between the 2D-Convolution
layer and activation. As we have only one class i.e. sea-lion class, the output ac-
tivation was set to ’sigmoid’ function instead of softmax. The model was initialized
with ’Imagenet’ pretrained weight. The figure 4.6 shows the summary of the model
parameters.

4.3.2 Training Parameter

Loss Function:

To make model learn, an objective optimization function is defined, which measures
the Root Mean Square Error(RMSE) between the predicted density map (D̂) and the
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Figure 4.5: Comparison of different classification model [10]

Figure 4.6: Total number for parameters for Model-2 architecture

true density map (D), defined as:

L =
√√√√ 1

N

N∑
n=1

(D̂ −D)2 (4.3)

Optimizer:

All the parameters were optimized using Adam with a learning rate of 0.001. A
learning rate reduction during training was also used for further improvement. The
Nvidia GeForce RTX 2060 GPU was used for training, with a batch size of 8.
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4.4 Summary

In this chapter we discussed the overview of the proposed architecture. We defined
mathematical formulas for Gaussian based counting approach. The architecture
description and their implementation details were mentioned. Finally the parameters
used for the training the model was stated.



Chapter 5

Performance Evaluation

5.1 Training Results

Both models were trained for 100 epochs and their training results were logged.
Basic UNet (Model-1) took 7 hours for training while UNet with the EfficientNet-B5
feature extractor (Model-2) took 17 hours. According to their performance on the
validation dataset, early stopping was used for selecting the model with the best
performance. Figure 5.1 shows the loss function gradient descent during training
for Model-1 and Model-2. We can see that the Model-2 which used the ’Imagenet’
pre-trained weights already having some prior information about the sea lions, con-
verged faster than Model-1. Even though the plot shows that the loss converges
to some small value for both models, the Model-2 was a little better in finding its
minima.

Figure 5.1: Training Loss function gradient vs. Iteration curve for Basic UNet
(Model-1) and UNet with EfficientNet-B5 feature extractor architecture
(Model-2)

27
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5.2 Model Evaluation

5.2.1 Performance Metrics

For performance evaluation of the proposed models, we use Mean Absolute Error
(MAE) and Root Mean Square Error (RMSE) to measure the accuracy of the pre-
dicted count.

Mean Absolute Error:

MAE is the average of the absolute differences between predicted and actual count.
It measures the average magnitude of the errors in a set of predictions.

M AE = 1

N

N∑
i=1

|(yi − ŷi )| (5.1)

where yi is the actual sea lion count in the i th image, ŷi is the predicted sea lion
count in the i th image and N is the total number of test images.

Root Mean Square Error:

RMSE is the square root of the average of squared differences between predicted
and actual count. Since the errors are squared before they are averaged, the RMSE
gives a relatively high weight to large errors.

RMSE =
√√√√ 1

N

N∑
i=1

(yi − ŷi )2. (5.2)

where yi is the actual sea lion count in the i th image, ŷi is the predicted sea lion
count in the i th image and N is the total number of test images.

The MAE characterizes the accuracy of the algorithm, while the RMSE represents
the degree of dispersion in the differences, and examines the robustness of the
models.

5.2.2 Testing Results

The trained model was tested on the testing dataset and RMSE & MAE for animal
count is recorded.
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Table 5.1: Comparison table for Model-1 and Model-2
Model RMS(Train) MAE(Train) RMS(Test) MAE(Test) Parameters Time(min)

Model-1 1.35 0.84 3.33 1.90 ≈15M 4.27
Model-2 1.24 0.61 1.88 1.09 ≈37M 9.83

Model-1

The Model-1 with just 5 blocks (downsampling and upsampling) having only 15M
parameters was able to achieve a reasonably good result. The model reached an
RMSE and MAE value of 1.35 & 0.84 respectively for training images and 3.33 &
1.90 respectively for test images (Table 5.1). Figure 5.3 shows a few test image
predicted density maps, its corresponding ground-truth density map, and the animal
counts for Model-1.

Model-2

The Model-2 with efficientnet as a feature extractor having 37M parameters out-
performed the Model-1 with an RMSE and MAE of 1.24 and 0.61 respectively on
training images and 1.88 and 1.09 respectively on test images (Table 5.1). Figure
5.3 shows a few output prediction and corresponding ground-truth for test images.

Table 5.1 show the comparison between Model-1 and Model-2. The average RMSE
and MAE for training and test dataset and training time per epoch are given in the
table.

5.3 Discussion

To verify the effectiveness of our proposed network architecture, we compare our
solution with the Kaggle competition winning model (named Model-K from now on)
[31] and Count-ception [38], a redundant counting approach based on Inception
modules and fully convolutional network. In this section, we consider only our best-
performing model, which is Model-2. Table 5.2 shows a comparison of RMSE and
MAE for actual and predicted count between the Model-2, Model-K, and Count-
ception.
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Table 5.2: Comparison between Model-2, Model-K, and Count-ception
Model Feature Extractor RMSE MAE Parameters

Model-2 Eff.Net-B5 1.88 1.09 ≈37M

Model-K VGG 2.17 1.43 ≈48M

Count-ception No 5.57 3.54 ≈14M

5.3.1 Comparison with Model-K

The Kaggle winning model (Model-K) [31] architecture is a regression model with
VGG16 without top as a feature extractor. The output layer was flattened and given
to 2 FC layers with linear output. Model-K was initialized with pre-trained Imagenet
weights and then trained using our training dataset. The model was trained using
an Stochastic Gradient Descent (SGD) optimizer and an Mean Square Error (MSE)
loss function. The trained model was tested with a test dataset and the results are
tabulated in Table 5.2.

The Model-K with 48M parameter was able to reach an RMSE and MAE of 2.17
and 1.43 respectively, but our proposed Model-2 with efficientnet feature extractor
having 37M parameters gave slightly better results with RMSE and MAE of 1.88
and 1.09 respectively. Our model gave better counting accuracy with lesser model
complexity.

5.3.2 Comparison with Count-ception

Count-ception network [38] use Inception modules to build a network targeting at
counting object in the image. The whole network is a fully convolutional neural net.
In order not to lose pixel information, no pooling layer is used in the architecture.
After each convolution, batch normalization and leaky ReLU activation are used to
speed up convergence. The model implementation was directly taken from [39]. The
model takes an input image and predicts a map. The count from the prediction can
be calculated using the below formula;

count =
∑

x,y F (I )

r 2
(5.3)

where F(I) is predicted map and r is receptive field size (here, 32) The model was
trained and tested with our dataset. For test images the model gave an RMSE and
MAE value of 5.85 and 3.81 respectively (Table 5.2). The model had better counting
accuracy for images with less overlap, but the accuracy largely dropped when the
overlap was high and the sea lions’ lay close to the image boundary. In our proposed
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(a) Model-1 (b) Model-2

Figure 5.2: Actual vs Predicted scatter plot

Gaussian density approach, it treats the object lying close to the boundary as a
fraction but Count-ception fails to do it resulting in a decrease in count accuracy.

5.3.3 Visualization

Actual vs Predict Count

To visualize the accuracy of predicted count of proposed Model-2 for test images, we
plot an actual vs prediction count scatter plot for both models, as shown in Figure
5.2. The diagonal red line represents the zero error, closer the points to the line
better the prediction. The plots show that Model-2 with efficientnet feature extractor
has a better prediction result compared to Model-1.

Model Outputs

Figure 5.3 and Figure 5.4 show a few test images together with their actual and
predicted density maps and the animal count, for Model-1 and Model-2 respectively.
The Figure 5.3,5.4 (images [a-d]) shows few example predcition where the difference
between the actual and predicted count is small. Both the models are not heavily af-
fected by different illumination, occlusion, and overlapping. The models were able to
perform well despite the challenging environmental conditions like under-water and
complex background. Figure 5.3, 5.4 (image [e-f]) show examples of a noticeable
difference between the true count and predicted count. The major contribution for
the error was from juveniles and pups in the images, this is mainly because;

• Juveniles and pups are inherently difficult to be detected because of their
smaller size compared to other sea lion types. The pups look like rocks in
the background 5.5(a).
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Figure 5.3: Actual vs Predicted density maps for Model-1 and corresponding animal
count for test images. From left to right: Input Image, Ground-Truth
Density Map, and Predicted Density Map



5.3. DISCUSSION 33

Figure 5.4: Actual vs Predicted density maps for Model-2 and corresponding animal
count for test images. From left to right: Input Image, Ground-Truth
Density Map, and Predicted Density Map
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Figure 5.5: Test Image showing the sea lions; (a) Pups looks similar to rocks, (b)
Pups lying very close to female sea lion

• The pups usually tend to be closer to female sea lions (possibly their moth-
ers), appearing as part of female sea lions, a fact that makes them hard to be
detected, due to occlusion 5.5(b).
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5.4 Summary

In this chapter, we carry out the performance evaluation of our proposed models.
First, we discuss the training results of our models. Later, we define performance
metrics and evaluate & compare the models based on defined performance metrics.
To know where we stand, we also compare our results with 2 other models (Kag-
gle winning model and Count-ception). Finally, we visualize the model outputs and
discuss the result.



36 CHAPTER 5. PERFORMANCE EVALUATION



Chapter 6

Conclusions

Multi-object counting in crowded images is an extremely time-consuming task in
real-world application. In a lot of situations, we do not need to detect each ob-
ject, which means we could avoid the hard problem of detecting individual object
instances. Considering this, in this thesis work, we present a solution for sea lion
counting from aerial images using deep learning and density map. A semantic seg-
mentation algorithm, UNet has been employed for counting task. We utilize the
advantages of the Gaussian density map for counting. The tedious pixel-level anno-
tation required for semantic segmentation algorithm is replaced with dot annotation
largely reducing annotation overhead.

The results showed that by using EfficientNet as a feature extractor architecture,
an RMSE of 1.88 was achieved, regardless of the complex background, the differ-
ent illumination conditions, and the heavy overlapping and occlusion. The proposed
solution had a good count prediction with lesser training parameters and minimum
annotation. The main error in counting accuracy occurs due to animals’ occlusion
and small animals (especially, pups) that look like beach rocks. The proposed solu-
tion could be extended for counting other wild animals and endangered species as
this work provides general implementation rather than specific hand-crafted tech-
niques.

6.1 Future Works

During the course of this thesis work we faced few challenges which could not be
addressed fully. Also, there are few ideas which couldn’t be implemented due to
time limitations and we leave them as possible future improvements.
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Ellipsoid Gaussian Density

For this work, we use a circular Gaussian density map as ground-truth (6.1a) even
though the density map approach can handle occlusion problems, but when animals
are heavily occluded the density map of one animals overlap with other reducing
the ability of the model to learn. So having an ellipsoid density map (6.1b) would
eliminate the density map pixel overlapping issue. But there rise one more challenge
to find the right orientation (i.e. covariance matrix), which could be done by adding
one more model to find the alignment of the sea lion.

Figure 6.1: Circular and Ellipsoid Gaussian Density Map super imposed on Adult-
male sea lion

Synthetic Dataset

Another approach to increase the prediction accuracy would be with the help of a
synthetic dataset. Synthetic data is a dataset that is artificially manufactured rather
than generated by real-world events. So by training the model with additional syn-
thetic data might help to improve the detection accuracy.

Class-wise Counting

Presently, we just concentrate on estimating the animal density from the image. In
the future, we could also focus on class-wise sea lion counting i.e. we estimate the
density map and classify each density to 5 different sea lion classes (Adult male,
Sub-adult male, Adult female, Juveniles and Pups) and get class-wise animal count.
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