
BSc Thesis Applied Mathematics - Applied Physics

A classical treatment of scalar
electrodynamics

Gauge theory in the port-Hamiltonian framework

Jeroen Grimbergen

Supervisors:
F.P Schuller
G.H.L.A. Brocks

June, 2020

Department of Applied Mathematics
Faculty of Electrical Engineering,
Mathematics and Computer Science



A classical treatment of scalar electrodynamics: gauge
theory in the port-Hamiltonian framework

Jeroen Grimbergen∗

June, 2020

Abstract

The charged, massive Klein-Gordon field is a scalar field with a global U(1)-gauge
symmetry. It is coupled to the Maxwellian electromagnetic field to get a system that
has a local U(1)-gauge symmetry. We study the classical field theory of the Klein-
Gordon field coupled to the electromagnetic field on a curved spacetime. The space-
time is foliated into spacelike hypersurfaces, each corresponding to a single “time”, such
that a Hamiltonian theory may be formulated. Hamilton’s equations of motion and
the gauge symmetries are worked out for the Klein-Gordon-Maxwell system under the
assumption that the total energy of the system is constant. Port-Hamiltonian theory
is used to reformulate the dynamics in a way that allows for the treatment of energy
exchange with the environment. In the port-Hamiltonian formulation, however, the
gauge symmetries are obscured.

Keywords: Gauge theory, Classical field theory, Port-Hamiltonian theory, scalar elec-
trodynamics

∗Email: j.grimbergen@student.utwente.nl

1



Contents

1 Introduction 3

2 Classical field theory on curved spacetime 4
2.1 Lagrangian field theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 (3 + 1)-decomposition of spacetime . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Fields in the (3 + 1)-decomposition . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Hamiltonian field theory for closed systems . . . . . . . . . . . . . . . . . . 10

3 Review of gauge theory 13
3.1 Singular Lagrangians and primary constraints . . . . . . . . . . . . . . . . . 13
3.2 Classifying constraints and the Dirac algorithm . . . . . . . . . . . . . . . . 14
3.3 Gauge transformations from generating functions . . . . . . . . . . . . . . . 16
3.4 The electromagnetic field as a gauge theory . . . . . . . . . . . . . . . . . . 18

4 The gauge theory of interacting Klein-Gordon and Maxwell fields 20
4.1 The locally gauge invariant Lagrangian . . . . . . . . . . . . . . . . . . . . . 20
4.2 Hamiltonian of interacting Klein-Gordon-Maxwell system . . . . . . . . . . 22
4.3 Hamilton’s equations of motion . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4 The gauge symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5 A port-Hamiltonian theory of the Klein-Gordon-Maxwell system 31
5.1 Dirac structure over a linear space . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Some fundamental ports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.3 The Dirac structure of a gauge theory . . . . . . . . . . . . . . . . . . . . . 33
5.4 Klein-Gordon-Maxwell as a port-Hamiltonian system . . . . . . . . . . . . . 35

6 Conclusions 39

A Integration on manifolds with a metric 40

B Functional derivatives and the Poisson bracket 42

C Equations of motion for Klein-Gordon-Maxwell 44

2



1 Introduction

A gauge theory is a closed system that exhibits arbitrary functions in its dynamic equations,
even after a systematic algorithm for their elimination has been executed. The direct
implication of the presence of these arbitrary functions is that a single physical state
corresponds to multiple, equivalent, mathematical solutions to the dynamic equations of
the system. Port-Hamiltonian theory extends Hamiltonian theory to open systems that
can exchange energy with their environment via ports that encode power coming in to or
going out of the system. Interconnecting ports in an overall power-preserving way one can
model complex composite systems. In this work, a first step towards formulating an open
gauge theory using the language of port-Hamiltonian theory is made by formulating the
dynamics of a gauge theory in a port-Hamiltonian way.

As a central test case, we will consider the gauge theory of a massive, charged Klein-
Gordon field coupled to the electromagnetic field. We will treat the system on a curved
spacetime. The charged Klein-Gordon field is a scalar field of which the quantized version
describes charged pions. We will, however, keep the analysis exclusively classical.

In general, gauge theories are best understood from the point of view of Hamiltonian
dynamics. We start from the Lagrangian formulation of field theory and work our way to a
Hamiltonian formulation. Hamilton’s formalism requires a sense of time evolution. Extra
structure is needed on spacetime to be able to write down evolutionary equations. Once
the extra structure has been prepared, the evolutionary equations of the Klein-Gordon-
Maxwell system are worked out. The evolutionary equations contain an arbitrary function
because there is an inherent constraint present in the system such that the Hamiltonian is
not uniquely determined.

We apply a systematic algorithm, called the Dirac algorithm, to try to eliminate the
arbitrary function from the dynamics, but we find that arbitrary function is pertinent in
the dynamic equations. What is more, to ensure that the dynamic equations preserve the
inherent constraint, a second constraint must be added. The constraints are combined into
a single conserved object that encodes the gauge symmetries of the system. Finally, the
gauge system, which is inherently closed, is formulated in a port-Hamiltonian way. Al-
though the port-Hamiltonian description provides possibilities to extend the closed system
to an open system, the gauge symmetries are obscured.

In section 2 we provide the necessary constructions for doing classical Hamiltonian
field theory on a curved spacetime. The section starts with a treatment of the Lagrangian
formulation of field theory. To talk about evolutionary equations, a (3 + 1)-decomposition
of spacetime is made. The (3 + 1)-decomposition consists in foliating the spacetime with
spacelike hypersurfaces, each hypersurface corresponding to a single “time”. This foliation
turns out to be the appropriate extra structure needed for evolutionary equations. Finally,
Hamiltonian theory field theory for closed systems is provided using the Poisson bracket.
In section 3 the key features of gauge theories are worked out for point particle theory. In
particular, the Dirac algorithm and the construction of the gauge generator are discussed.
Section 3 concludes by discussing the electromagnetic field on Minkowski space, which is a
gauge theory. This example is used to show how to interpret the point particle constructions
in the setting of a field theory.

In section 4 we get to the closed Klein-Gordon-Maxwell system. First the Hamiltonian
formulation of this field theory is constructed. The equations of motion are calculated
explicitly. Next, using the constructions from section 3, the gauge generator is calculated.
Finally, in section 5 the port-Hamiltonian view of modeling open systems is introduced and
we revisit the closed Klein-Gordon-Maxwell system using a port-Hamiltonian approach.
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2 Classical field theory on curved spacetime

In this section, we review the Lagrangian and Hamiltonian formulation of classical field
theory on a general spacetime. A spacetime is a four-dimensional manifold equipped with
a Lorentzian metric. The action functional is presented as the integral of the Lagrangian
density over the region of spacetime under consideration. The physical configurations of
the fields on spacetime are those configurations that extremize the action functional. Field
configurations that extremize the action are solutions to the Euler-Lagrange equations.
In order to talk about dynamics, the spacetime manifold must be foliated by spacelike
hypersurfaces, each hypersurface corresponding to a single “time”. Hamilton’s equations of
motion encode how the fields change along curves transverse to these spacelike hypersur-
faces, thus providing the dynamic equations for the fields. The Lagrangian and Hamiltonian
formulation of field theory are connected through a partial Legendre transform. In this
section, we will assume that the Legendre transform is invertible. We will also assume that
the systems under consideration are closed in a sense that will be clarified when we deal
with Hamiltonian theory.

2.1 Lagrangian field theory

In this subsection we provide the fundamental notions of Lagrangian field theory on a
curved spacetime. We start out by considering the theory of a scalar field φ on a four-
dimensional smooth manifoldM equipped with a Lorentzian metric g. The Euler-Lagrange
equations will be derived from the action using variational principles. The constructions
given in this subsection can be extended to hold also for fields of other tensorial type, in
particular, for covector fields.

We restrict our attention to a region V ⊂M in the spacetime manifold enclosed by its
boundary ∂V . Assume without real loss of generality that V is the domain of a coordinate
chart (V , x). If this is not the case, the usual constructions with a smooth atlas apply.

In Lagrangian field theory, we are given a Lagrangian density L (φ, (∂/∂xm)φ) ,1 which
is a weight-one scalar density2 on V that depends on the field φ and its partial derivatives.
The action functional S[φ] is

S[φ] =

∫
V

L

(
φ,

∂

∂xm
φ

)
dx0 ∧ · · · ∧ dx3.

The Lagrangian density can be decomposed as the product of the square root of the metric
determinant

√
−g and a scalar function Lscalar, that is,

L = Lscalar
√
−g.

With this decomposition, the action integral can be computed in the chart (V , x) in the
usual way

S[φ] =

∫
x(V )

d4α
(√
−g ◦ x−1

)
(α) Lscalar(φ ◦ x−1, ∂m(φ ◦ x−1))(α).

In the remainder of this subsection we will use a more concise notation for the the action
integral in the chart (V , x) by letting an upper (x) indicate the chart representative of an

1Latin indices run from 0 to 3, Greek indices run from 1 to 3.
2Any object whose components under a change of coordinates pick up the same Jacobian factor as

(
√
−det g)w (apart from the usual transformation matrices for each tensor component) is called a tensor

density of weight w.
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object. For the action functional this amounts to

S[φ] =

∫
x(U)

d4α
√
−g(x)

(α) Lscalar

(
φ(x), ∂mφ

(x)
)

(α).

We want to find the physical field configuration of the scalar field φ inside the region
V when φ is specified on the boundary ∂V . The action principle states that the physical
field configuration of φ is one that extremizes the action. A particular configuration φ
extremizes the action when adding any infinitesimal variation δφ to φ leaves the action
unchanged to first order, which is to say

S[φ+ δφ]− S[φ] = O
(
ε2
)
,

where we take the variation δφ to be of the form δφ = ε v, where v ∈ C∞(V ) is an arbitrary
scalar field and ε is an infinitesimal parameter. We require that v vanishes on the boundary
∂Σ such that φ+ δφ satisfies the same boundary conditions as φ.

In the chart (V , x), we can expand the Lagrangian density L in powers of ε around φ.
For the action evaluated at φ+ δφ this yields

S[φ+ δφ] =

∫
x(V )

d4α
√
−g(x)

Lscalar

(
φ(x) + ε v(x), ∂m

(
φ(x) + ε v(x)

))
=

∫
x(V )

d4α

[√
−g(x)

Lscalar

(
φ(x), ∂mφ

(x)
)

+
√
−g(x)∂Lscalar

∂φ

(
φ(x), ∂mφ

(x)
)
ε v(x)

+
√
−g(x)∂Lscalar

∂ (∂mφ)

(
φ(x), ∂mφ

(x)
)
ε ∂mv

(x) +O
(
ε2
)]
.

Integrating the last term by parts, we find that, to first order, the change in the action
due to variation δφ is

S[φ+ δφ]− S[φ] =

∫
x(V )

d4α
(
ε v(x)

)[√
−g(x)∂Lscalar

∂φ

(
φ(x), ∂mφ

(x)
)

− ∂m
(√
−g(x)∂Lscalar

∂ (∂mφ)

(
φ(x), ∂mφ

(x)
))]

+

∫
x(V )

d4α∂m

(√
−g(x)∂Lscalar

∂ (∂mφ)

(
φ(x), ∂mφ

(x)
)
ε v(x)

)
.

By the divergence theorem, the last integral becomes an integral over the boundary. The
boundary integral vanishes by the requirement that v be zero on the boundary.

From the arbitrariness of v it follows that S[φ+ δφ]− S[φ] = 0 if and only if

∂Lscalar

∂φ
− 1√
−g

∂

∂xm

(√
−g ∂Lscalar

∂ ((∂/∂xm)φ)

)
= 0. (2.1)

To see this, note that if equation 2.1 holds, then S[φ+ δφ]−S[φ] for every δφ. Conversely,
suppose that equation 2.1 does not hold, then at some point in V the left hand side is
not zero, say positive. By smoothness, the left hand side of 2.1 is then positive in an
open neighbourhood of that point. We can choose v to be a positive, smooth function
with support contained in this open neighbourhood, but then S[φ + δφ] − S[φ] > 0. We
conclude that for S[φ+ δφ]− S[φ] to be zero for all δφ, equation 2.1 must hold. Equation
2.1 is known as the Euler-Lagrange equation for a scalar field.
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One can also derive the Euler-Lagrange equations for the component functions of tensor
fields in this way. For a (0, 1)-tensor, i.e. a covector field, A = Andx

n, the Euler-Lagrange
equations are given componentwise by

∂Lscalar

∂An
− 1√
−g

∂

∂xm

(√
−g ∂Lscalar

∂ ((∂/∂xm)An)

)
= 0.

2.2 (3 + 1)-decomposition of spacetime

Recall that Hamilton’s equations in classical mechanics are given by

ṗ = −∂H
∂q

and q̇ =
∂H

∂p
.

The left hand sides of these equations are time derivatives. Hamilton’s equations thus
describe evolution in time. If we want to construct such evolutionary equations on our
spacetime manifold, a foliation of the spacetime manifold into spacelike hypersurfaces is
needed. Each hypersurface corresponds to a single “time” and time evolution of a field
establishes itself as the change of the field along curves transverse to the leaves. In this
section, we provide the appropriate extra structure on a general spacetime required for
Hamiltonian dynamics.

A foliation of a spacetime M into spacelike hypersurfaces Σt ⊂ M is a one-parameter
family of smooth embeddings

Xt : Σ→M,

for t ∈ R and some fixed three-dimensional manifold Σ such that

(F.1) Σt := Xt(Σ) are the leaves of the foliation,

(F.2) For every p ∈ M , there is a unique pair (s, t) with t ∈ R and s ∈ Σ such that
p = Xt(s),

(F.3) For every vector V ∈ TsΣ tangent to Σ and every t ∈ R, the pushforward
Xt∗V ∈ TXt(s)M of V along Xt is spacelike with respect to g.

Now suppose that we are given a closed region V ⊆ M of spacetime with a boundary
∂V that can be decomposed as

∂V = Bi ∪B ∪Bf ,

where B is a timelike submanifold and Bi and Bf are spacelike submanifolds, all neces-
sarily of codimension one, of the spacetime manifold M . Let Xt : Σ→ V for t ∈ [ti, tf ] be
a foliation of V into spacelike hypersurfaces such that

Xti(Σ) = Bi and Xtf (Σ) = Bf

as well as
Xt(∂Σ) ⊂ B for all t ∈ (ti, tf ) ,

hold in addition to properties (F.1), (F.2) and (F.3), see figure 1.
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Figure 1: Foliation of spacetime into spacelike hypersurfaces.

Let us assume for simplicity that all of Σ can be covered by a single coordinate chart
(Σ, y). The coordinate maps yα on Σ induce a canonical basis for the tangent space TsΣ
at s ∈ Σ consisting of the vectors(

∂

∂y1

)
s

,

(
∂

∂y2

)
s

and
(

∂

∂y3

)
s

.

In turn, for every t ∈ R, the pushforwards

(eα)Xt(s) := Xt∗

(
∂

∂yα

)
s

∈ TXt(s)Σt

of the basis vectors (∂/∂yα)s for TsΣ constitute a basis for TXt(s)Σt.
We want to extend the set {(eα)Xt(s)} to a basis for TXt(s)V . One possible way to do

this is to choose a covector (n)Xt(s) ∈ T ∗Xt(s)V that satisfies

(n.1) (n)Xt(s)
(
(eα)Xt(s)

)
= 0,

(n.2) g−1
(
(n)Xt(s), (n)Xt(s)

)
= 1

(n.3) (e0)Xt(s) := g−1
(
(n)Xt(s), ·

)
is future-directed.

In other words, the vector (e0)Xt(s) is the future-directed normal vector of the hypersurface.
The vectors {(e0)Xt(s), (eα)Xt(s)} form a basis for TXt(s)V . This basis constitutes a (3+1)-
decomposition of the tangent space TXt(s)V .

It is crucially important to note that, in general, every coordinate map x : V → R4

will yield

e0 6=
∂

∂x0
,

even though

eα =
∂

∂xα

can be achieved for α = 1, 2, 3. That is to say that the basis {(e0)Xt(s), (eα)Xt(s)} of TXt(s)V
is not coordinate-induced, but only frame-induced. Nevertheless, it is useful to consider
the frame-induced components ḡab of the spacetime metric which, using properties (n.1)
and (n.2), are readily seen to be

ḡab = g(ea, eb) =

(
1 0
0 hαβ

)
,
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where hαβ := g(eα, eβ) , however, is coordinate induced. Note that the pullbacks of the
metric g along the maps Xt yield a one-parameter family of metrics ht on Σ. The metrics
ht are Riemannian metrics. Furthermore, by choosing the coordinate chart (V , x) such
that xα(Xt(s)) = yα(s), we have (ht)αβ(s) = hαβ(Xt(s)).

In order to devise a (3 + 1)-decomposition of the spacetime metric in terms of com-
ponents that indeed are induced by coordinates, we will now replace the troublesome e0

basis vector at each Xt(s) by another vector that is transverse to the hypersurfaces Σt and
is already defined in terms of the foliation maps Xt. The maps Xt induce a congruence of
curves γs in V transverse to Σt, where for every s ∈ Σ we have a curve

γs : [ti, tf ]→ V , t 7→ γs(t) := Xt(s).

Now consider a point p ∈ V . Recall that by (F.2) there is a unique pair (s, t) such that
p = Xt(s). Define the vector field T on V by

Tp = TXt(s) := γ̇s(t).

The set of vectors {Tp, (eα)p} is a basis for the tangent space TpV and this basis is coor-
dinate induced. In particular, the chart maps xa that satisfy

x0(p) = x0(Xt(s)) = t and xα(p) = xα(Xt(s)) = yα(s), (2.2)

are the ones that induce the {Tp, (eα)p} basis for the tangent space.
Since Tp is a tangent vector at the point p it may written as a linear combination of

the vectors {(e0)p, (eα)p}. We write this linear combination as

TXt(s) = Nt(s)(e0)Xt(s) +Nα
t (s)(eα)Xt(s),

where the scalar Nt : Σ→ R is called the lapse and Nα
t : Σ→ R are the components of a

vector field on Σ called the shift.
At the point p = Xt(s), the components of the metric g may also be expressed using

the {Tp, (eα)p} basis, which is manifestly coordinate-induced. In terms of the lapse, the
shift and the induced metric, we obtain

gab(Xt(s)) =

(
N2
t (s) +Nα

t (s)Nβ
t (s)(ht)αβ(s) Nβ

t (s)(ht)αβ(s)
Nα
t (s)(ht)αβ(s) (ht)αβ(s)

)
,

for the components of the metric with respect to the chart (V , x). From this expression
one can see that

det g(p) = N2
t (s) detht(s),

and hence √
− det g = Nt

√
−detht.

Using block matrix formulae for the inverse of a matrix, it can be shown that g−1 has the
matrix representation

gab(Xt(s)) =

 1
N2
t (s)

−Nβ
t (s)

N2
t (s)

−Nα
t (s)

N2
t (s)

(ht)
αβ(s) +

Nα
t (s)Nβ

t (s)

N2
t (s)

 .

The coordinate representation gab of the metric and gab of the inverse metric are instru-
mental for doing explicit calculations. Moreover, note that the pullback of the weight-one
density

√
−g on V along Xt yields the weight-one density Nt

√
−ht on Σ. This fact allows

for a proper formulation of integrals in coordinates restricted to the spacelike hypersurface
Σt as integrals over Σ.
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2.3 Fields in the (3 + 1)-decomposition

We have worked out the (3 + 1)-decomposition of the metric in the previous subsection. In
this subsection, we show how scalar and covector fields on V induce fields on Σ. The fields
on Σ will be subject to “time evolution”. They are precisely the ones we need to formulate
a Hamiltonian theory.

Consider the (3 + 1)-decomposition of V characterised by the embeddings

Xt : Σ→ V ,

such that Xti(Σ) = Bi, Xtf (Σ) = Bf and, for every t ∈ (ti, tf ), Xt(∂Σ) ⊂ B. We assume
that Σ can be covered by a chart (Σ, y). For V we choose a coordinate chart (V , x) such
that the coordinate maps xm satisfy the relations 2.2.

Now, let φ : V → R be scalar field on V . The scalar field φ on V induces a one-
parameter family of scalar fields φt : Σ → R, where φt is defined as the pull-back of φ
along Xt, i.e.

φt := X∗t (φ) = φ ◦Xt.

Intuitively, a velocity field φ̇t on Σ should tell us how φt changes at at each point when
slightly increasing the parameter t. To make this notion precise, let us define the velocity
φ̇t as the pullback along Xt of the Lie derivative along T , that is

φ̇t := X∗t (LTφ).

In fact, in the chosen coordinate system, taking the Lie derivative along T is the same as
taking the zeroth partial derivative ∂/∂x0 of φ.

The scalar field φ on V thus induces two scalar fields on Σ, φt and φ̇t that contain the
same information as the original field φ in a neighbourhood of the hypersurface Σt.

For a covector field A : V → T ∗V we have to do some more work. The covector field A
on V induces a one-parameter family of covector fields At : Σ → T ∗Σ on Σ, where At :=
X∗t (A). In the chart (V , x), we suggestively write A in components as A = A0dx

0 +Aµdx
µ.

The components of At are then given by

(At)µ(s) =

(
X∗t (A)

(
∂

∂yµ

))
(s) = A

(
Xt∗

(
∂

∂yµ

)
s

)
= A

((
∂

∂xµ

)
Xt(s)

)
= Aµ(Xt(s)),

where we have used that the charts satisfy 2.2.
In pulling back A we have exactly lost the zeroth component of A. Note, however,

that the component A0 is totally unimpressed by a change of coordinates on Σ. Indeed,
recall that the vector field T on V is defined without any reference to the coordinates on
Σ. We find that the zeroth component of A provides a one-parameter family of a scalar
fields (A0)t on Σ, defined by

(A0)t := A0 ◦Xt.

To establish velocities of At and (A0)t we compute the pullback along Xt of the Lie
derivative of A along T . In the (3 + 1)-decomposed coordinates on V , the Lie derivative of
A along T can be computed using Cartan’s magic formula. Let V be an arbitrary smooth
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vector field on V , then at the point p = Xt(s) we have

(LTA)pVp = ιT (dA)pVp + d(ιT (A))pVp

= (dAp)(Tp, Vp) + d(A(T ))pVp

=

 3∑
µ=1

{
∂Aµ
∂x0

− ∂A0

∂xµ

}
p

dxµpVp +

(
∂A0

∂x0
dx0 +

∂A0

∂xµ
dxµ

)
p

Vp

=
∂Am
∂x0

(p)dxmp Vp.

That is, the Lie derivative of A is the covector field on V with components ∂Am/∂x0. The
velocity of At is then defined by

Ȧt := X∗t (LTA) =

(
∂Aµ
∂x0

◦Xt

)
dyµ.

Analogously, we define the velocity of the scalar field (A0)t as

(Ȧ0)t :=
∂A0

∂x0
◦Xt.

In components, the velocities Ȧ0 and Ȧt can thus be computed by taking the partial
derivatives with respect to x0 of the component functions. In the remainder, we shall
always use charts on (V , x) and (Σ, y) such that the relations 2.2 are satisfied such that
the constructions given in this subsection apply.

2.4 Hamiltonian field theory for closed systems

With the Lagrangian formalism and the (3+1)-decomposition in place, we are in a position
to state the Hamiltonian formulation of field theory on a curved spacetime. The velocities of
the fields are replaced by momenta via a partial Legendre transformation. The Hamiltonian
is established as a functional of the fields and their momenta. In this subsection, we assume
that the Legendre transform is invertible. The next section on gauge theory is dedicated
to the the case of a non-invertible Legendre transform. The main result of this subsection
will be to present Hamilton’s equations for a closed system in terms of the Poisson bracket.

Let us again start by considering a scalar field

φ : V → R.

We assume a (3 + 1)-decomposition of V and a Lagrangian density L (φ, (∂/∂xm)φ), with
respect to the (3+1)-decomposed coordinates (V , x), are given. The Lagrangian density L

on V gives rise to a one-parameter family of weight-one scalar densities Lt

(
φt, φ̇t, (∂/∂y

µ)φt

)
on Σ. Making use of the lapse and the induced metric, the densities Lt may be written in
terms of the scalars (Lscalar)t as

Lt = (Lscalar)tNt

√
−ht.

The scalars (Lscalar)t : Σ→ R are defined in the familiar way as (Lscalar)t := X∗t (Lscalar).
The momentum πt is defined to be

πt(φt, φ̇t, (∂/∂y
µ)φt) =

∂

∂φ̇t
Lt(φt, φ̇t, (∂/∂y

µ)φt),

10



indeed, since Lt is a density of weight +1 and φ̇t is density of weight 0, the momenta πt
form a one-parameter family of weight-one scalar densities on Σ. Just like the Lagrangian
density, the momentum πt may be decomposed as the product of a scalar field (πscalar)t
and a density factor Nt

√
−ht. The momentum πt thus has an explicit t dependence via the

density factor. From here on out, we will work exclusively with the fields and momenta on
Σ. To make the notation less cumbersome, we will, in principle, not write their subscript
t anymore. Furthermore, we will employ the shorthand ∂µ for the vector field ∂/∂yµ.

The Lagrangian energy density Et is a weight-one scalar density on Σ that depends on
φ, φ̇ and (∂/∂yµ)φ. It is defined as

Et
(
φ, π

(
φ, φ̇, ∂µφ

)
, ∂µφ

)
= π

(
φ, φ̇, ∂µφ

)
φ̇−Nt

√
−ht Lt

(
φ, φ̇, ∂µφ

)
.

The Hamiltonian density Hc is a weight-one scalar density that depends on φ, π and ∂µφ
and satisfies

Et = FL∗(Ht),

where FL is the partial Legendre transform taking φ̇ to π, i.e.

FL(φ, φ̇, ∂µφ) =
(
φ, π(φ, φ̇, ∂µφ), ∂µφ

)
.

If the Legendre transform is invertible, then we may write φ̇ as function of φ, π and ∂µφ.
In that case, the Hamiltonian density is simply equal to

Ht (φ, π, ∂µφ) = π φ̇ (φ, π, ∂µφ)−Nt

√
−ht Lt

(
φ, φ̇ (φ, π, ∂µφ) , ∂µφ

)
.

In terms of the Hamiltonian density, we define the Hamiltonian functional

H[φ, π](t) =

∫
Σ

Ht (φ, π, ∂µφ) dy1 ∧ dy2 ∧ dy3.

Let us provide Hamilton’s equations of motion for the scalar field φ on a stationary
spacetime. For a stationary spacetime there exists a (3 + 1)-decomposition in which the
lapse, shift and induced metric are independent of t. We take that (3 + 1)-decomposition.
The momentum πt is then no longer explicitly dependent on t. Hamilton’s equations now
follow analogous to the Euler-Lagrange equations from variation of the action.

Under the assumption of an invertible Legendre transform the action can be expressed
in terms of the Hamiltonian density as

S[φ, π] =

∫ tf

ti

∫
Σ

[
πφ̇ (φ, π, ∂µφ)−Ht (φ, π, ∂µφ, t)

]
.

The field φ and momentum π extremize the action if

δS = S[φ+ δφ, π + δπ]− S[φ, π] = 0,

where δφ and δπ are variations such that δφ vanishes on the boundary of Σ. We do not
require δπ to vanish on the boundary. A similar derivation to the one performed for the
Euler-Lagrange equations shows that δS = 0 if and only if3

φ̇ =
∂Ht

∂π
and π̇ = −∂Ht

∂φ
+ ∂µ

(
∂Ht

∂(∂µφ)

)
. (2.3)

3The variations are performed explicitly in [6].
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These are Hamilton’s equations of motion for a scalar field.
For a closed system, we may use the Poisson bracket, as introduced in appendix B, to

formulate Hamilton’s equations of motion in an alternative way. A system is closed if on
any given solution to Hamilton’s equations, the Hamiltonian functional is constant as a
function of t. For the Hamiltonian of a scalar field this amounts to

d

dt
(H[φ, π]) = 0,

for any solution (φ(s, t), π(s, t)) to 2.3. Note that for a general curved spacetime, there are
no such solutions because of the explicit t-dependence of the Hamiltonian. A Hamiltonian
theory on a general curved spacetime is thus inherently open. On a stationary spacetime,
however, there is a (3 + 1) decomposition, such that the explicit t derivative of the Hamil-
tonian is zero. Choosing that (3 + 1)-decomposition, as we did when deriving Hamilton’s
equations, the t-derivative of the Hamiltonian on the solution (φt, πt) is zero when∫

d3y

[
∂ν

(
∂Ht

∂(∂νφ)
(y)φ̇(y)

)]
= 0.

On a stationary spacetime, a closed system is one for which this integral vanishes. Phys-
ically, the vanishing of this integral means that no energy enters or leaves the system via
its timelike boundary.4

Finally, we find that Hamilton’s equations as given in 2.3 are equivalent to

φ̇(s) = {φ(s), H} and π̇(s) = {π(s), H} for all s ∈ Σ,

where
φ(s) = φ[δy(s)] :=

∫
φ(y−1(α))δy(s)(α) d3α .

Let us stress that the Poisson bracket formulation is only valid for closed systems on
stationary spacetime with the appropriate (3 + 1)-decomposition in which the lapse, shift
and induced metric independent of the parameter t.

If the Lagrangian (additionally) depends on a covector field A on Σ, then one can also
construct the momentum E conjugate to A. The momentum E is a vector density of
weight +1 with components

Eν :=
∂

∂(Ȧ)ν
(Lt).

Following the same construction of the Hamiltonian density and doing the variation of the
action componentwise, one finds Hamilton’s equations for the components of At and Et to
be

(Ȧ)ν =
∂Ht

∂Eν
and (Ė)ν = −∂Ht

∂Aν
+ ∂µ

(
∂Ht

∂(∂µAν)

)
,

or, in terms of the Poisson bracket,

Ȧν(s) = {Aν(s), H} and Ėν(s) = {Eν(s), H} for all s ∈ Σ.

4See appendix A for a discussion of the integral and the boundary terms.

12



3 Review of gauge theory

In this section, we provide the mathematical framework for gauge theories. A gauge theory
is a closed system described by a Lagrangian whose Hessian with respect to the generalized
velocities is singular, so that the Hamiltonian still contains arbitrary functions even after
a systematic algorithm for the elimination of these arbitrary functions has been executed.
The theory is developed in detail for systems with a finite-dimensional phase space. The key
constructions carry over to field theory. The electromagnetic field in Minkowski spacetime
turns out to be a gauge theory and it is presented as an example at the end of this section.

3.1 Singular Lagrangians and primary constraints

Let us consider a system with a finite-dimensional configuration space Q. The Lagrangian

L : TQ→ R, (q, v) 7→ L(q, v)

is called singular if the Hessian matrix with respect to the velocities

Wij =
∂2L

∂vi∂vj
,

is singular. The Legendre transform

FL : TQ→ T ∗Q, (q, v) 7→ (q, p̂(v)),

where
p̂j(v) =

∂L

∂vj
(q, v),

of such a singular Lagrangian, is not invertible.
Assume that the rank deficiency of the Hessian Wij is equal to some integer k < n

constant throughout the tangent bundle TQ. If k is not constant throughout TQ, we
restrict our attention to a region of TQ where it is. In the coordinates (qi, vj) on TQ, the
differential of FL can be represented by the 2n× 2n matrix

d(FL)(q,v) =

(
Idn 0
∗ Wij(q, v)

)
.

The upper n× 2n rectangle has rank n and the rank of the lower n× 2n rectangle is equal
to the rank of Wij , which is n− k. In total, the rank of d(FL)(q,v) is then equal to 2n− k.
By the rank theorem5, we can, locally, find k independent functions

ψ1, . . . , ψk : T ∗Q→ R2n

such that
(q, p) ∈ ImFL(TQ) ⇐⇒ ψ1(q, p) = 0, . . . , ψk(q, p) = 0.

The functions ψ1, . . . , ψk are called the primary constraints. Their vanishing defines a
surface of codimension k in T ∗Q to which the dynamics are restricted. This surface is
referred to as the constrained surface.

A foliation of TQ is defined where each leaf is the preimage of a point (q, p) ∈ ImFL(TQ)
under the Legendre map. The leaves are surfaces in TQ of codimension 2n − k. A basis

5Theorem 4.12 in [5].
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Γ
(q)
i of vector fields tangent to the leaf preimFL(q, p), is provided in terms of the primary

constraints:
Γ

(q)
i =

(
∂ψi
∂pj

)
(q,p̂(v))

∂

∂vj
,

see [7] for a proof.
The canonical Hamiltonian is defined as the function Hc : T ∗Q → R such that

FL∗(Hc) = E, where E(q, v) = vmqm−L(q, v) is the Lagrangian energy. On the image of
the Legendre transform, the canonical Hamiltonian is well-defined, since the Lagrangian
energy E is in fact constant on every leaf preimFL(q, p) of the foliation. To see this, we
act on E with the vector fields Γi:

ΓiE(q, v) =

(
∂ψi
∂pj

)
(q,p̂(q,v))

∂

∂vj
(vmp̂m(q, v)− L(q, v))

=

(
∂ψi
∂pj

)
(q,p̂(v))

(
p̂j(q, v) + vm

∂p̂m
∂vj

(q, v)− ∂L

∂vj
(q, v)

)
=

(
∂ψi
∂pj

)
(q,p̂(v))

vm
∂p̂j
∂vm

(q, v)

=

(
∂ψi ◦ FL
∂vm

)
(q,v)

vm

= 0.

In the second line we have assumed that the Lagrangian is smooth such that the Hessian
∂p̂m/∂v

j is symmetric. The last step follows because the constraints are, by definition,
constant on the image of the Legendre transform.

Although the canonical Hamiltonian is uniquely defined on FL(TQ), on the entire
phase space T ∗Q it is only defined up to an arbitrary linear combination of the primary
constraints ψi since FL∗ψi = 0 for i = 1, . . . , k. In particular, suppose that we have found
Hc that satisfies the requirement FL∗Hc = E, then Hc + viψi, for vi(q, p; t) arbitrary
functions on T ∗Q that may depend on time, is as good a canonical Hamiltonian as the Hc

we calculated. This leads us to the definition of the total Hamiltonian HT := Hc + viψi.
The ambiguity in the definition of the total Hamiltonian is at the root of gauge symmetry.

3.2 Classifying constraints and the Dirac algorithm

In the case of regular Lagrangian,6 once the Hamiltonian is found the equations of motion
are formulated in terms of the Poisson bracket as

q̇ = {q,H} and ṗ = {p,H}. (3.1)

It turns out that in the singular case, equations 3.1 remain to be true when we replace H
by HT . The dynamics are completely described by the following system of differential and
algebraic equations:

q̇ = {q,HT } = {q,Hc}+ vi{q, ψi}
ṗ = {p,HT } = {p,Hc}+ vi{p, ψi}
0 = ψi

. (3.2)

6A regular Lagrangian is one with an invertible Hessian matrix.
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The splitting of the brackets in the first two lines is justified by the Leibniz identity for
the Poisson bracket and the observation that {q, vi}ψi = 0 on a solution curve, since on a
solution curve the constraints ψi = 0 are satisfied.

Let us stress that equations 3.2 encompass the complete time evolution of the system.
However, the differential equations are intertwined with the algebraic equations. There is a
more enlightening way to represent the contents of equations 3.2, in which the differential
and algebraic equations have been disentangled. This disentangling is done by applying
the Dirac algorithm. The key steps of the Dirac algorithm are discussed in the remainder
of this subsection.

We start out by defining the time evolution vector field XH by

XH =
∂

∂t
+ {·, Hc}+ vi{·, ψi},

where ∂/∂t has been included to account for explicit time dependencies. Suppose we have
a solution curve γ : R→ T ∗Q such that on γ equations 3.2 hold. On this solution curve it
holds, in particular, that ψi = 0 for i = 1, . . . , k. Therefore, acting with the time evolution
vector field XH on ψi along the curve γ we get zero. From this observation, we deduce the
so-called consistency conditions

XH(ψi)|γ(t) = 0, for all solution curves γ and all i = 1, . . . , k.

Computing the consistency conditions explicitly, we have

0 = XH(ψj)|γ(t) = {ψj , Hc}|γ(t) + vi{ψj , ψi}|γ(t). (3.3)

Here enters the crucial step of splitting the constraints into two classes, first class and
second class. We start by defining first class functions with respect to a set of constraint
functions.

Definition 1. Given a set of constraint functions ψ1, . . . , ψk, a function f : T ∗Q → R is
called first class with respect to ψ1, . . . , ψk if

{f, ψi} =
ψ=0

0 for i = 1, . . . ,m.

The “ψ = 0” below the equality sign indicates that the equality sign is required to
hold only on the surface in T ∗Q defined by the simultaneous vanishing of the constraint
functions ψi. A constraint ψi is called first class if it is a first class function, that is, when
{ψi, ψj} = 0 for j = 1, . . . , k. A constraint which is not first class is called second class.
Let us relabel the indices of the primary constraints such that for i ≤ p the constraints are
first class and for i > p the constraints are second class. It can be shown that the matrix
of the Poisson brackets of the second class constraints

Mij = {ψi, ψj}, i, j > p,

is invertible.
With this classification of the constraints, we are ready to systematically treat the

consistency conditions. It turns out that the second class constraints determine some of
the arbitrary functions vi. In particular, from 3.3 it follows that

vi = M ij{ψj , Hc}, i, j > p.

The total Hamiltonian can then be redefined to be

HT = Hc +M bj{ψj , Hc}ψb + vaψa = H(1) + vaψa,
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where b runs over the primary second class constraints and a over the primary first class
constraints and H(1) = Hc +M bj{ψj , Hc}ψb.

For a first class constraint ψi, the right hand side of condition 3.3 becomes

{ψi, Hc}|γ(t).

If this is already zero for any curve γ(t) in the constraint surface, nothing needs to be
done. If that is not the case, then ψ̃i := {ψi, Hc} must be included in the set of constraint
functions. The new constraints ψ̃i coming up in this way are called secondary constraints.
Suppose that in total we identify m secondary constraints. We rename the secondary
constraints to ψk+1, . . . , ψk+m and append them to the list of primary constraints as to
obtain the total set of constraint {ψ1, . . . , ψk+m}. This concludes the first iteration of the
Dirac algorithm.

Let us review what was done. We have first classified the constraints as either first or
second class. The second class constraints have eliminated some of the arbitrary functions
and in the process led us to define H(1). Some of the first class gave rise to new, secondary,
constraints that extended our list of existing constraints. The dynamics may be now be in
terms of H(1) and the new set of constraints as

q̇ = {q,H(1)}+ va{q, ψa}
ṗ = {p,H(1)}+ va{p, ψa}
0 = ψi for i = 1, . . . , k +m

. (3.4)

Again, we have a Hamiltonian H(1), arbitrary functions va and a set of constraints
ψ1, . . . , ψk+m. We can classify the constraints with respect to the new set into first and
second class constraints and work out the consistency relations. We repeat this process
until no new constraints come up. When that is the case, we have a final Hamiltonian H ′,
a final set of constraints ψ1, . . . , ψM and, possibly, arbitrary functions va. The final form
of the dynamic equations is

q̇ = {q,H ′}+ va{q, ψa}
ṗ = {p,H ′}+ va{p, ψa}
0 = ψi, i = 1, . . . ,M

. (3.5)

The differential equations only contain brackets with the primary first class constraints
ψa. Furthermore, one can check that the Hamiltonian H ′ is first class. In this form, the
algebraic and differential equations are disentangled. If one constructs an initial condition
that satisfies the constraints, then the differential equations will automatically preserve the
constraints since H ′ and the ψa are first class. That is, one can first solve the algebraic
equations and after that, one only has to worry about solving the differential equations.

3.3 Gauge transformations from generating functions

A gauge transformation maps a solution of the dynamic equations to another, infinitesi-
mally close, solution with the same initial conditions. Gauge transformation are canonical
transformations in the sense that a dynamical quantity g is taken to g+{g,G}, where G is
a function called the gauge generator. In this subsection, we give the definition of a gauge
generator and provide a general ansatz for finding them.

Before we can state the definition of a gauge generator, we need to introduce the concept
of a strong equality, as devised by Dirac (see [2]). A function f is said to be strongly equal
to zero

f ≡
ψ=0

0
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with respect to a set of constraints denoted by ψ if both f and its partial derivatives, ∂f
∂qi

and ∂f
∂pj

, vanish on the constrained surface. Furthermore, a function f is strongly equal to
another function g if f − g ≡

ψ=0
0.

With this terminology, a gauge generator G : T ∗Q×R→ R is a function that satisfies
three conditions:

(G.1) G(t) is first class,

(G.2) ∂G
∂t (t) + {G(t), H ′} ≡

ψ=0
pfcc,

(G.3) {G(t), ψa} ≡
ψ=0

pfcc,

where ψa are the primary constraints and pfcc denotes a linear combination of the primary
first class constraints. The gauge generator is required first class such that constraints are
preserved under a gauge transformation. Properties (G.2) and (G.3) are chosen such that
the gauge generator itself is a conserved quantity, but note that it is a conserved quantity
of a special type as the time evolution of the gauge generator is in fact strongly equal to
zero.7

So, how do we find the gauge generator of a system? One way is to use an ansatz of
the form

G(t) = G0ξ(t) +G1ξ̇(t) + · · ·+GNξ
(N)(t), (3.6)

where N is the total number of first class constraints and ξ is an arbitrary function of
time. Plugging the ansatz into (G.3), and using that ξ(t) is an arbitrary function of time,
we find that

{Gi, ψa} ≡
ψ=0

pfcc

must hold for i = 1, . . . , N . If we plug in the ansatz to (G.2), then we find

G0ξ̇ + · · ·+GNξ
(N+1) + ξ{G0, H

′}+ ξ̇{G1, H
′}+ · · ·+ ξ(N){GN , H ′} ≡

ψ=0
pfcc.

Collecting like terms in ξ(n) and noting the arbitrariness of ξ, we conclude that G must
satisfy

{G0, H
′} ≡

ψ=0
pfcc, (3.7)

Gn ≡
ψ=0
−{Gn+1, H

′}+ pfcc for n = 0, 1, . . . , N − 1 (3.8)

GN ≡
ψ=0

pfcc. (3.9)

The last equation sets GN to be a linear combination of primary first class constraints.
The rest of the Gn are determined recursively by 3.8. Under certain conditions, given in
[4], equation 3.7 is also satisfied and one is sure that the ansatz yields a gauge generator.
However, even without such conditions, one could still use the ansatz by settingGN equal to
a primary first class constraint and performing the recursion. Doing so, one finds a function
G and as long as (G.1), (G.2) and (G.3) are satisfied, G is indeed a gauge generator.

7A precise motivation for the properties (G.2) and (G.3) is given in [7].
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3.4 The electromagnetic field as a gauge theory

The analysis of gauge theories so far has been performed for systems with a finite-
dimensional phase space. The constructions provided extend to field theory when the field
theory of interest is formulated in terms of the Poisson bracket. As an example, we will
work out the gauge symmetries of the electromagnetic field in a Minkowski spacetime using
a gauge generator.

We consider the electromagnetic field with potential A : M → T ∗M in a Minkowski
spacetime M . Minkowski spacetime can be covered by a single canonical chart in which
the metric η is a diagonal matrix η = diag(1,−1,−1,−1). The Lagrangian density for the
electromagnetic field is

L = −1

4
ηamηnbFabFmn,

where Fmn = ∂mAn− ∂nAm are the components of the electromagnetic field tensor F and
ηab are the components of the inverse metric which are the same as the components ηab of
the metric. In field theory, the Hessian with respect to the velocities is computed with the
variational derivative:

Wmn =
δ2L

δ(∂0Am)δ(∂0An)
.

Since Fmn is anti-symmetric F00 = 0 and, hence, Wm0 = W 0n = 0. Working out the rest
of the components of the Hessian, we find that, altogether, it is singular with corank 1.

A (3 + 1)-decomposition of M is trivially established by taking

Xt : R3 → R4, (y1, y2, y3) 7→ (t, y1, y2, y3).

We require that the foliation is such that t = x0. Going over to the Hamiltonian formu-
lation, we must first compute the momenta E0 conjugate to A0 and Eµ conjugate to Aµ.
The momentum E0 is directly seen to be

E0 =
∂L

∂(∂0A0)
= 0

and the components Eµ are

Eµ =
∂L

∂(∂0Aµ)
= −1

2
ηamηnbFab

(
δ0
mδ

µ
n − δ0

nδ
µ
m

)
= ηaµη0bFab = Fµ0.

Note that the conjugate momenta Eµ of Aµ are the components of the electric field. In the
process of calculating the momenta we have already found the primary constraint. The
primary constraint ψ1 is a function of the fields, momenta and their gradients and it is
given by

ψ1(A0, ∂µA0, E
0, Aν , ∂µAν , E

ν) = E0.

The constraint ψ1 is a scalar field on Σ. It is useful to define the functional Ψ1[v1] as a
smeared version of the constraint function ψ1:

Ψ1[v1] =

∫
d3y v1ψ1 .

Take note that the integral is only over the spatial variables. After a bit of manipulation,
the canonical Hamiltonian can be seen to be

Hc =

∫
d3y

[
1

4
ηαµηνβFαβFµν −

1

2
ηµνE

µEν + Eµ∂µA0

]
.
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The total Hamiltonian is given in terms of Hc and Ψ1[v1], with v1 an arbitrary function

HT = Hc + Ψ1[v1].

We assume that the system is closed such that the Poisson bracket formulation of the
dynamics applies. The dynamic equations in the form of equation 3.2 are given by

Ȧm(s) = {Am(s), Hc}+ {Am(s),Ψ1[v1]}
Ėm(s) = {Em(s), Hc}+ {Em(s),Ψ1[v1]}
0 = ψ1(s)

.

We now perform the first iteration of the Dirac algorithm. The time evolution operator
is

XH =
∂

∂t
+ {·, Hc}+ {·,Ψ1[v1]}

Working out the consistency relation XHψ1(s) = 0, we find the secondary constraint

ψ2(s) := {ψ1(s), Hc} = ∂µE
µ(s).

The two constraints ψ1 and ψ2 are both first class and no more constraints come up.
The canonical Hamiltonian is first class with respect to ψ1 and ψ2. The final form of the
dynamic equations is then

Ȧm(s) = {Am(s), Hc}+ {Am(s),Ψ1[v1]}
Ėm(s) = {Em(s), Hc}+ {Em(s),Ψ1[v1]}
0 = ψ1(s)

0 = ψ2(s)

.

The ansatz for the gauge generator in 3.6 has to be slightly modified. The Gi are no
longer functions, but they become functionals of ξ(i). There are two first class constraints,
so the ansatz takes the form

G(t) = G0[ξ](t) +G1[ξ̇](t),

where Gi[ξ(i)] =
∫
Gi(An, En, ∂µAn) ξ(i)(y, t)d3y. From 3.9, we know that the functional

G1 must be a primary constraint. There is only one primary constraint, so we have to take

G1 = Ψ1.

It then follows immediately form 3.8 that

G0 = −Ψ2.

In its full form the gauge generator is given by

G(t) = −Ψ2[ξ](t) + Ψ1[ξ̇](t) =

∫
d3y

[
E0(y)ξ̇(y, t)− (∂µE

µ)(y)ξ(y, t)
]
.

Indeed, this G(t) generates the familiar U(1)-gauge symmetry of the electromagnetic po-
tential:

δA0 = {A0, G} = ξ̇ and δAµ = {Aµ, G} = ∂µξ.
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4 The gauge theory of interacting Klein-Gordon and Maxwell
fields

We study the classical dynamics of a charged scalar field interacting with the Maxwellian
electromagnetic field on a curved spacetime. It turns out that this is a gauge theory. We
start from the Lagrangian formulation of the theory. Some heavy calculational work must
be performed to obtain the Hamiltonian. Once the Hamiltonian formulation has been
established in the form of equations 3.2, we apply the Dirac algorithm to work out the
constraints. Finally, we use the ansatz 3.6 to find the gauge generator of the system.

4.1 The locally gauge invariant Lagrangian

In this subsection, we set up the Lagrangian of a charged, massive scalar field coupled
to the electromagnetic field. The scalar field we consider is the Klein-Gordon field. The
bare Klein-Gordon field has a global gauge symmetry that is compatible with the local
gauge symmetry of the electromagnetic field. To make the global gauge symmetry of the
Klein-Gordon field into a local gauge symmetry, the Klein-Gordon field must be coupled to
the electromagnetic field. The Lagrangian that describes the coupled system of the Klein-
Gordon field interacting with the electromagnetic field is the main result of this subsection.
As preparation for the step into Hamiltonian dynamics, we will (3 + 1)-decompose the
Lagrangian.

Let (M, g) be a spacetime manifold. We restrict our attention to a region V ⊆M that
is bounded by closed hypersurface ∂V . We assume that V can be covered by a single chart
(V , x). If not, the usual constructions using a smooth atlas for M apply. In this region,
consider a complex, massive, charged Klein-Gordon field

φ : V → C.

with Lagrangian density

LKG(φ, ∂mφ, φ
∗, ∂mφ

∗) =
√
−g
[
gab∂aφ

∗∂bφ−M2φ∗φ
]
.

The complex conjugate φ∗ of φ is treated as an independent field on V .8 The Lagrangian
density LKG is invariant under the global gauge transformation

φ̄ = eiQΛφ and φ̄∗ = e−iQΛφ∗,

for some constant Λ. This gauge symmetry corresponds to applying a global phase shift
to the Klein-Gordon field.

To make this global gauge symmetry into a local one would mean that we replace the
constant Λ by a function λ : V → R. As given, LKG is not locally gauge invariant. Indeed,
if we plug in φ̄ = eiQλφ and φ̄∗ = e−iQλφ∗ to LKG extra terms show up. However, by
coupling to a covector field with dynamics that are invariant under the transformation

Ām = Am + ∂mλ,

it turns out that we can make a locally gauge invariant Lagrangian density for the Klein-
Gordon field. The potential

A : V → T ∗V ,

8Equivalently, one could take the real and imaginary parts of φ as the independent fields.
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of the electromagnetic field has precisely this symmetry. Of course, the electromagnetic
field also has its own Lagrangian density

LEM = −
√
−g 1

4
gamgbnFabFmn.

Note that the Lagrangian density for the electromagnetic field is already locally gauge
invariant. It turns out that the locally gauge invariant Lagrangian density for the Klein-
Gordon coupled to the electromagnetic field is given by

L [A, φ, φ∗] =
√
−g
[
− 1

4
gmagbn

(
∂

∂xa
Ab −

∂

∂xb
Aa

)(
∂

∂xm
An −

∂

∂xn
Am

)
+ gmn

(
∂

∂xm
+ iQAm

)
φ∗
(

∂

∂xn
− iQAn

)
φ−M2φ∗φ

]
.

(4.1)

We have written the Lagrangian density as a functional of the fields, but in coordinates,
the Lagrangian density can be considered a function of the field components and their
partial derivatives.

Now assume that we have made a (3 + 1)-decomposition of V characterised by the
embeddings

Xt : Σ→ V ,

for t ∈ [ti, tf ] such that Xti(Σ) = Bi, Xtf (Σ) = Bf and Xt(∂Σ) ⊂ B for every t ∈ (ti, tf ).
The usual assumption that that Σ can be covered by a chart (Σ, y) is in effect. It is
furthermore assumed that the chart (V , x) is the one that satisfies 2.2.

We want to write the Lagrangian density as a function of the time derivatives and the
spatial derivatives of the fields on Σ. The first step is to split the full contractions in 4.1
over the Latin indices into full contractions over only Greek indices. The result is:

L [A, φ, φ∗] =
√
−g
[
− 1

4
gµαgβν(∂αAβ − ∂βAα)(∂µAν − ∂νAµ)

− gµ0gβν(∂0Aβ − ∂βA0)(∂µAν − ∂νAµ)

− 1

2
g00gβν(∂0Aβ − ∂βA0)(∂0Aν − ∂νA0)

− 1

2
g0αg0ν(∂αA0 − ∂0Aα)(∂0Aν − ∂νA0)

+ g00(∂0φ
∗∂0φ+ iQA0φ

∗∂0φ− iQA0φ∂0φ
∗ +Q2A0A0φφ

∗)

+ gµ0(∂µφ
∗∂0φ+ iQAµφ

∗∂0φ− iQA0φ∂µφ
∗ +Q2AµA0φφ

∗)

+ g0ν(∂0φ
∗∂νφ+ iQA0φ

∗∂νφ− iQAνφ∂0φ
∗ +Q2A0Aνφφ

∗)

+ gµν(∂µφ
∗∂νφ+ iQAµφ

∗∂νφ− iQAνφ∂µφ∗ +Q2AµAνφφ
∗)−M2φ∗φ

]
.

In this expression, the shorthand notation ∂α for ∂
∂xα and ∂0 for ∂

∂x0
is used.

Using the results of section 2, we can give the Lagrangian density on Σ at time t in
terms of the induced fields. We must then replace the derivatives with respect to x0 by
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the velocity fields on Σ. Doing so, we obtain

Lt[(A0)t, At, φt, φ
∗
t ] = N

√
−h
[
− 1

4
gµαgβν(∂αAβ − ∂βAα)(∂µAν − ∂νAµ)

− gµ0gβν(Ȧβ − ∂βA0)(∂µAν − ∂νAµ)

− 1

2
g00gβν(Ȧβ − ∂βA0)(Ȧν − ∂νA0)

− 1

2
g0αg0ν(∂αA0 − Ȧα)(Ȧν − ∂νA0)

+ g00(φ̇∗φ̇+ iQA0φ
∗φ̇− iQA0φφ̇

∗ +Q2A0A0φφ
∗)−M2φ∗φ

+ gµ0(∂µφ
∗φ̇+ iQAµφ

∗φ̇− iQA0φ∂µφ
∗ +Q2AµA0φφ

∗)

+ g0ν(φ̇∗∂νφ+ iQA0φ
∗∂νφ− iQAνφφ̇∗ +Q2A0Aνφφ

∗)

+ gµν(∂µφ
∗∂νφ+ iQAµφ

∗∂νφ− iQAνφ∂µφ∗ +Q2AµAνφφ
∗)

]
,

where all objects are on Σ and the inverse metric components are functions of lapse, shift
and ht. The Lagrangian L can now be taken as

L =

∫
Σ

Lt dy
1 ∧ d2y ∧ dy3.

4.2 Hamiltonian of interacting Klein-Gordon-Maxwell system

With the Lagrangian and the (3 + 1)-decomposition at our disposal, we are ready to
compute the Hamiltonian. The first step is to compute the momenta conjugate to the
fields on Σ. A single primary constraint will come up in this computation. Then, the
Lagrangian energy is defined in terms of the fields, their gradients and the time derivatives.
The Hamiltonian is computed such that its pullback along the Legendre transform equals
the Lagrangian energy.

Let us set Eρ to be the momentum for Aρ and E0 to be the momentum for A0. We let
π and π∗ denote be the momenta for φ and φ∗, respectively. Let us first compute Eρ. At
the point s, we have

Eρ(s) :=
δL

δȦρ(s)
=
∂Lt

∂Ȧρ
(s)

Hence, the components with respect to the chart (Σ, y) of the weight-one vector density E
conjugate to the covector field A on Σ are

Eρ =

[
gµ0gρν(∂νAµ − ∂µAν) + g00gρν(∂νA0 − Ȧν) + gµ0gρ0(Ȧµ − ∂µA0)

]
Nt

√
−ht.

Now consider the momentum E0 conjugate to A0. It is immediately seen from the the
Lagrangian density that

E0 = 0,

since the Lagrangian density does not contain the term Ȧ0. We have thus found the
primary constraint

ψ1(A0, E
0, ∂µA0, ∂µE

0, . . . ) = E0.

This is the only primary constraint that comes up. Note again that the primary constraint
ψ1 is function of the fields, the momenta and their gradients and, in this case, it happens
to be a very simply function.
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Now to find π we vary L with respect to φ̇. At the point s, we have that

π(s) :=
δL

δφ̇(s)
=
∂Lt

∂φ̇
(s)

So, explicitly, the canonical momentum π conjugate to the scalar field φ is

π =

[
g00(φ̇∗ + iQA0φ

∗) + gµ0(∂µφ
∗ + iQAµφ

∗)

]
Nt

√
−ht .

A similar computation provides the canonical momentum π∗ conjugate to the scalar field
φ∗. Doing the computation one finds that the π∗ is really the complex conjugate of π, so
the notation is justified. The momenta π and π∗ are weight-one scalar densities.

We have defined the Lagrangian on Σ and we have found the canonical momenta. We
are now in position to compute the Hamiltonian. Denote by FL the partial Legendre
transform that maps the velocities to the momenta. The canonical Hamiltonian density
Hc is defined such that

FL∗Hc = E ,

where

E [A0, Aα, φ, φ
∗, Ȧ0, Ȧα, φ̇, φ̇

∗] =
(
E0Ȧ0 + EαȦα + πφ̇+ π∗φ̇∗ −Lt

)
.

is the Lagrangian energy density. In the Lagrangian energy density, the momenta are
functions of the fields and the velocities. To obtain the Hamiltonian we should get rid of
the velocities and replace them by the momenta. Getting rid of φ̇ and φ̇∗ is easy. The
defining relation between φ̇ and π can be inverted to yield

φ̇(A0, E
0, Aα, E

α, φ, π, φ∗, π∗) =
π∗ − gµ0Nt

√
−ht(∂µφ− iQAµφ)

g00Nt

√
−ht

+ iQA0φ,

and similarly,

φ̇∗(A0, E
0, Aα, E

α, φ, π, φ∗, π∗) =
π − gµ0Nt

√
−ht(∂µφ∗ + iQAµφ

∗)

g00Nt

√
−ht

− iQA0φ
∗.

Replacing the velocities of the electromagnetic field by the E0 and Eµ is not so straight-
forward. Consider the terms in the Lagrangian energy that contain time derivatives of the
covector field A on Σ and rewrite them in terms of the momenta and spatial derivatives.
To keep track of indices, we abandon the upper dot as the time derivative for a moment
and instead write a ∂0. The terms in the Lagrangian energy that contain ∂0Aµ are

Eα∂0Aα−
{
− 1

4
gµαgβν(∂αAβ − ∂βAα)(∂µAν − ∂νAµ)

− gµ0gβν(∂0Aβ − ∂βA0)(∂µAν − ∂νAµ)− 1

2
g00gβν(∂0Aβ − ∂βA0)(∂0Aν − ∂νA0)

− 1

2
g0αg0ν(∂αA0 − ∂0Aα)(∂0Aν − ∂νA0)

}
Nt

√
−ht.

We start by adding ∂αA0−∂αA0 and after some manipulation using the explicit expression
for the components of E, we find that the above terms can be written as

Eα∂αA0+

{
Eα

2Nt

√
−ht

(∂0Aα − ∂αA0) +
1

2
gµ0gβν(∂0Aβ − ∂βA0)(∂µAν − ∂νAµ)

+
1

4
gµαgβν(∂αAβ − ∂βAα)(∂µAν − ∂νAµ)

}
Nt

√
−ht
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From this expression the velocities can be eliminated by recognizing that acting on E with
the metric yields

gαρE
ρ =

{
gµ0Fαµ + g00(∂0Aα − ∂αA0)

}
Nt

√
−ht.

And hence, by rearranging the terms we have that

(∂0Aα − ∂αA0) = − 1

g00

(
gαρE

ρ

Nt

√
−ht

+ gµ0Fµα

)
.

The right hand side is independent of velocities. Plugging this results into the terms under
investigation we thus find, again after some manipulation, that they reduce even further
to a velocity independent expression

Eα∂αA0 −
EαgαρE

ρ

2g00Nt

√
−ht

− Eαgµ0Fµα
g00

+

{
gµ0gανg0βFαβFµν

2g00
+

1

4
gµαgβνFαβFµν

}
Nt

√
−detht

So now, we found velocity independent expressions for all the terms in the Lagrangian
energy density that originally contained the velocities. In particular, we can now express
the Lagrangian energy in terms of the momenta instead of the velocities. That yields the
canonical Hamiltonian. Expressing all the velocity terms in terms of the momenta and
simplifying the expressions we find that the canonical Hamiltonian densit is given by

Hc = Eα∂αA0 −
EαgαρE

ρ

2g00Nt

√
−h
− Eαgµ0Fµα

g00

+

{
gµ0gανg0βFαβFµν

2g00
+

1

4
gµαgβνFαβFµν

}
Nt

√
−h+

ππ∗

g00Nt

√
−h

+ iQA0(πφ− π∗φ∗)− gµ0

g00
(π(∂µφ− iQAµφ) + π∗(∂µφ

∗ + iQAµφ
∗))

+
gµ0g0νNt

√
−h

g00
(∂µφ

∗ + iQAµφ
∗)(∂νφ− iQAνφ)

− gµνNt

√
−h(∂µφ

∗ + iQAµφ
∗)(∂νφ− iQAνφ) +M2φ∗φNt

√
−h.

The canonical Hamiltonian density is determined up to the product of an arbitrary function
v with the primary constraint density ψ1. This yields the total Hamiltonian density HT =
Hc + vψ1 and the total Hamiltonian functional

HT =

∫
Σ

HT dy
1 ∧ dy2 ∧ dy3 =

∫
Σ

[Hc + vψ1] dy1 ∧ dy2 ∧ dy3.

As presented, the Hamiltonian density looks messy. The expression can be cleaned up
considerably by making the inverse metric components explicit. Doing so, we find that the
total Hamiltonian density can be brought into the more compact form

HT = Eα∂αA0 −
NhαβE

αEβ

2
√
−h

+NµEαFµα +
1

4
hµαhβνFαβFµνN

√
−h

+
Nππ∗√
−h

+ iQA0(πφ− π∗φ∗) +Nµ
(
πDµφ+ π∗D∗µφ

∗)
− hµνN

√
−hD∗µφ∗Dνφ+M2φ∗φN

√
−h+ vψ1 ,
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where Dµ = ∂µ − iQAµ is the covariant derivative.
Next, we can express the Fµν in terms of the magnetic field components Bκ using the

Levi-Civita symbol
Fµν = −εµνκBκ,

where ε123 = 1. The Levi-Civita symbol εµνκ is a tensor density of weight −1. Since Fµν
is a real tensor, the Bκ must be a tensor density of weight +1. This suits us well, since we
also have that Eµ is a tensor density of weight +1. Multiplying the Levi-Civita symbol by
the weight-one scalar density

√
−h, we obtain the Levi-Civita tensor

ωµνκ :=
√
−h εµνκ.

The Levi-Civita tensor and the magnetic field are related by

Fµν
√
−h = −ωµνκBκ.

This representation is useful since we can raise and lower indices of ω with the metric
h. Using the magnetic field components, the fourth term in the Hamiltonian can then be
brought into a more enlightening form,

1

4
hµαhβνFαβFµνN

√
−h =

N

4
√
−h

hµαhβνωµνκB
κωαβλB

λ

=
N

4
√
−h

hκρω
αβρωαβλB

κBλ

= −NhκλB
κBλ

2
√
−h

,

where we contracted the ω’s in the last line using

ωαβρωαβλ =
sgn(deth)

|deth|
εαβρεαβλ = −2δρλ.

The third term in the Hamiltonian can also be written in terms of the magnetic field as

NµEαFµα = −NµEαεµακB
κ.

With all these simplifications in order, we may present the total Hamiltonian density
as

HT = Eα∂αA0 −
NhαβE

αEβ

2
√
−h

−NµεµαβE
αBβ −

NhαβB
αBβ

2
√
−h

+
Nππ∗√
−h

+ iQA0(πφ− π∗φ∗) +Nµ
(
πDµφ+ π∗D∗µφ

∗)
− hµνN

√
−hD∗µφ∗Dνφ+M2φ∗φN

√
−h+ vψ1 .

In the pure electromagnetic terms we recognize E2 + B2, positive, since hαβ is negative
definite. The third term encodes energy in the electromagnetic field due to the curvature
of the underlying spacetime. The importance of the first term Eα∂αA0 will become clear
in the next subsection. In the Klein-Gordon terms we recognize |π|2, M2|φ|2 and |Dµφ|2
which all look like reasonable energy terms. Also for the Klein-Gordon field there is a term
involving the shift. Of course, the electromagnetic field and the Klein-Gordon field are
coupled via the covariant derivative Dµ. In addition, they are coupled by an explicit term
that represents the product of the charge density with the scalar potential A0.
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4.3 Hamilton’s equations of motion

In this subsection we discuss some of the equations of motion of the Klein-Gordon-Maxwell
system. We will see that one of Maxwell’s inhomogeneous equations, in particular, the
Ampère-Maxwell equation comes up as one of the equations of motion. We will also
identify Gauss’ law as a secondary constraint.

Recall from section 3 that for a closed system the equations of motion are given by 3.2.
Under the assumption of a closed system, we can work out the Poisson brackets to find
that we are dealing with the system of differential and algebraic equations given by

Ė0 = −
(
∂HT

∂A0
− ∂ν

∂HT

∂(∂νA0)

)
Ȧ0 =

∂HT

∂E0

Ėµ = −
(
∂HT

∂Aµ
− ∂ν

∂HT

∂(∂νAµ)

)
Ȧµ =

∂HT

∂Eµ

π̇ = −
(
∂HT

∂φ
− ∂ν

∂HT

∂(∂νφ)

)
φ̇ =

∂HT

∂π

π̇∗ = −
(
∂HT

∂φ∗
− ∂ν

∂HT

∂(∂νφ∗)

)
φ̇∗ =

∂HT

∂π∗
,

subject to E0 = 0.
Direct computation of the right hand sides of these equations leads us to explicit equa-

tions of motion. The explicit equations of motion are listed in appendix C. There are three
equations that deserve special attention. The first of which is the equation for Ȧ0. There
is a single term in the total Hamiltonian density that contains E0, namely, the arbitrary
multiple of the constraint. The velocity of A0 is thus given by

Ȧ0 = v,

where v is an arbitrary function. In other words, the time evolution of A0 is arbitrary,
and hence, physically insignificant. Gauge theories are often said to have more degrees
of freedom then are physically necessary, and, indeed, A0 has turned out to be such a
redundant degree of freedom. In fact, since E0 = 0 for every physical solution, E0 itself is
also a redundant degree of freedom of the system.

The second equation that is interesting to consider is the time derivative of the Eµ,
that is, as we have seen, the time derivative of the components of the electric field density.
The equation of motion for Eµ is

Ėµ = −Nµ
t iQ (π∗φ∗ − πφ) + iQhµνNt

√
−h (φ∗Dνφ− φD∗νφ∗)

+ Eµ∂ρN
ρ
t +Nρ

t ∂ρE
µ −Nµ

t ∂ρE
ρ − Eρ∂ρNµ

t + ∂ρ(h
κρhµνFκνNt

√
−h)

This expression is complicated because of all the lapses and shifts flying around. Let us
interpret the equation under the assumption that the shift is zero, which can be achieved
for so-called static spacetimes. Using the Levi-Civita tensor, we can also rewrite the last
term using the magnetic field density to obtain

Ėµ = iQhµν
√
−h (φ∗Dνφ− φD∗νφ∗)− ∂ρ(ωρµσBσ).

Note that ∂ρ(ωρµσBσ) are the components of −∇ × ~B and iQhµν
√
−h (φ∗Dνφ− φD∗νφ∗)

is equal to minus the spatial components of the Noether conserved current of the locally
gauge invariant Klein-Gordon field in flat spacetime. The Noether conserved quantity of
the Klein-Gordon field is the electric charge. Denoting the Noether conserved current of
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the Klein-Gordon field by Jµ, the conservation law ∂µJ
µ is equivalent to the continuity

equation
∂ρ

∂t
= −∇ · ~J

which comes up in the vector calculus formulation of electrodynamics. The zeroth com-
ponent of the Noether current is the charge density, while the spatial components of the
Noether current are the components of the current vector ~J . We thus find that the equa-
tions of motion for Eµ in flat spacetime are equivalent to

∂

∂t
~E = ∇× ~B − ~J,

which is the Ampère-Maxwell equation in the language of vector calculus.
The final equation we will consider in this section, and that is absolutely crucial to

investigate, is, of course, the time derivative of E0. The primary constraint ψ1 is equal to
E0, so the consistency relation tells us that

Ė0 = 0.

Computating Hamilton’s equation for Ė0 shows, however, that,

Ė0 = ∂νE
ν − iQ (φπ − φ∗π∗) .

We have thus found a secondary constraint

ψ2 := ∂νE
ν − iQ (φπ − φ∗π∗) .

There are no more primary constraints to check for consistency, so ψ2 is the only secondary
constraint that comes up at this stage.

The secondary constraint is, in fact, the remaining inhomogeneous Maxwell equation.
The term ∂νE

ν is equivalent to the divergence of the electric field. Furthermore, the zeroth
component of the Noether conserved current is iQ(φg0mD∗mφ

∗ − φ∗g0mDmφ). Looking at
the expressions we have for the momenta π and π∗, we see that we have π = (g00D∗0φ

∗ +
g0µD∗µφ

∗)N
√
−h and π∗ = (g00D0φ+g0µDµφ)N

√
−h. Hence, iQ(φπ−φ∗π∗) is the zeroth

component of the Noether conserved current, i.e. the charge density. The secondary
constraint is thus equivalent to Gauss’ equation.

4.4 The gauge symmetries

We have performed the first iteration of the Dirac algorithm in the previous section. In this
section, we perform the second iteration starting from the system with Hamiltonian Hc

and constraints ψ1 and ψ2. We will find that no more constraints come up. Subsequently,
the gauge generator is constructed using the ansatz 3.6. From the gauge generator we
recover the expected gauge symmetries of the fields.

At this stage in the Dirac algorithm, we have two constraints ψ1 and ψ2. The constraint
ψ1 appears with an arbitrary factor v in the total Hamiltonian density. In the total
Hamiltonian functional we integrate over vψ1. This suggests we define the constraint
functionals

Ψ1[v1] =

∫
Σ
E0 v1 dy

1 ∧ dy2 ∧ dy3,

and
Ψ2[v2] =

∫
Σ

[(∂νE
ν − iQ(φπ − φ∗π∗)) v2] dy1 ∧ dy2 ∧ dy3,
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where v1 and v2 are arbitrary functions.
Let us explicitly perform the next iteration of the Dirac algorithm to check if more

constraints come up. First, we classify the two constraints that we have as either first class
or second class. By the skew-symmetry of the Poisson bracket, they must of course be of
the same class. The classification is readily done since ψ1 only depends on E0, but ψ2 does
not depend on A0. We thus already conclude that

{Ψ1[v1],Ψ2[v2]} = 0.

The bracket of the constraints vanishes, therefore both constraints are first class. The ar-
bitrary function in the total Hamiltonian remains and, in particular, the canonical Hamil-
tonian is not modified.

We should now perform the consistency check. For this, we must compute the bracket
of Ψ2[v2] with Hc. For general v2 and on a solution to the dynamics, the bracket is given
by

{Ψ2[v2], Hc} =

∫
d3w

[
δΨ2[v2]

δAm(w)

δHc

δEm(w)
− δΨ2[v2]

δEm(w)

δHc

δAm(w)

+
δΨ2[v2]

δφ(w)

δHc

δπ(w)
− δΨ2[v2]

δπ(w)

δHc

δφ(w)

+
δΨ2[v2]

δφ∗(w)

δHc

δπ∗(w)
− δΨ2[v2]

δπ∗(w)

δHc

δφ∗(w)

]
The first term is obviously zero. The second term is nonzero for m = 1, 2, 3. For these
indices we get9

−
∫
d3w

δΨ2[v2]

δEµ(w)

δHc

δAµ(w)
= −

∫
d3w

[
−
(
∂ν
∂(v2 ψ2)

∂(∂νEµ)

)(
∂Hc

∂Aµ
− ∂κ

∂Hc

∂(∂κAµ)

)]
= −

∫
d3w

[
∂ν
(
v2δ

ν
µ

)
Ėµ
]

=

∫
d3w v2 ∂νĖ

ν ,

where we used integration by parts in the last step under the assumption that v2 is zero on
the boundary such that the boundary term vanishes. The other terms can be computed
by a similar calculation. Altogether, the resulting bracket is

{Ψ2[v2], Hc} =

∫
d3w

[
v2(w)∂µĖ

µ(w)

− iQv2(w)

(
π(w)φ̇(w) + φ(w)π̇(w)− π∗(w)φ̇∗(w)− φ∗(w)π̇∗(w)

)]
.

Using Hamilton’s equations of motion we can explicitly calculate the terms. For the
9See appendix B an account of (computation of) functional derivatives.
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electric field term we have from Hamilton’s equation of motion that

∂µĖ
µ = ∂µ

(
−Nµ

t iQ (π∗φ∗ − πφ) + iQhµνNt

√
−h (φ∗Dνφ− φD∗νφ∗)

+ Eµ∂ρN
ρ
t +Nρ

t ∂ρE
µ −Nµ

t ∂ρE
ρ − Eρ∂ρNµ

t + ∂ρ(h
κρhµνFκνNt

√
−h)

)
= ∂µ

(
−Nµ

t iQ (π∗φ∗ − πφ) + iQhµνNt

√
−h (φ∗Dνφ− φD∗νφ∗)

)
+ ∂µ∂ρ(E

µNρ)− ∂µ∂ρ(NµEρ) + ∂µ∂ρ(h
κρhµνFκνNt

√
−h)

= ∂µ

(
−Nµ

t iQ (π∗φ∗ − πφ) + iQhµνNt

√
−h (φ∗Dνφ− φD∗νφ∗)

)
.

where the last terms vanish since full contraction of the symmetric ∂µ∂ρ with objects that
are anti-symmetric in the indices µ and ρ yields zero. For the Klein-Gordon field terms we
find that, again using Hamilton’s equations,

iQ

(
πφ̇+ φπ̇ − π∗φ̇∗ − φ∗π̇∗

)
= iQ∂µ(Nµπφ−Nµπ∗φ∗)− iQ∂µ(hµνNt

√
−h[φD∗νφ

∗ − φ∗Dνφ]).

Upon combining the terms we find that

{ψ2(y), Hc} = 0.

The Dirac algorithm thus terminates at this point. So that is it, the primary constraint ψ1

and the secondary constraint ψ2 are the only constraints that come up and they are both
first class.

We take the ansatz 3.6 for the gauge generator. Since we only have one primary first
class constraint, there is (up to signs) just one choice for the gauge generator. We choose
the signs such that the ansatz for G(t) becomes

G(t) =

∫
d3y

[
E0(y)

∂Λ

∂t
(y, t)− [(∂νE

ν)(y)− iQ(φπ − φ∗π∗)(y)] Λ(y, t)

]
,

where
Λ : Σ× [ti, tf ]→ R

is arbitrary. To see that G is indeed a gauge generator, we check the conditions as stated
in section 3:

1. G(t) is first class with respect to ψ1 and ψ2.

2. ∂G
∂t + {G,Hc} ≡ pfcc

3. {G,ψ1(y)} ≡ pfcc,

where the strong equalities are taken with respect to the constraints ψ1 and ψ2. For the
first condition, we compute the brackets of G with Ψ1[v1] and Ψ2[v2]. This results in

{G,Ψ1[v1]}(t) = 0,

{G,Ψ2[v2]}(t) = 0,

both brackets vanish for all possible field configurations, even for E0 6= 0, thus G is first
class and condition 1 is satisfied. Moreover, the vanishing of the bracket ofG with Ψ1[v1] for
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every possible field configuration already verifies condition 3. It remains to check condition
2. We have that

{G,Hc}(t) =

∫
d3y

[
− δHc

δA0(y)

∂Λ

∂t
(y, t)− δHc

δAµ(y)
(∂µΛ)(y, t)

+ iQΛ(y, t)

(
π(y)

δHc

δπ(y)
− φ(y)

δHc

δφ(y)
− π∗(y)

δHc

δπ∗(y)
+ φ∗(y)

δHc

δφ∗(y)

)]
,

All these variational derivatives have once been computed to find the equations of motion
which are listed in appendix C. Using the explicit formulae, and integrating the second
term by parts we find that it cancels with the third term.

The partial derivative of G(t) with respect to t hits the explicit time dependence of
G(t), which is only in Λ, so

∂G

∂t
(t) =

∫
d3y

[
E0(y)

∂2Λ

∂t2
(y, t)− [(∂νE

ν)(y)− iQ(φπ − φ∗π∗)(y)]
∂Λ

∂t
(y, t)

]
.

Combining the bracket and the explicit time derivative we find

∂G

∂t
(t) + {G,Hc}(t) =

∫
d3y

[
E0(y)

∂2Λ

∂t2
(y, t)

]
.

Rearranging the terms and employing the definition of the constraint functional Ψ1, we
have that for all possible field configurations, including the ones where E0 6= 0,

∂G

∂t
(t) + {G,Hc}(t)−Ψ1

[
∂2Λ

∂t2

]
(t) = 0.

This ensures the strong equality, and, hence, condition 2 is satisfied. We conclude that

G(t) =

∫
d3y

[
E0(y)

∂Λ

∂t
(y, t)− [(∂νE

ν)(y)− iQ(φπ − φ∗π∗)(y)] Λ(y, t)

]
, (4.2)

indeed constitutes a gauge generator.
With the gauge generator at our disposal, we can easily compute the gauge transfor-

mations that it induces. The gauge transformations of the potential and the Klein-Gordon
field are found to be:

(δA0(y))(t) = {A0(y), G(t)} =
δG

δE0(y)
= (∂0Λ)(y, t) ,

(δAµ(y))(t) = {Aµ(y), G(t)} =
δG

δEµ(y)
= (∂µΛ)(y, t)

and
(δφ(y))(t) = {φ(y), G(t)} =

δG(t)

δπ(y)
= iQΛ(y, t)φ(y).

The gauge transformations for the Am are of the form

Ām(y)(t) = Am(y)(t) + (∂mΛ)(y, t).

For φ the gauge transformations look like

φ̄(y)(t) = φ(y)(t) + iQΛ(y, t)φ(y)(t) = eiQΛ(y,t)φ(y)(t) +O(Λ2).

To first order, we get all the gauge symmetries that we expect from the local gauge principle.
In particular, we have found that the gauge symmetries of the interacting Klein-Gordon
and Maxwell fields are given by simultaneous transformations, both depending on the same
function Λ.
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5 A port-Hamiltonian theory of the Klein-Gordon-Maxwell
system

The theory of Hamiltonian mechanics developed so far deals with closed systems. In this
section, we introduce the port-Hamiltonian view of dynamics which is an extension of
Hamiltonian dynamics that allows for the description of open systems by encoding the
energy exchange of a system with its environment in so-called ports. A port consists of
a pair of algebraically dual variables whose intrinsic dual product yields a power. Power
preserving interconnections of systems are achieved by connecting ports via a Dirac struc-
ture that encodes the redistribution of power. We provide a port-Hamiltonian description
of the closed system constituted by the Klein-Gordon field coupled to the electromagnetic
field. By introducing extra ports one could open up the system, but we will not do so here.

5.1 Dirac structure over a linear space

At the core of port-Hamiltonian theory is the Dirac structure. Dirac structures provide a
generalization of the symplectic structure in Hamiltonian dynamics. In particular, Dirac
structures generalize the Poisson bracket. Physically, a Dirac structure represents a power
preserving interconnection of different systems. This interconnection of different systems
is characterised by two algebraically dual variables called the flow f and the effort e. The
2-tuple (f, e) constitutes a port. The power transmitted through this port is given by the
dual product of the effort and flow, written as P = e(f).10 The details are provided in this
subsection.

Let us work towards the definition of a Dirac structure. We start by considering a
linear space F . The flows f are elements of F . The efforts e are linear functionals

e : F → R,

that is, they are elements of the linear dual space F∗. A port configuration (f, e) is an
element of the linear space F ⊕F∗. The pairing P of the flow and effort (f, e) is given by

P : F ⊕ F∗ → R, (f, e) 7→ e(f).

Note that because of the linear structures on F and F∗, the map P is linear. The physical
interpretation of P (f, e) is as the power transmitted through the port with configuration
(f, e). In terms of the pairing P we may define a symmetric bilinear form

〈〈·, ·〉〉 : (F ⊕ F∗)× (F ⊕ F∗)→ R,

by
〈〈(f, e), (f ′, e′)〉〉 := P (f, e′) + P (f ′, e) = e′(f) + e(f ′).

We are now ready to state the definition of a Dirac structure D over the linear space F .

Definition 2. A Dirac structure D over a linear space F is a linear subspace

D ⊂ F ⊕ F∗,

such that
D = D⊥,

where D⊥ is the orthogonal complement of D with respect to the bilinear form 〈〈·, ·〉〉.
10It is customary to write this natural pairing as 〈e|f〉 (see [3]). This notation has the danger of being

interpreted as an inner product, since it is used like that in quantum mechanics. The natural pairing is,
however, the dual product, not the inner product. We will therefore avoid the bra-ket notation for the
dual product.
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Indeed, this definition gives us the desired power preservation. Consider an arbitrary
flow-effort pair (f, e) ∈ D. Since (f, e) ∈ D, we also have that (f, e) ∈ D⊥. That implies
that

〈〈(f, e), (f, e)〉〉 = 2e(f) = 0,

i.e. P (f, e) = e(f) = 0. The condition that D = D⊥ also ensures that all (f, e) that are
power preserving are included in D. A proof of this in the case of a finite-dimensional
linear space F is given in [3].

5.2 Some fundamental ports

In the previous subsection we used (f, e) to denote a port and we defined the Dirac structure
as all of the power preserving port configurations (f, e). The flows f were taken from an
abstract linear space F and the efforts e from the dual space F∗. In this subsection,
we will refine this view. In particular, we will decompose the linear space F in a direct
sum of smaller linear spaces. Each smaller space will correspond to a physically different
mechanism of power transfer.

In general, the one port (f, e) can build up from four different ports, which represent
four physically distinct types of power transfer. There are two ports that deal with internal
power distribution and two ports that deal with external power distribution. The internal
ports are the storage port S and the resistive port R. For our purposes, the only internal
port that we need is the storage port. The configurations of the storage port will be
denoted (fS , eS) ∈ FS ⊕F∗S . The external ports are the interaction port I and the control
port C, their port variables are (fI , eI) ∈ FI ⊕F∗I and (fC , eC) ∈ FC ⊕F∗C , respectively.

Let us first discuss the storage port. The storage port on the Dirac structure is inter-
connected to the port of the energy storage of the system, which is a finite-dimensional
manifold X together with a function

H : X → R.

The function H generally has the interpretation of the total energy of the system. The
pairing of the flow and effort variables of the energy storage then deserves the interpretation
of the change in stored energy of the system, i.e. the power coming into the system.
Consider a solution curve

X : R→X .

The change in energy of the system over time on this solution curve at a certain time t0 is
given by

d

dt
(H ◦ X)

∣∣∣∣
t=t0

= (dH)X(t0)Ẋ(t0).

Note that Ẋ(t0) is an element of TX(t0)X and (dH)X(t0) is an element of T ∗X(t0)X . We
take the tangent spaces TxX as the spaces of flows of the energy storage and the cotangent
spaces T ∗xX as the effort spaces. The flow and effort spaces are thus modulated by the
current state x ∈ X . The power preserving interconnection of the port of the energy
storage and the storage port on the Dirac structure is established by setting

fS(t) = −Ẋ(t) and eS(t) = (dH)X(t),

for each time t. In figure 2, a Dirac structure coupled to an energy storage is displayed.
The interconnection of the port variables is encoded in the 0 and the Id. The 0 indicates
that the sum of fS and Ẋ is zero and the Id indicates that eS equals (dH)X .
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Figure 2: Dirac structure coupled to energy storage. The relation eS = (dH)X
is indicated by “Id” and the relation fS + Ẋ = 0 is indicated by “0”. The external
ports have not been connected to anything.

One could have a Dirac structure with only a storage port. This would be the case for
a closed system. However, when we add external ports we can also describe open systems.
The flow is then given by (fS , fI , fC) ∈ FS ⊕ FI ⊕ FC and the effort is (eS , eI , eC) ∈
F∗S ⊕F∗I ⊕F∗C . The power preserving feature of the Dirac structure results in the balance
equation

eS(fS) + eI(fI) + eC(fC) = 0,

which with the coupling of the storage port to the energy storage can be written as an
energy balance

d

dt
(H ◦ X) = eC(fC) + eI(fI),

on a solution curve X. The Dirac structure D of the total system is now a linear subspace
of the direct sum of all flow and effort spaces, i.e.

D ⊂ (FS ⊕F∗S)⊕ (FC ⊕F∗C)⊕ (FI ⊕F∗I ) .

The symmetric pairing 〈〈·, ·〉〉SCI is directly obtained from the pairings on the storage,
control and interaction spaces as

〈〈(fS , eS , fC , eC , fI , eI), (f ′S , e′S , f ′C , e′C , f ′I , e′I)〉〉SCI =

〈〈(fS , eS), (f ′S , e
′
S)〉〉S + 〈〈(fC , eC), (f ′C , e

′
C)〉〉C + 〈〈(fI , eI), (f ′I , e′I)〉〉I ,

where 〈〈·, ·〉〉S : (FS⊕F∗S)×(FS⊕F∗S)→ R, and so on. The Dirac structure is then defined
by the requirement that D = D⊥ with respect to the bilinear form 〈〈·, ·〉〉SCI .

5.3 The Dirac structure of a gauge theory

In section 3 we have found that, after completing the Dirac algorithm, the dynamic equa-
tions of a gauge theory were given in terms of a first class Hamiltonian H ′ and primary
first class constraints. Additionally, the initial conditions had to satisfy a set of algebraic
constraints. Since the Hamiltonian H ′ was first class, all consistency conditions were sat-
isfied. In this section, we show that the dynamic equations as given in 3.5 together with
the consistency relations give rise to a Dirac structure. The constructions are done for a
system with a finite-dimensional phase space.
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Consider a closed system with an n-dimensional configuration space Q. Suppose that
we have performed the Dirac algorithm for the closed system and have found the final
equations of motion to be provided componentwise by

q̇m = {qm, H ′}+ va{qm, ψa}
ṗm = {pm, H ′}+ va{pm, ψa}
0 = ψi, i = 1, . . . ,M

,

where m = 1, . . . , n. Recall that in the context of a finite-dimensional phase space, the
Poisson bracket takes two functions f, g ∈ C∞(T ∗Q) and maps them to a new function

{f, g} =

n∑
m=1

∂f

∂qm
∂g

∂pm
− ∂g

∂qm
∂f

∂pm
.

One can work out the Poisson brackets of the qm and pm with the first class Hamiltonian
H ′ to be

{qm, H ′} =
∂H ′

∂pm
and {pm, H ′} = −∂H

′

∂qm
.

Thus, using a column vector of partial derivatives of H ′, the dynamic equations can be
presented asq̇

1

...
ṗn

 =

(
0 Idn
−Idn 0

)
∂H′

∂q1

...
∂H′

∂pn

+

{q
1, ψ1} · · · {q1, ψA}
...

...
{pn, ψ1} · · · {pn, ψA}


v

1

...
vA

 , (5.1)

where A is the total number of primary first class constraints.
In port-Hamiltonian theory, it is known that the set

D = {(f, e) ∈ F × F∗ | f = Je+ Cλ, C∗e = 0},

where J is skew-symmetric, C : V → F for some linear space V and λ ∈ V is arbitrary,
is a Dirac structure.11 The dynamic equations as given in 5.1 correspond to the equation
f = Je + Cλ in a particular way. In the previous subsection, we have established the
modulated flow and effort of a system with one storage port to be f = −Ẋ and e = (dH)X ,
where now X(t) = (q(t), p(t)). We recover equation 5.1 from f = Je+ Cλ by setting

J =

(
0 −Idn
Idn 0

)
, C = −

{q
1, ψ1} · · · {q1, ψA}
...

...
{pn, ψ1} · · · {pn, ψA}

 and λ =

v
1

...
vA

 .
The condition C∗e = 0 becomes{q

1, ψ1} · · · {q1, ψA}
...

...
{pn, ψ1} · · · {pn, ψA}


T

∂H′

∂q1

...
∂H′

∂pn

 = 0. (5.2)

A close investigation of equation 5.2 reveals that it is already satisfied, in fact, it is
equivalent to the consistency conditions of the primary first class constraints. Indeed, the

11See the discussion on the constrained input-output representation for Dirac structures in [3].
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condition in 5.2 is actually a set of A equations. We work out the first equation explicitly.
Having done the matrix multiplication, the left hand side of the first equation states

{q1, ψ1}
∂H ′

∂q1
+ · · ·+ {pn, ψ1}

∂H ′

∂pn
=
∂ψ1

∂p1

∂H ′

∂q1
+ · · · − ∂ψ1

∂qn
∂H ′

∂pn
= {H ′, ψ1}.

Since the Hamiltonian H ′ is first class, the bracket with ψ1 already vanishes. We con-
clude that equation 5.1 together with the additional equation 5.2 defines a modulated
Dirac structure over the linear spaces T(q,p)Q. Together with the total set of constraints
ψ1, . . . , ψM , the Dirac structure defined by 5.1 and 5.2 is equivalent to equations 3.5.

5.4 Klein-Gordon-Maxwell as a port-Hamiltonian system

For the closed Klein-Gordon-Maxwell system, we have calculated all the equations of mo-
tion and the gauge generator. In this section, we will revisit the Klein-Gordon-Maxwell
system from a port-Hamiltonian point of view. In order to avoid unnecessary techni-
cal complications, we restrict attention to stationary spacetimes and we assume that the
3 + 1-decomposition has been chosen such that the lapse, shift and induced metric are
independent of the parameter t. We start out by revisiting the storage port in the case of
a field theory. Subsequently, we describe the closed system consisting of the Klein-Gordon
field coupled to the electromagnetic field with one storage port. The secondary constraint
will come up in a natural way when representing the Dirac structure in a constrained
input-output representation.

We have developed the storage port in the case of a finite-dimensional state space. The
Klein-Gordon-Maxwell system, however, is a field theory and therefore has an infinite-
dimensional state space. The Hamiltonian is no longer an ordinary function on some
finite-dimensional state state space, but a functional on the infinite-dimensional space of
all possible field configurations. The energy storage (X , H) of the system is thus given by
an infinite-dimensional space of field configurations X and a functional H : X → R.

In order to motivate the choice of storage port variables, let us consider the Hamiltonian
of a real Klein-Gordon field. On a solution (φ(s, t), π(s, t)) the time derivative of the
Hamiltonian can be computed using the chain rule for functional derivatives to be

d

dt
(H[φ, π]) (t) =

∫
d3y

[
δH

δφ(y)
[φ, π](y, t)φ̇(y, t) +

δH

δπ(y)
[φ, π](y, t)π̇(y, t)

]
.

Following the same reasoning as in the finite-dimensional case, we should define the flow
fS and effort eS at a point s ∈ Σ to be

fS(s) := −
[
φ̇(s)
π̇(s)

]
and eS(s) :=

[
δH/δφ(s)
δH/δπ(s)

]
.

Recall from appendix B that, for a closed system, the variational derivatives of H are
computed as

δH

δφ(y)
=
∂H

∂φ
(y)− ∂ν

∂H

∂(∂νφ)
(y) and

δH

δπ(y)
=
∂H

∂π
(y),

since the Hamiltonian density does not depend on the derivatives of the momentum. Since
the momentum π and the Hamiltonian density H are weight-one densities, we have the
flow fS ∈ C∞(Σ) ⊕ D(Σ) =: FS and the effort eS ∈ D(Σ) ⊕ C∞(Σ). The efforts can
be considered elements of the dual space F∗ to C∞(Σ) ⊕ D(Σ) when we associate to a
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density σ the functional i(σ)[f ] =
∫

Σ σfdy
1 ∧ dy2 ∧ dy3 and we associate to a function g

the functional j(g)[η] =
∫

Σ ηfdy
1 ∧ dy2 ∧ dy3 via maps

i : D(Σ)→ (C∞(Σ))∗ and j : C∞(Σ)→ (D(Σ))∗.

We define a pairing

P : C∞(Σ)⊕D(Σ)⊕D(Σ)⊕C∞(Σ)→ R ,
([
f
σ

]
,

[
η
g

])
7→
∫

Σ
[ηf + gσ] dy1∧dy2∧dy3.

The bilinear form 〈〈·, ·〉〉 is defined in terms of the pairing P in the usual way.
Let us now turn to the Klein-Gordon-Maxwell system. We have the canonical Hamil-

tonian Hc[A0, E
0, A,E, φ, π, φ∗, π∗] and the total Hamiltonian HT = Hc + Ψ1[v1], where

Ψ1[v1] =

∫
d3y ψ1(A0, E

0, . . . )(y)v1(y, t)

is a linear functional of a one-parameter family of arbitrary functions v1(·, t) : Σ→ R. Run-
ning the same spiel with calculating the time derivative using the chain rule for variational
derivatives as above, we are led to define

f̃S(s) := −



Ȧ0(s)

Ȧµ(s)

φ̇(s)

φ̇∗(s)

Ė0(s)

Ėµ(s)
π̇(s)
π̇∗(s)


and ẽS(s) :=



δHT /δA0(s)
δHT /δAµ(s)
δHT /δφ(s)
δHT /δφ

∗(s)
δHT /δE

0(s)
δHT /δE

µ(s)
δHT /δπ(s)
δHT /δπ

∗(s)


=



δHc/δA0(s)
δHc/δAµ(s)
δHc/δφ(s)
δHc/δφ

∗(s)
δHc/δE

0(s)
δHc/δE

µ(s)
δHc/δπ(s)
δHc/δπ

∗(s)


+ v1(s)



0
03×1

0
0
1

03×1

0
0


,

where every component of the vector and covector fields is in a separate entry of the column
vectors.

Hamilton’s equations tell us that the pointwise flow f̃S(s) and effort ẽS(s) as given
above are related through the skew symmetric matrix

J =

(
0 Id6

−Id6 0

)
,

where Id6 = diag(1, 1, 1, 1, 1, 1), as

−f̃S(s) = JẽS(s).

Working out the matrix multiplication, this relation can be expressed as

−fS(s) = JeS(s) + Cv1(s),

where fS(s) = f̃S(s), eS(s) is the column vector of variational derivatives of Hc and C is
the 12× 1 column vector with a 1 in the first entry and 0’s in the other entries.

For the moment, we restrict our attention the equations for Ȧ0 and Ė0. That is, we
consider the pointwise equation[

Ȧ0(s)

Ė0(s)

]
=

(
0 1
−1 0

)[
δHc/δA0(s)
δHc/δE

0(s)

]
+

(
1
0

)
v1(s).

Recall that A0 is a scalar field on Σ and E0 is a scalar density of weight +1. Given that
Hc is a weight +1 scalar density, this implies that δHc/δA0 is a weight +1 scalar density
and δHc/δE

0 is scalar field. Inspired by the results of the previous section, we propose a
Dirac structure.
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Theorem 1. The set D ⊂ C∞(Σ)⊕D(Σ)⊕D(Σ)⊕ C∞(Σ) given by

D =

{
(f, e)

∣∣ − f =

(
0 1
−1 0

)
e+ λ

(
1
0

)
and

(
1 0

)
e = 0

}
,

where λ is some arbitrary C∞(Σ)-function, is a Dirac structure. That is, D = D⊥, where
the orthogonal complement is taken with respect to the symmetric pairing 〈〈·, ·〉〉.

Proof. To condense the notation, we will treat f and e as column vectors, similar to how
we treated them in the definition of the pairing earlier in this subsection. In particular, we
set

f =

[
f1

f2

]
and e =

[
e1

e2

]
,

where f1, e2 ∈ C∞(Σ) and f2, e1 ∈ D(Σ).
Showing that D ⊂ D⊥ is straightforward. Take (f, e) and (f ′, e′) in D. It follows that

〈〈(f, e), (f ′, e′)〉〉 =

∫
d3y

[
e(y)T f ′(y) + e′T (y)f(y)

]
=

∫
d3y
[
− eT (y)Je′(y)

− eT (y)Cλ′(y)− e′T (y)Je(y)− e′T (y)Cλ(y)
]

= 0,

since J is anti-symmetric and eT (Cλ) = CT (e)λ = 0.
It remains to show that D⊥ ⊂ D. To this end, take an element (f, e) ∈ D⊥. For arbi-

trary (f ′, e′) ∈ D, we then have that the symmetric pairing of (f, e) and (f ′, e′) vanishes.
Moreover, using the defining features of (f ′, e′) ∈ D, we obtain

0 = 〈〈(f, e), (f ′, e′)〉〉 =

∫
d3y

[
eT (y)f ′(y) + e′T (y)f(y)

]
=

∫
d3y

[
−eT (y)Je′(y)− eT (y)Cλ′(y) + e′T (y)f(y)

]
,

Rearranging the terms we have∫
d3y

[
−e′T (y)(JT e(y)− f(y))− eT (y)Cλ′(y)

]
= 0.

The objects λ′ and e′ are independent. Suppose we take e′ = 0, then still for arbitrary
λ′ it should hold that the integral vanishes. Hence, we have that CT e(s) = 0 for any
s ∈ Σ. Next, we realize that the constraint on e′ dictates that e′1 = 0 and e′2 can be chosen
arbitrarily. Moreover, CT e(s) = 0 implies that e1 = 0. For λ′ = 0, the above integral thus
becomes∫

d3y

[
−
[
0 e′2(y)

]((0 −1
1 0

)[
0

e2(y)

]
−
[
f1(y)
f2(y)

])]
= 0.

This integral vanishes for all e′2(y) if and only if f2(y) = 0 and −e2(y)− f1(y) = λ(y) for
some arbitrary λ. That is, (f, e) satisfies the pointwise conditions of the Dirac structure,
i.e. (f, e) ∈ D.

This concludes the proof that D is a Dirac structure.
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The proof easily extends to the case of the full Klein-Gordon-Maxwell system with an
adequate pairing for covector fields and weight-one vector densities. We may thus write
down the Dirac structure for the closed Klein-Gordon-Maxwell to be all (fS , eS), such that

−



Ȧ0(s)

Ȧµ(s)

φ̇(s)

φ̇∗(s)

Ė0(s)

Ėµ(s)
π̇(s)
π̇∗(s)


=

(
0 Id4

−Id4 0

)


δHc/δA0(s)
δHc/δAµ(s)
δHc/δφ(s)
δHc/δφ

∗(s)
δHc/δE

0(s)
δHc/δE

µ(s)
δHc/δπ(s)
δHc/δπ

∗(s)


+ λ

1
0
...

 ,
(
1 0 · · ·

)


δHc/δA0(s)
δHc/δAµ(s)
δHc/δφ(s)
δHc/δφ

∗(s)
δHc/δE

0(s)
δHc/δE

µ(s)
δHc/δπ(s)
δHc/δπ

∗(s)


= 0,

holds pointwise and λ ∈ C∞(Σ) is arbitrary.
With this result, we have verified that the system with storage flow and effort as given

above constitutes a Dirac structure when introducing an additional constraint. Notice that
the necessary constraint is precisely the secondary constraint that we got in our standard
analysis following the Dirac algorithm, namely, δHc/δA0 = 0. Moreover, only the primary
constraint is explicitly present in the dynamics. We have thus successfully captured the
Hamiltonian dynamics of the closed Klein-Gordon-Maxwell system in the language of port-
Hamiltonians and Dirac structures. Although we now have the equations of motion and
the constraints, it is not at all obvious how the gauge symmetries come up in the port-
Hamiltonian formulation.
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6 Conclusions

Starting from the locally gauge invariant Lagrangian describing the Klein-Gordon field
coupled to the electromagnetic field, we have developed the full classical Hamiltonian
description of the Klein-Gordon-Maxwell system on a stationary spacetime. Going from
Lagrangian theory to Hamiltonian theory required us to make a (3 + 1)-decomposition of
spacetime so that we could talk about dynamics. The Dirac algorithm has been executed
to find all constraints of the theory. From the constraints, we have constructed the gauge
generator. The gauge generator, indeed, generated the expected gauge symmetries. All
this was done under the assumption that no energy entered the system through the timelike
boundary. As a preparation to extend the theory to include boundary energy flow, or even
other sources of energy, we have made a port-Hamiltonian description of the closed system.
To obtain the Dirac structure for the closed system required using the dynamic equations
and the consistency conditions. Although the port-Hamiltonian approach allows to treat
more general system, the gauge symmetries are obscured.

The explicit equations of motion listed in appendix C and discussed in section 4.3
describe the dynamics of the coupling of the scalar Klein-Gordon field and the electro-
magnetic field in full detail. One of the equations of motion that was derived has been
recognized as the Ampère-Maxwell equation. Furthermore, Gauss’ equation has come up
as a constraint.

The gauge symmetries of the electromagnetic field and the Klein-Gordon field an sich
were already known when constructing the locally gauge invariant Lagrangian. The gauge
generator as given in equation 4.2 verified these local gauge symmetries. What was not
already present at the start is how other dynamical quantities would change under the
gauge transformations. With the gauge generator at hand, these transformations can now
be worked out easily by just computing the relevant Poisson brackets.

The closed Klein-Gordon-Maxwell system has been fully understood in terms of dy-
namics and gauge symmetries. Finally, we have made a first step towards describing the
open Klein-Gordon-Maxwell system by constructing the Dirac structure for the closed sys-
tem. Although the Dirac structure provides the equations of motion, it is not obvious
how to retrieve the gauge symmetries. To derive the gauge symmetries, one should study
infinitesimal variations of the arbitrary functions that are present in the Dirac structure.

There are at least two ways in which the port-Hamiltonian view could provide further
insights. The first is that energy flow through the boundary can be included by adding a
boundary port. Some research has been done in this direction in [8], however, this approach
is not suitable for field theories such as the Klein-Gordon-Maxwell system. To discover
what form the boundary port should take, one should compute the energy balance without
assuming that the boundary terms vanish. The boundary term needs to be taken as the
pairing of the boundary flow and boundary effort. The storage flow and storage effort
should remain as we have established them for the closed system.

Port-Hamiltonian theory could also help to understand the coupling of the Maxwell field
and the Klein-Gordon field by taking two separate energy storages and Dirac structures,
one for the electromagnetic field and one for the locally gauge invariant Klein-Gordon field.
Studying the coupling in that way as a coupling of two Dirac structures will provide further
insight in the interplay of the two fields.
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A Integration on manifolds with a metric

We often want to perform integrals over manifolds with a metric. The only objects that
can be integrated on a manifold are differential forms of top-degree. In coordinates, this
results in weight-one densities being the only objects that can be properly integrated.

Let M be a smooth n-dimensional manifold with a metric g. Integration on M is
defined only for differential forms of top-degree n. For simplicity, we assume that M can
be covered by a single chart (M,x). Essentially no generality is lost, since with a smooth
atlas and partition of unity arguments we can treat the case in which M is not covered by
one chart. Let ω be a top form on M . There is a unique weight-one density f (x) : M → R
such that ω = f (x) dx1 ∧ · · · ∧ dxn. The integral of ω over M is defined as∫

M
ω =

∫
M
f (x)dx1 ∧ · · · ∧ dxn :=

∫
x(M)

(f (x) ◦ x−1)(α)dnα.

This definition of the integral is independent of the chart chosen. It is straightforward to
check that, under a change of chart, dx1 ∧ · · · ∧ dxn picks up a Jacabian determinant and
the weight-one density f (x) picks up an inverse Jacobian determinant. The factors picked
up from the change of chart thus exactly cancel each other. We will often write the integral
of the top-degree form ω = f (x)dx1 ∧ · · · ∧ dxn in a shorthand form as∫

x(M)
(f (x) ◦ x−1)(α)dnα =

∫
dnx f(x).

To integrate a scalar function, which is a 0-form, one must first turn it into to a top-
form. In general, the Hodge star

? : Ωk(M)→ Ωn−k(M)

is a map that assigns a (n− k)-form to a k-form. On a manifold with Riemannian metric
h, the Hodge star maps the k-form σ to an (n− k)-form (?σ) with components

σa1...ak 7→ (?σ)b1...bn−k =

√
|deth|

(n− k)!
εb1...bn−ka1...akh

a1m1 · · ·hakmkσm1...mk ,

where ε... is the Levi-Civita symbol. The Hodge star of a scalar function φ ∈ C∞(M) pro-
duces a top-form. In coordinates, taking the Hodge star of a scalar amounts to multiplying
the scalar function with

√
deth such that we have∫

M
?φ =

∫
M

√
|deth|φdx1 ∧ · · · ∧ dxn =

∫
x(M)

(
√
| deth| ◦ x−1)(α)(φ ◦ x−1)(α) dnα.

A useful theorem for computing integrals of differentials of forms is Stokes’ theorem.
Suppose we are given σ ∈ Ωn−1(M), then Stokes’ theorem states∫

M
dσ =

∫
∂Σ
i∗(σ),

where i : ∂Σ ↪→ Σ is the canonical inclusion map. Stokes’ theorem and the fact that the
exterior derivative commutes with the wedge product, gives rise to integration by parts.
In particular, given σ ∈ Ωk(M) and η ∈ Ωn−k−1(M) we have∫

M
dσ ∧ η = (−1)k−1

∫
M
σ ∧ dη +

∫
∂M

i∗(σ) ∧ i∗(η),
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see for example [1].
Stokes’ theorem, the Hodge star and the integration by parts formula are the tools

needed to properly treat the boundary terms that come up when taking variational deriva-
tives, which will be treated in appendix B. In particular, we will encounter integrals with
coordinate forms

1. ∫
y(Σ)

(
√
−hV µ) ◦ y−1)(α)∂µ(F ◦ y−1)(α)d3α,

for a vector field (really a vector field and not a density) V with components V µ and
a function F ,

2. ∫
y(Σ)

(
√
−hTµν ◦ y−1)(α)∂µ(Wν ◦ y−1)(α)d3α,

for an anti-symmetric tensor T with components Tµν and a covector field W ,

where Σ is a 3-dimensional manifold that can be covered by the chart (Σ, y) and that has a
Riemannian metric h with negative signature. These integrals are the coordinate versions
of

1.
∫

Σ ?V
[ ∧ dF,

2.
∫

Σ ?T
[ ∧ dW, where T [ has components Tµν and is hence a 2-form.

To the coordinate free versions we can apply the integration by parts formula. Let us first
treat

∫
Σ ?V

[ ∧ dF . Integration by parts yields∫
Σ
?V [ ∧ dF = −

∫
Σ
d ? V [ ∧ F +

∫
∂Σ
i∗(?V [) ∧ i∗(F ).

Now, ?d ? V [ is equal to the divergence divV of the vector field V . For the boundary
integral, the pullback along the inclusion of the function F amounts simply to restricting
F to ∂Σ. The term i∗(?V [) deserves some special attention.

Note that i∗(?V [) is a 2-form on ∂Σ. We can, in fact, compute this term in coordinates
explicitly. To this end, take a point s ∈ ∂Σ and consider u and w in Ts∂Σ. We compute

i∗(?V [)s(u,w) = (?V [)s(disu, disw)

=
1

2

(√
−hV ν(s)εαβν dy

α
s ∧ dyβs

)
(disu, disw)

=
1

2

(√
−hV ν(s)εαβν d(yα ◦ i)s ∧ d(yβ ◦ i)s

)
(u,w)

Suppose that we have chosen the coordinates θ on the manifold ∂Σ such that θA = yA ◦ i
for A = 1, 2, then d(yA ◦ i) = dθA. Now, we must decompose dy3 in a tangential and a
normal part, with respect to the metric. Take a covector rs ∈ TsΣ such that the following
hold:

1. h−1
s (rs, rs) = 0,

2. rs
(

∂
∂yA

)
s

= 0 for A = 1, 2,
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In other words, r]s is the unit normal vector to the surface ∂Σ at the point s. Introduce a
covector field with components MA and s scalar field M on ∂Σ defined such that

dy3
s = MA(s)dyAs +M(s)rs.

Appropriate sign-bookkeeping ultimately yields that,

i∗(?V [)s =
(
V 3(s)−MA(s)V A(s)

)
dθ1
s ∧ dθ2

s .

We thus subtract the part of V tangential to the boundary from the third component of
V . In that way, we construct the component of V normal to the boundary with respect to
the metric. This is the appropriate form of what is called in vector calculus the “projection
on the normal surface element”. Note that when we take F = 1, then we precisely obtain
Gauss’ theorem

“

∫
Σ
divV d3y” =

∫
Σ
d ? V [ =

∫
∂Σ
i∗(?V [) = “

∫
∂Σ
V · da.”

We can play the same game for the integral of the anti-symmetric tensor. However, we
have to decompose both W and T using the MA. The resulting boundary integral is∫

∂Σ
i∗(?T [ ∧W ) =

∫
∂Σ

√
−hTµν (εAµν(WB +W3MB) + ε3µνMAWB) dθA ∧ dθB.

The integrals 1 and 2 have now been properly established. We now know what boundary
terms come up and we can safely talk about assumptions under which these boundary
terms vanish. A very trivial condition for the vanishing of the boundary integrals is that
V and T themselves vanish on the boundary.

B Functional derivatives and the Poisson bracket

The Poisson bracket formulation of the dynamic equations for field theory of closed systems
provides fundamental insights into the gauge symmetries of the system. In this appendix
we establish the Poisson bracket on the type of functionals that are needed in field theory.

A functional
F : X → R

is a map that assigns a real number to an element of a function space X . If the space X
has a norm, then the Fréchet derivative of the functional F : X → R at f is defined to be
the linear map A : X → R such that

lim
‖η‖X→0

‖F [f + η]− F [f ]−A(η)‖R
‖η‖X

= 0,

If the Fréchet derivative exists, then it is unique.
For simplicity, assume that X consists of functions f : R → R. Moreover, for our

purposes, it is sufficient to consider functionals F of the form

F [f ] =

∫
F(f, ∂1f)dx.

For functionals F of this form, we can establish the Fréchet derivative of F at f explicitly
in terms of partial derivatives of F . To do this, we approach the limit in the definition as
limε→0 εη. Expanding the function F [f + εη] in powers of ε, we have

F [f + εη] = F [f ] +
dF [f + εη]

dε

∣∣∣∣
ε=0

ε+O(ε2).
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The functional A : X → R defined by

A(η) =
dF [f + εη]

dε

∣∣∣∣
ε=0

is linear. We take A as a candidate for the Fréchet derivative of F and compute that,
indeed,

lim
ε→0

‖F [f + εη]− F [f ]−A(εη)‖R
‖εη‖X

= lim
ε→0

‖O(ε2)‖R
ε‖η‖X

= 0.

It follows by the uniqueness property that A is the Fréchet derivative of F . The Fréchet
derivative of the functional F evaluated at f will be denoted δF

δf [f ]. It is a functional that
maps a function η to the derivative in the direction of η, i.e.(

δF

δf
[f ]

)
[η] =

dF [f + εη]

dε

∣∣∣∣
ε=0

.

Given an arbitrary function η, we can compute

dF [f + εη]

dε

∣∣∣∣
ε=0

=

∫
dx

[
∂F
∂f

((x))η(x) +
∂F

∂(∂1f)
((x))∂1η(x)

]
,

where the notation ((x)) := (f, ∂1f)(x) is used to indicate that the dependence on x is
through the functions f and ∂1f . Integrating the last term by parts under the assumption
that the boundary term vanishes gives us

dF [f + εη]

dε

∣∣∣∣
ε=0

=

∫
dx η(x)

[
∂F
∂f

((x))− ∂1
∂F

∂(∂1f)
((x))

]
.

The quantity in square brackets will be called δF
δf(x) . With this definition, the Fréchet

derivative may be expressed as(
δF

δf
[f ]

)
[η] =

∫
dx

δF

δf(x)
η(x).

Having established the Fréchet derivatives, which will often be referred to as variational
or functional derivatives, we can define the Poisson bracket operation for functionals. For
two functionals F and G of functions φ and π given in the form

F [φ, π] =

∫
dxF(φ, ∂1φ, π, ∂1π) and G[φ, π] =

∫
dxG(φ, ∂1φ, π, ∂1π)

we define the Poisson bracket {F,G} as

{F,G} =

∫
dx

[
δF

δφ(x)

δG

δπ(x)
− δG

δφ(x)

δF

δπ(x)

]
.
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C Equations of motion for Klein-Gordon-Maxwell

Below, the equations of motion for the Klein-Gordon field coupled to the electromagnetic
field are presented. Some of the equations are discussed in section 4.3.

Ė0 = ∂νE
ν − iQ (φπ − φ∗π∗) .

Ėµ = −Nµ
t iQ (π∗φ∗ − πφ) + iQhµνNt

√
−h (φ∗Dνφ− φD∗νφ∗)

+Eµ∂ρN
ρ
t +Nρ

t ∂ρE
µ −Nµ

t ∂ρE
ρ − Eρ∂ρNµ

t + ∂ρ(h
κρhµνFκνNt

√
−h)

π̇ = ∂ρ(N
ρ
t π)− ∂ρ(hµρNt

√
−h(∂µφ

∗ + iQAµφ
∗))− iQA0π +Nµ

t iQAµπ

−iQAνhµνNt

√
−h(∂µφ

∗ + iQAµφ
∗)−M2φ∗Nt

√
−h

π̇∗ = (π̇)∗

Ȧ0 = v

Ȧσ = ∂σA0 −
EαhασNt√
−h

+Nµ
t Fµσ

φ̇ =
π∗Nt√
−h

+ iQA0φ+Nµ
t (∂µφ− iQAµφ)

φ̇∗ =
πNt√
−h
− iQA0φ

∗ +Nµ
t (∂µφ

∗ + iQAµφ
∗)
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