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ABSTRACT
The paper is explores the possibilities of machine learn-
ing models for agitation detection in different languages.
The aim is to identify the voice features that are constant
across languages and use them to develop an algorithm
that can detect agitated speech by considering different
languages. The research is conducted in three phases: a
preparatory stage, feature extraction phase and algorithm
developing phase. In the preparatory stage data sets hav-
ing emotions corresponding to agitation behaviour in Ger-
man and English languages were obtained. Among all
voice based activities of agitation, ’rapid speech’ was se-
lected. In feature extraction stage, voice features or prop-
erties relevant to rapid speech (pitch, loudness) will be ex-
tracted. In the algorithm development phase, several ma-
chine learning models will be trained and tested to predict
a level of agitation in both the languages. In-lining with
the hypothesis, results indicate the difference in accuracy
as we change language i.e. by using pitch and loudness
as voice features in the English language 79% accuracy is
achieved whereas the same features result in a 72% accu-
racy score for the German language. The Support Vector
Classifier was most accurate in both languages.
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1. INTRODUCTION
The literature defines agitation as ”a state of anxiety or
nervous excitement”. Agitation is a major and common
symptom of various neuropsychiatric disorders like demen-
tia, Alzheimer’s and cognitive impairment [9]. Approxi-
mately 12% of the world’s population is suffering from a
neuropsychiatric disorder [4]. When compared to other
diseases neurophysiatric disorders are some of the most
prominent when it comes to disability and burden. It not
only impacts the life of patients [22] but also diminishes
the quality of life for their caregivers [9, 8]. Detecting agi-
tation in earlier stages can prolong a patient’s stay in their
own homes and helps caregiver in providing adequate pa-
tient care and restore their quality of life.

The current way of detecting agitation is by monitor-
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ing a patient’s behavior through behavioral scales, like the
”Scale for Observing Agitation in Persons with DAT” [13]
and the Cohen-Mansfield scale [7]. In scales for measuring
agitation and anxiety vocal-activities are very common.
In SOAPD, seven broad categories of human behaviour
were identified, in which three categories: high-pitched or
loud noise, repetitive vocalization and negative words, are
based on voice monitoring. The high-pitch category con-
tains activities like shouting, yelling, crying; The repeti-
tive vocalization category contains activities like repeated
words, rapid speech and whining and the negative words
category contains activities like using abusive words and
threatening language [13]. Other than human voice, mo-
tor activities and vital signs are also commonly used for
agitation monitoring [19, 13, 7]. In a research by Sakr et
al., vital signs like heart rate, breathing rate and skin gal-
vanic response were monitored by using a wearable device
to predict agitation [19]. In an another research by Lisa
et al., the idea of non-contact monitoring system for agi-
tated patients in hospitals was explored. They developed
and tested a vision based system attached to patient’s bed
that can track vital sign changes in combination with voice
monitoring [14]. Furthermore, for early stage agitation de-
tection, a behavioral and environmental Sensing interven-
tion was developed by using wearable sensing technologies
[12].

These existing systems are obtrusive in nature. A wear-
able system monitoring vital signs has very low acceptance
rate by patients [10] whereas observing a patient through
the behavioural scales requires the presence of caregivers.
Due to the human-observation nature of these scales the
results are prone to human error. The results obtained
from these scales can be biased due to a caregiver’s own
perception of agitation. Other factors, such as patient’s
behaviors i.e. the patient is not agitated when observed
by a caregiver, are also biasing.

To overcome these drawbacks, a technology-driven un-
obtrusive system that can automatically detect the level
of agitation and alert the caregiver is required. This re-
search will use ’human-voice’ as an unobtrusive way of
detecting agitation. Furthermore, for effective implemen-
tation of such systems it is important to validate it uni-
versally i.e. with different languages. So far, to the best of
our knowledge, no research work is done in comparing the
various languages and understanding its impact on agita-
tion predication systems. To do that ’rapid speech’ is used
as a common activity found among agitated patients. We
hypothesize that different languages might use different
voice features to predict a level of agitation. This leads us
to the research question:
RQ: What is the accuracy of machine learning algorithms
in classifying agitated German and English speech by us-
ing pitch and loudness as voice features?
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2. BACKGROUND WORK
Speakers from different languages express themselves dif-
ferently. According to research the expression of emo-
tions is determined by your culture [5]. Therefore peo-
ple from different countries express emotions differently.
When looking specifically at voice features like pitch re-
search suggest that native speakers of different language
speak at a different average pitch [16] and they have pitch
variation when imposing questions [11].

In past research it shows that the human voice indicates
various human emotions such as anger, happiness, sadness
and fear [17, 21]. The moods of people can also be detect-
ing solely through the use of voice, as proven by Rojas et
al.[18]. Vocal activities with emotions also indicate vari-
ous behaviours. For example, laughing while talking re-
flects healthy relations between individuals, shouting while
talking reflects anger and talking fast reflects nervousness
or anxiety [20]. In previous research [9] it is shown that
people experiencing agitation also exhibit signs consistent
with emotional distress. Therefore emotions like anger
and fear can signal agitation. Another research [23] found
a correlation between voice and emotion, more specifically
they use the frequency of someone’s voice to determine
their emotion. Combining these correlations we see that
the frequency of someone’s voice could indicate agitation
as well.

The major agitation determining voice factors as sug-
gested by both the SOAPD [13] and the Cohen-mansfield
[7] scales are the pitch and loudness of the patient’s voice.
Using that in this research, we will be determining agi-
tation by using pitch and loudness in ’rapid speech’ be-
haviour.

3. METHOD
The research will consist of three phases:

• The collection of data:
In this phase a valid data set of English and German
is gathered. The data set consists of audio fragments
rated with an agitation score, either 1 when deemed
agitated or 0 when deemed as not agitated. This
data is separated into two sets: the training set and
the testing set. The training set is used to train
the machine learning algorithms. The testing set is
used to test the accuracy of the model. In order
to find out the optimal features for agitated speech
detection, for each data set three types of testing is
done by varying the voice feature: only pitch, only
loudness, and both pitch and loudness together.

• Feature extraction: In this phase the voice data is
pre-processed followed by features extraction. These
extracted features will be fed into machine learning
algorithms.

• Algorithm for rapid speech detection:
In this phase different machine learning algorithms
are trained using the data set. Further, these models
are used to determine the level of agitation of testing
set. The accuracy score is recorded.

3.1 The collection of data
The database used in this research will need to consist of
a selection of audio fragments and a measurement for the
level of agitation expressed in the fragment. The database
is split in to two parts, the first part (80%) is designated for
the training of the machine learning algorithms, the sec-
ond part (20%) is used to test the generated models. Since

there was no database readily available that indicates ag-
itation, emotional databases consistent with agitation be-
haviour i.e. anger and fear emotions were taken. The
English data set used for this is the RAVDESS [15] data
set. This data set contains speech of 24 professional ac-
tors, 12 male and 12 female, talking in 8 different emotions:
neutral, calm, happiness, sadness, anger, fear, disgust and
surprise. The German data set used is the ”EmoDB” [6]
data set. This data set contains speech of 10 speakers, 5
male and 5 female aged 21 to 32, talking in 7 different emo-
tions: neutral, anger, boredom, happiness, sadness, fear,
and disgust. A copy of English data set is made using only
10 speakers, 5 male and 5 female with only anger and fear
emotion to equalize the number of speakers in both data
sets.

3.2 Feature extraction
The features were extracted from the audio files by using
the libROSA library [1] to load the audio files as a floating
point time series, this data contains both the loudness and
the pitch. To isolate the pitch and the loudness we used
librosa. piptrack which results in an array of pitches.

To train the classifiers we first needed to pre-process
the data as all the entries need to be equally long, there-
fore we separated the data into subsets of two seconds to
gain a floating point time series of 20000 frames that can
be used to train the classifiers.
To determine whether a sample is considered agitated we
looked at the emotions in the data sets. Anger and fear
where determined to indicate rapid speech and thus agi-
tation.

3.3 Algorithm for rapid speech detection
The training of the machine learning algorithm is done in
the Python programming language and library is used. For
the machine learning models the SciPy [2] library is used.
A number if machine learning classifiers were trained and
tested. They are:

• Decision Tree classifier : A decision tree classifier is
a classifier that classifies data by putting the results
in a tree where the trees make choices on the data.
The choices that every node makes are trained.

• Gaussian Naive Bayes classifier : A Gaussian Naive
Bayes classifier classifies the data with a normal dis-
tribution.

• K Nearest Neighbors classifier : A k-nearest neigh-
bors classifier lets the k nearest neighbors of a node
vote on the outcome of the node. In this research we
set k as 5.

• Linear Distribution classifier : A linear distribution
classifier tries to classify the result through a linear
combination of parameters of the input. These pa-
rameters are trained.

• Logistic Regression classifier : A logistic regression
classifier uses a logistic function to classify the data.

• Support Vector classification: A support vector clas-
sifier represents data as points in space and uses a
gap to classify which binary answer a new data point
belongs to. This gap is trained. In this research we
used a support vector machine with degree 3.

• Multilayer Perceptron classifier : A multilayer per-
ceptron classifier is a neural network consists of an
input layer, one or more hidden layers and one out-
put layer of nodes. These nodes have an activation
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function. These functions are trained to create a
classifier. In this research we set the multilayer per-
ceptron to have 100 hidden layers.

Among these classifiers Support Vector classification is the
only classifier that is strictly designed for binary decisions
[3]. We compare the models against a so called Zero clas-
sifier, this is a classifier that simply picks the option that
occurs most in the data.

4. RESULTS
The results showed that Gaussian naive Bayes and support
vector classification provides more accurate results among
all. The results for both of them canbe found in Table 1,
Table 2 and Table 3. The full results can be found in the
tables in the appendix. Table 1 contains the accuracy’s of
the classifiers when detecting agitation using features of
the English language. 25% percent of the entries in the
English data set are considered agitated. This means ran-
dom guessing would result in an accuracy of 62.5% and
a Zero classifier would have an accuracy of 75%. We can
see that in the results of the 24 English speakers an accu-
racy of 83%, 8% better than the Zero classifier, is reached
by the Support Vector classification for features loudness
and pitch. Furthermore we see that the accuracy of all
classifiers went below the Zero classifier while considering
loudness and pitch individually. Considering the smaller
set of 10 English speakers, the table 3 shows that the max-
imum accuracy has gone down to 79%, 5% better than the
Zero classifier, this is still by the Support Vector Classi-
fier. However with this smaller data set there are classifiers
that have a better accuracy than the Zero classifier on only
pitch or only loudness. Namely the Gaussian Naive Bayes
and the Support Vector classifier when considering only
loudness and the k-neighbors classifier when considering
only pitch.

Table 2 contains the accuracy’s of the classifiers when
detecting agitation using features of the German language.
This data set contains 33.3% agitated speech samples.
This means that random guessing would result in an ac-
curacy of 55.6% and a Zero classifier would have an accu-
racy of 66.7%. We can see that the best result is obtained
by both the Support Vector classifier and the Gaussian
Naive Bayes classifier with 72%, 5.3% above the Zero clas-
sifier. Interestingly all classifiers except for those two had
very low results when considering both loudness and pitch.
When we consider only loudness the average accuracy rises
by 11% from 55% to 66% and this average accuracy raises
to 75% when only considering pitch. When only consider-
ing pitch every classifier except for the Linear Discriminant
classifier scores better at accuracy than the Zero classifier.

Table 1. Accuracy of two of the classifiers on dif-
ferent features of English speech.

Classifier Gaussian Naive Bayes Support Vector Classification
Loudness and Pitch 82% 83%
Loudness 74% 73%
Pitch 57% 72%

Table 2. Accuracy of two of the classifiers on dif-
ferent features of German speech.

Classifier Gaussian Naive Bayes Support Vector Classification
Loudness and Pitch 72% 72%
Loudness 66% 65%
Pitch 77% 75%

Table 3. Accuracy of two of the classifiers on differ-
ent features of a smaller sample of English speech.

Classifier Gaussian Naive Bayes Support Vector Classification
Loudness and Pitch 78% 79%
Loudness 68% 78%
Pitch 63% 74%

5. CONCLUSION
From the results we can see a clear distinction in accuracy
between both the using different features and the different
languages. In German there is a significant distinction be-
tween the accuracy of the models when trained with the
combination of loudness and pitch or trained with loudness
only, this distinction is smaller in English. When looking
at the accuracy of training with only the pitch in compar-
ison to training with both features combined we see that
in English the accuracy went down as opposed to German
where the accuracy went up.

From this we can conclude that in English both loud-
ness and pitch are important for the detection of agitation
whereas in German only using the pitch is better than also
considering the loudness. This means that different lan-
guages have different features that can be used to detect
agitation.

6. LIMITATIONS
There are some big limitations to this research. First of all
the lack of a database annotated with agitation means that
the tested property, in this case rapid-speech, will only be
one indication of agitation. This leaves a lot of determin-
ing factors out of the research. A great way to test or train
the classifiers is also to have the same person say some-
thing in both tested languages, both in an agitated state
and in a neutral state and compare the accuracy of the
classifiers. But cohering to the current situation of global
isolation this was not a possibility for this research.

7. FUTURE RESEARCH
As no direct database is available for agitation, it is highly
desirable from future works to make such a database, this
could be done by using for example SOAPD [13] or the
Cohen-Mansfield scale [7]. Furthermore it is recommended
that the languages taken are further apart in origin. Ger-
man and English are both both originate in the class of
west Germanic languages and therefore there are a lot
of similarities between the two. The study could be re-
peated using languages from Asia or Africa. A sound study
method by collecting a database properly will reflect more
on impact of language on agitation detection. Lastly it
would be recommended to add voice features, like for ex-
ample tremor or repetition, as these are described in the
literature as good indicators for agitation as well.
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B. Kujumdshieva-Böhning, C. Freise,
W. Hopfenmüller, and et al. Non-contact monitoring
of agitation and use of a sheltering device in patients
with dementia in emergency departments: a
feasibility study. BMC Psychiatry, 20(1), 2020.

[15] S. R. Livingstone and F. A. Russo. The ryerson
audio-visual database of emotional speech and song
(ravdess), Apr 2018.

[16] H. Noh and D.-H. Lee. Cross-language identification
of long-term average speech spectra in korean and
english. Ear and Hearing, 33(3):441–443, 2012.

[17] V. A. Petrushin. Us7222075b2 - detecting emotions
using voice signal analysis, 2007.

[18] V. Rojas, S. F. Ochoa, and R. Hervás. Monitoring
moods in elderly people through voice processing.
Ambient Assisted Living and Daily Activities Lecture
Notes in Computer Science, page 139–146, 2014.

[19] G. E. Sakr, I. H. Elhajj, and U. C. Wejinya. Multi
level svm for subject independent agitation
detection. 2009 IEEE/ASME International

Conference on Advanced Intelligent Mechatronics,
2009.

[20] M. Schaller, D. Keltner, J. Haidt, and M. N. Shiota.
Evolution and social psychology. Social
Functionalism and the Evolution of Emotions., page
115–142, 2013.

[21] E. R. Simon-Thomas, D. J. Keltner, D. Sauter,
L. Sinicropi-Yao, and A. Abramson. The voice
conveys specific emotions: Evidence from vocal
burst displays. Emotion, 9(6):838–846, 2009.

[22] R. M. Suinn. The terrible twos—anger and anxiety:
Hazardous to your health. American Psychologist,
56(1):27–36, 2001.

[23] E. L. van den Broek. Emotional prosody
measurement (epm): A voice-based evaluation
method for psychological therapy effectiveness.

4



10. APPENDIX

Table 4. Accuracy of the classifiers on different
features of English speech.

Classifier Decision tree Gaussian Naive Bayes k-Neighbors Linear Discriminant Logistic Regression Support Vector Classification Multilayer Perceptron
Loudness and Pitch 67% 82% 72% 74% 75% 83% 69%
Loudness 71% 74% 74% 75% 72% 73% 72%
Pitch 74% 57% 73% 74% 72% 72% 74%

Table 5. Accuracy of the classifiers on different
features of German speech.

Classifier Decision tree Gaussian Naive Bayes k-Neighbors Linear Discriminant Logistic Regression Support Vector Classification Multilayer Perceptron
Loudness and Pitch 58% 72% 35% 50% 50% 72% 48%
Loudness 74% 66% 65% 64% 65% 65% 65%
Pitch 79% 77% 70% 64% 81% 75% 76%

Table 6. Accuracy of the classifiers on different
features of a smaller sample of English speech.

Classifier Decision tree Gaussian Naive Bayes k-Neighbors Linear Discriminant Logistic Regression Support Vector Classification Multilayer Perceptron
Loudness and Pitch 78% 78% 74% 73% 77% 79% 70%
Loudness 70% 78% 76% 76% 74% 78% 74%
Pitch 67% 63% 78% 66% 71% 74% 65%
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