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Abstract

Sleep quality is very important to human health. To detect sleep disorders, sleep
scoring is performed by sleep experts on the polysomnograms that record the ac-
tivities of different parts of the human body, like electroencephalogram (EEG), elec-
trooculogram (EOG) and electromyogram (EMG). Current automatic sleep scoring
approaches are mostly based on single-channel EEGs and the few multi-channel
models that exist do not obtain a satisfying performance. In this master assignment,
we firstly perform a module evaluation to test the performance of useful deep learn-
ing modules developed for optimizing single-channel models in multi-channel sleep
scoring. Based on the results, we build a well-performing multi-channel automatic
sleep scoring model, where temporal learning is applied to extract temporal features
from sleep epochs, spatial learning is designed to capture correlation information
among the channels of a modality, sequential learning is performed to extract tran-
sition rules from sleep sequences and the residual connection is used to consider
temporal and sequential information together for sleep stage classification. We eval-
uate our model on two public datasets — the SleepEDF-13 and SHHS-1 datasets.
Our model obtains an accuracy of 84.6%, macro F1 score of 78.3% and Cohen’s
kappa of 0.79 for the SleepEDF-13 dataset and an accuracy of 86.4%, macro F1
score of 77.7% and Cohen’s kappa of 0.81 for the SHHS-1 dataset. Additionally,
we employ two methods — the layer-wise relevance propagation (LRP) and an em-
bedded channel attention network (Embedded CAN) to investigate the channel and
feature importance in automatic sleep scoring. Results show that our multi-channel
sleep scoring model performs well on different datasets compared to the state-of-
the-art, and channel and feature importance obtained comply with the AASM rules
and can be a guidance for further optimizing automatic sleep scoring models.
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Chapter 1

Introduction

In this chapter, we give an overview on the research field of sleep scoring and the
current scenario of automatic sleep scoring. Then, we point out the existing prob-
lems in the field and introduce possible interesting study directions accordingly. As
a brief summary, we explain the associated research questions for this assignment.
In the end, we introduce the organization of the thesis.

1.1 Sleep Scoring

Sleep quality is closely related to human health. Effective sleep quality detection
can help sleep experts monitor and test sleep disorders and formulate correspond-
ing treatments for the patients.

To detect the sleep quality scientifically, the polysomnography (PSG) (i.e. a sleep
study) is carried out. Signals that record the activities of various parts of human
body are analysed to diagnose sleep disorders. These collected signals mainly
consist of electroencephalograms (EEGs), electrooculograms (EOGs), electromyo-
grams (EMGs), electrocardiograms (ECGs) and some leg movements. In PSG,
polysomnograms of usually 8 hours sleep are segmented into 30-second epochs,
and the sleep epochs are then annotated into various sleep stages by technicians
according to certain rules in sleep manuals. The classification procedure of sleep
stages is called sleep scoring.

The unity of the rules described in sleep manuals is very significant for sleep scor-
ing, as any slight difference might lead to different annotations. To keep the unity
of the rules, standard manuals are published. The Rechtchaffen and Kales stan-
dard (the R&K manual) [1] and the American Academy of Sleep Medicine rules (the
AASM manual) [2] are two most widely used manuals in sleep stage classification,
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2 CHAPTER 1. INTRODUCTION

where 5 (or 6) sleep stages are distinguished - Wake, Non-REM 1 (N1), Non-REM
2 (N2), Non-REM 3 (N3) and Rapid Eye Movement (REM) (i.e. the R&K manual [1]
has a further classification from N3 to N3 and N4). Each stage is characterised by
distinctive frequency-domain and time-domain patterns in the manuals. A summary
of these scoring rules for particular sleep stages is presented in Table 1.1.

Originally, sleep scoring is manually performed by sleep experts, which is tedious
and time-consuming. To improve that, automatic sleep scoring approaches are pro-
posed. With feature analysis and extraction, sleep stages are classified automati-
cally by applying machine learning classification algorithms to the extracted features.

Stages EEG EOG EMG

Delta
(<4Hz)

Theta
(4-7Hz)

Alpha
(8-13Hz)

Beta
(>13Hz)

Time-domain patterns

Wake x x 0.5-2Hz
Variable amplitude but usually higher
than during sleep stages

N1 x x Vertex waves Slow eye Movement Lower amplitude than in stage Wake

N2 x
K-complexes
Sleep spindles

Usually no eye movement, but
slow eye movements may persist

Lower amplitude than in stage Wake
and may be as low as in stage REM

N3 x
Sleep Spindles
may persist

Eye movements are not typically
seen

Lower amplitude than in stage N2 and
sometimes as low as in stage REM

REM x x
Sawtooth
waves

Rapid eye movement
Lower chin EMG tone; usually the
lowest level of entire recording

Table 1.1: Summary of EEG, EOG and EMG patterns for different sleep stages ac-
cording to the AASM manual [2].

1.2 Current Scenario

Recently, many studies have been conducted for automatic sleep scoring with the
help of the time-frequency analysis and machine learning algorithms. Generally,
the automatic sleep scoring approaches can be divided into two categories accord-
ing to their feature extraction methods. One is based on manual feature extraction,
where the features that are used to identify the sleep stages are hand-engineered;
the other is based on automatic feature extraction, where complex deep neural net-
works are utilized to capture underlying features from EEG, EOG and EMG signals
automatically.

For manual feature extraction, time-frequency features of the signals are extracted
by time-frequency analyses like Discrete Fourier Transform and Wavelet Transform
[3]–[6]. These hand-engineered features are then passed to traditional machine
learning models like the Support Vector Machine, Gaussian Mixture Models and
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the Random Forest [3], [4], [6], [7] for sleep stage classification. This kind of au-
tomatic sleep scoring can usually have a good performance on a small dataset,
but it is hard to generalize to new datasets. The reason behind this is that manual
feature extraction commonly requires prior knowledge and understanding of sleep
scoring rules which vary among different sleep technicians. Additionally, the ex-
tracted time-frequency features in one dataset might differ from another. To solve
these problems, sleep scoring approaches where features extraction is performed
automatically are proposed.

It has been introduced in [8] that, complex deep neural networks can extract ab-
stract feature representations from various data types including signals, images and
time series, and end-to-end learning algorithms can combine the feature extraction
and classification task together. For automatic feature extraction based sleep scor-
ing, the deep learning architecture of Convolutional Neural Networks (CNNs) is most
widely used to capture the time-invariant features of sleep epochs [9]–[14]. In ad-
dition, Recurrent Neural Networks (RNNs) are employed in some studies [11], [13],
[15] to learn transition rules from the sleep sequences. These methods are mainly
applied on single-channel EEG for sleep scoring. Compared to manual feature ex-
traction based methods, the deep learning approaches like [11], [13] can obtain
good performance on various datasets with the identical models, which proves their
better capacity of generalization.

1.3 Existing Problems and Research Directions

Though the automatic feature extraction based approaches have shown good per-
formance, there are still some existing problems deserving to be investigated and
solved for an improvement of automatic sleep scoring.

Firstly, as far as we know, most existing works [10]–[14] were based on single-
channel EEG, as EEG signals contain the most information. Some research [14]
scored the sleep epochs based on single-channel EOG as well but achieved worse
performance. Actually, other modalities (i.e. EOG and EMG) also contain useful
information (see in Table 1.1) for sleep scoring according to the AASM manual [2]
and incorporating them can help improve the performance. In an initial study [16],
the optimal combination of polysomnographic channels was investigated and the
best performance was obtained using 9 channels (6 EEGs, 2 EOGs and 1 EMG)
for multi-class sleep staging, which shows the potential of sleep scoring based on
multi-channel polysomnograms. To exploit the contributions of multiple modalities in
automatic sleep scoring, several studies on multi-channel automatic sleep scoring
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were carried out afterwards. However, there were few well-performing multi-channel
automatic sleep scoring approaches till now. Therefore, it is necessary to develop a
model suitable for multi-channel sleep scoring.

Secondly, previous multi-channel work usually regarded their automatic sleep scor-
ing as a new problem and developed novel spatial learning, temporal learning and
sequential learning modules to capture time-invariant and sequential features from
sleep epochs. Actually, the existing single-channel approaches have explored var-
ious effective deep learning modules with specific aims to improve sleep scoring,
such as using CNNs with different filter sizes to capture time-domain patterns and
frequency-domain patterns respectively [11] and applying the attention mechanism
in sequential learning to learn relevant parts of sleep sequences [13], and have
proved their benefits in model improvement. But until now, there was no multi-
channel sleep scoring work testing their effectiveness and utilizing useful ones for
multi-channel sleep scoring. Therefore, it is meaningful to evaluate the suitability
of the existing ’good’ modules for multi-channel sleep scoring and develop a model
based on that.

Thirdly, according to sleep experts, information from different modalities and chan-
nels may have various influence in classifying different sleep stages, which can be
illustrated by some studies as well. For example, the results of [11] show that using
EEG Fpz-Cz channel can have an approximately 2% higher accuracy than using
EEG Pz-Oz channel when classifying sleep stages with the same scoring model.
According to the results of the study [14], EOG channel may have advantages in
detecting stage N1 than EEG channel though only using EOG channel has a worse
overall performance in sleep stage detection. Therefore, for multi-channel sleep
scoring, it is interesting to investigate the channel importance to particular sleep
stages, which can be utilized for further optimization of the sleep scoring model.

1.4 Research Questions

Based on the problems we discussed in Section 1.3, we propose two research ques-
tions in our research and list corresponding general solutions as follows:

1. (RQ1) What is a well-performing model for multi-channel automatic sleep scor-
ing?
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To build a well-performing model for multi-channel automatic sleep scoring, we
first have a comprehensive review of the effective deep learning modules developed
for single-channel models, test their suitability in our multi-channel model and em-
ploy the useful ones. Additionally, a spatial learning part will be designed to extract
the correlation information among the channels within a modality.

2. (RQ2) How much does the information of each channel contribute to sleep
scoring?

To infer the channel importance, two solutions are proposed. One is an intrinsic
method, where we can add a channel attention identification module in training our
multi-channel sleep scoring model. The channel attention weights will be calculated
by a conditional neural network and reported as channel importance scores. The
other is a post-hoc interpretation method inspired from the deep neural networks
interpretation [17]. With a trained sleep scoring model, we can back-propagate the
predictions to obtain the relevance of input channels to the predictions.

1.5 Thesis Organization

The rest of the thesis is organized as follows: Chapter 2 presents a review of the ex-
isting work on automatic sleep scoring and the current approaches that are helpful
for channel importance investigation. Chapter 3 introduces the methodology pro-
posed to solve the research questions. Chapter 4 describes the materials and ex-
perimental setup. Chapter 5 presents the experiment results and gives analyses
and discussions accordingly. Chapter 6 provides a brief conclusion of our research
and proposes the future work.
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Chapter 2

Related Work

In this chapter, we present the existing works on automatic sleep scoring in two
categories based on the number of channels they use. After that, an analysis is
performed to summarize their performance, point out existing problems and start
our research. In addition, the necessity and inspirations to find channel importance
are introduced as well.

2.1 Automatic Sleep Scoring

As discussed in Section 1.2, there are currently two categories of automatic sleep
scoring approaches. One is using hand-engineered features extracted from the
time-frequency analysis for classification. The other relies on deep learning archi-
tectures to learn abstract pattern representations automatically. In our research, we
focus on the latter ones, as it has been shown in [18] that automatic feature extrac-
tion based models can be better generalized to other datasets. More specifically,
deep automatic sleep scoring methods can also be divided to two categories based
on the number of channels they use — single channel and multiple channels. In
this section, we will first review them separately and then summarize the possible
improvements in building our well-performing multi-channel deep automatic sleep
scoring model.

2.1.1 Single-channel Models

Most of the studies in this category were developed based on single-channel EEG.
In a single-channel sleep scoring model, CNNs and RNNs are the most widely used
deep learning architectures. Usually, CNNs are employed to extract time-invariant
features from the current sleep epoch [11], [13], [14], and on top of that, RNNs are
utilized to capture the transition rules by paying attention to neighbouring epochs

7
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as well [11], [13], [15]. A fully-connected layer is then used to classify the sleep
stages based on the extracted features. There are also some studies [10], [12] ex-
tracting the time-invariant features directly from both the current sleep epoch and
neighbouring epochs by CNNs to include transition information instead of employing
extra sequential learning architecture for sleep scoring.

Architectures mentioned above are the basic components for almost every single-
channel sleep scoring model. To improve the performance of a deep sleep scoring
model, extra contributing modules were developed to extract target-specific features
more comprehensively and precisely. For example, according to the AASM man-
ual [2], EEG signals consist of two kinds of features: frequency-domain features
throughout EEG signals and time-domain patterns usually appearing in an around
0.5-second period like K-complex and sleep spindles. Supratak et al. [11] employed
two CNN pipelines with different filter sizes in temporal learning, where the moti-
vation is to use smaller filters to extract the time-domain patterns and use larger
filters to capture the frequency-domain information from EEG signals. Additionally,
various mixtures of 0.5-second patterns may appear in identical sleep stages, which
complicates the feature extraction. Since feature complexity can be increased by
deeper layers in CNN [19], Yildirim et al. [14] and Sors et al. [12] employed CNN
with 19 layers and 14 layers but very small filter size respectively to extract com-
plex time-invariant patterns from sleep epochs. Considering the similarities between
sleep scoring procedure and machine translation (i.e. sequence-to-sequence learn-
ing), Mousavi et al. [13] applied the attention mechanism to let sequential learning
modules pay more attention to the important parts of sleep sequences. To avoid
the final sleep stage classification focusing too much on the sequential informa-
tion extracted by the sequential learning part, which might cause information loss
of the time-invariant features, Supratak et al. [11] applied the residual connection
that adds temporal information extracted by CNNs to sequential learning features
from Bi-LSTM. Humanyun et al. [20] also implemented residual CNNs to resolve the
vanishing gradient problem arising from the training of deeper CNN models. In ad-
dition, there was also some study [21] that represented raw EEG signals with their
spectrograms and transformed sleep scoring into an image classification problem.

2.1.2 Multi-channel Models

Most existing multi-channel studies simply combined the features extracted from all
EEG, EOG and EMG channels together to classify sleep stages. As an initial study,
Khalighi et al. [16] found the best combination of EEG, EOG and EMG channels
for multi-channel sleep scoring through testing multiple combinations of their time-
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domain and frequency-domain features and applying the Support Vector Machine
algorithm for classification. The model based on 9 channels gave the best results
for multi-class sleep staging. For deep learning models, Cen et al. [9] utilized CNNs
to extract time-invariant features of sleep epochs and applied the Hidden Markov
Model for classification. Paisarnsrisomsuk et al. [22] developed a 17-layer CNN to
learn the features from both the current sleep epoch and neighbouring epochs and
tested it on two kinds of channel combinations: 1) channels from both EEG and EOG
modalities and 2) channels from EEG only, where adding EOG channels increased
the accuracy by 1%. Similar to [21], Phan et al. [23] generated spectrograms for
the signals of EEG, EOG and EMG and used them to train a multi-task CNN model
that created joint predictions from the current sleep epoch and neighbouring epochs.
Their results showed an increase on accuracy by 4% when adding the EOG chan-
nel into input modalities and another increase on accuracy by 1% when adding the
EMG channel. Chambon et al. [24] proposed a spatial-temporal deep learning ar-
chitecture to extract the features from the current sleep epoch and neighbouring
epochs as well, where the linear spatial filters can exploit the array of sensors to
increase the signal-to-noise ratio. They also performed an experiment to find out
the best combination from various EEG, EOG and EMG channels and achieved
the conclusion that the best results came from using 6 EEGs with 2 EOGs and 3
EMGs while the inclusion of more EEG channels can not help increase the sleep
staging performance. Biswal et al. [25] designed a recurrent and convolutional neu-
ral network for sleep scoring based on the spectrogram representations of EEGs.
Yildirim et al. [14] employed a 19-layer CNN and tested it on two kinds of channel
combinations: 1) one EEG channel and one EOG channel and 2) one EEG channel
only as well, where adding the EOG channel could increase the accuracy by 1%.
Pathak et al. [26], being with the Data Management and Biometrics Group at the
University of Twente, developed a spatial-temporal-sequential model to respectively
extract sptial-temporal features and sequential information from the sleep epochs of
multiple modalities and interpreted their model using post-hoc interpretability meth-
ods.

2.1.3 Summary

According to [8], deep learning models usually require large and standardized data
for training. In order to make automatic sleep scoring approaches comparable with
each other, many classic databases established for PSG were used for evaluating a
sleep staging model, such as the SleepEDF-13 and SleepEDF-18 databases [27],
[28], the Montreal Archive of Sleep Studies (MASS) database [29] and the Sleep
Heart Health Study (SHHS) visit 1 and visit 2 databases [30]. These databases
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have various channels of the modalities (i.e. EEG, EOG and EMG) and different
main sampling rates for signal collection, but all of them follow the annotation rules
in the R&K manual [1] or the AASM manual [2] resulting in identical sleep staging.
An overview of the databases is shown in Table 2.1. To have a clear comparison
and analysis of the automatic sleep scoring models discussed in Section 2.1.1 and
2.1.2, we summarize them in Table 2.2 with their datasets, channels, methods, eval-
uation methods and accuracy performance (Acc). We group these methods by the
datasets they used. With the model comparison, we reach the conclusions as fol-
lows.

Firstly, as discussed in Section 2.1.2, it has been shown by many studies that, the
inclusion of multiple modalities and channels can bring a performance improvement
for automatic sleep scoring. However, according to the summary table, current multi-
channel models didn’t achieve a very satisfying performance so far. For example,
training and testing on the SleepEDF-13 dataset, multi-channel sleep scoring ap-
proaches [22], [23] even showed a lower accuracy by approximately 2% compared
to some single-channel approaches. Humayun et al. [20] and Yildirim et al. [14]
obtained better results on heavily imbalanced datasets (i.e. biased to stage Wake),
such that their claims need to be justified. Secondly, few of the multi-channel models
considered the correlation information among the channels within EEGs and EOGs.
Pathak et al. [26] developed the spatial-temporal-sequential model and used spa-
tial learning to extract correlations within EEG channels and EOG channels, which
achieved the accuracy of 85% on the SHHS visit 1 dataset. Thirdly, as discussed in
Section 2.1.1, many single-EEG based approaches have proposed extra contribut-
ing modules (e.g. CNN with different filter sizes) and successfully improved auto-
matic sleep scoring, which can be found from the summary table as well. However,
to our knowledge, there was no research to test the effectiveness for multi-channel
sleep scoring and utilize the useful modules with their benefits. Hence, to start
our study, we propose to design corresponding experiments to verify whether these
extra contributing modules in single-channel sleep scoring can also be helpful for
multi-channel models, such as ’using CNNs with different filter sizes’, ’increasing
the depth of CNNs’ and ’applying the attention mechanism in sequential learning’.
Based on that, we develop a well-performing deep multi-channel automatic sleep
scoring model by designing and adding a suitable spatial learning module to cap-
ture correlation information among the channels of a modality.
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Database Subjects Channels Main sampling rate Sleep Stages

SleepEDF-13 61 PSGs 2EEGs, 1EOG and 1EMG 100Hz Wake, N1, N2, N3, N4, REM
SleepEDF-18 197 PSGs 2EEGs, 1EOG and 1EMG 100Hz Wake, N1, N2, N3, N4, REM
MASS 200 PSGs 4-20EEGs, 2EOGs and 3EMGs 256Hz Wake, N1, N2, N3, REM
SHHS visit 1 6441 PSGs 2EEGs, 2EOGs and 1EMG 125Hz Wake, N1, N2, N3, N4, REM
SHHS visit 2 3295 PSGs 2EEGs, 2EOGs and 1EMG 125Hz Wake, N1, N2, N3, N4, REM

Table 2.1: Overview of the sleep study databases.

2.2 Channel Importance Investigation

So far, to our knowledge, there is currently no study for channel importance infer-
ence and visualization in automatic sleep scoring, but results from previous studies
indicate that the scoring performance varies when different channels are used (see
Section 1.3).

In similar studies of other medical fields, Bohle et al. [31] showed the potential
of layer-wise relevance propagation (LRP) in assisting clinicians to explain neural
network decisions for diagnosing Alzheimer’s disease. They summed up the rele-
vance of image inputs for different brain areas based on their classification model
to demonstrate the area importance of the MRI. Obviously, it is a post-hoc interpre-
tation method that works on a trained classification model. Additionally, attention
mechanisms can be utilized to detect important parts and give them more attention
accordingly, which has been exploited on channel-wise information fusion. Hu et
al. [32] developed the Squeeze-and-Excitation (SE) block consisting of a conditional
neural network to adaptively recalibrate channel-wise feature responses by explic-
itly modelling inter-dependencies between channels. Wang et al. [33] proposed the
Efficient Channel Attention (ECA) module, where the difference with the SE block is
that it employed an extra convolutional neural network for channel attention weight
calculation. Bastidas et al. [34] implemented the channel attention network as well,
which can allocate large attention weights to feature maps of important channels
for final image prediction. The above approaches show the possibility that an em-
bedded channel attention module in the sleep scoring models can help investigate
channel importance through intrinsic interpretation.

In our study, we propose two approaches to investigate channel importance in au-
tomatic sleep scoring. Firstly, LRP [35] will be applied as a post-hoc interpretation
method, where we can obtain the importance scores of a channel by adding up its
relevance to predictions. This method is also set as the baseline method, as post-
hoc interpretation methods have been successfully applied in many previous similar
studies [36] and LRP has been found to have excellent benchmark performance [37].
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Paper Year Dataset PSGs Channels Approach Evaluation Acc

Tsinalis et al. [10] 2016 SleepEDF-13 20 1EEG CNN 20-fold 74.8

Supratak et al. [11] 2017 SleepEDF-13 39 1EEG
CNN (2 filter sizes)
-BiLSTM-Residual

20-fold 82.0

Mousavi et al. [13] 2019 SleepEDF-13 39 1EEG
CNN (2 filter sizes)
-BiLSTM-Attention

20-fold 84.3

Wang et al. [21] 2019 SleepEDF-13 39 1EEG Spectrogram-CNN 90-5-5 85.0
Humayun et al. [20] 2019 SleepEDF-13 39 1EEG Residual CNN 70-30 91.4*

Paisarnsrisomsuk et al. [22] 2018 SleepEDF-13 39
2EEGs
+1EOG

CNN 4-fold 81.0

Phan et al. [23] 2019 SleepEDF-13 39
1EEG
+1EOG
+1EMG

multi-task CNN 20-fold 82.3

Mousavi et al. [13] 2019 SleepEDF-18 61 1EEG
CNN (2 filter sizes)
-BiLSTM-Attention

20-fold 80.0

Yildirim et al. [14] 2019 SleepEDF-18 61 1EEG CNN (19 layers) 70-15-15 90.5*

Yildirim et al. [14] 2019 SleepEDF-18 61
1EEG
+1EOG

CNN (19 layers) 70-15-15 91.0*

Supratak et al. [11] 2017 MASS 62 1EEG
CNN (2 filter sizes)
-BiLSTM-Residual

31-fold 86.2

Chambon et al. [24] 2018 MASS 61
6EEGs

+2EOGs
+3EMGs

CNN 5-fold 83.0

Phan et al. [23] 2019 MASS 200
1EEG
+1EOG
+1EMG

multi-task CNN 20-fold 83.6

Sors et al. [12] 2018 SHHS visit 1 5728 1EEG CNN (14 layers) 50-20-30 87.0

Biswal et al. [25] 2018 SHHS visit 1 5804 2EEGs
CNN-BiLSTM
-Residual

90-10 77.9

Pathak et al. [26] 2019 SHHS visit 1 5793
2EEGs
+2EOGs
+1EMG

CNN-BiLSTM 81-9-10 85.0

Table 2.2: Summary of the state-of-the-art deep sleep scoring approaches. * de-
notes that Wake is the majority class in such datasets (see Table 2.3),
and the predicting result has to be justified as Wake is easier to predict
compared to the sleep stages.

Database
Sleep Stages

Total Samples
Wake N1 N2 N3 N4 REM

SleepEDF-13
(Biased to Wake)

72,391
(68.0%)

2,804
(2.6%)

17,799
(16.7%)

3,370
(3.2%)

2,333
(2.2%)

7,717
(7.3%)

106,414

SleepEDF-13
8285

(19.6%)
2,804
(6.6%)

17,799
(42.1%)

3,370
(8.0%)

2,333
(5.5%)

7,717
(18.2%)

42,308

SleepEDF-18
(Biased to Wake)

285,937
(68.8%)

21,522
(5.2%)

69,132
(16.6%)

8,793
(2.1%)

4,246
(1.6%)

25,835
(6.2%)

415,465

SleepEDF-18
65,951
(33.7%)

21,522
(11.0%)

69,132
(35.4%)

8,793
(4.5%)

4,246
(2.2%)

25,835
(13.2%)

195,479

Table 2.3: Overview of the SleepEDF datasets biased or unbiased to Wake.
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Inspired from the channel attention networks [32]–[34] discussed above, we also de-
velop a novel channel attention module embedded in our deep sleep scoring model
to calculate the channel importance in an intrinsic way. Additionally, we extend chan-
nel importance investigation to feature importance analysis of each channel in EEG,
EOG and EMG, which could provide further suggestions for optimizing multi-channel
automatic sleep scoring models.
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Chapter 3

Methodology

In this chapter, we introduce the methodology used in our study. Section 3.1 talks
about the effective modules evaluation we perform to test their usefulness for multi-
channel automatic sleep scoring and the final architecture of our multi-channel deep
sleep scoring model. Section 3.2 describes two approaches utilized to identify chan-
nel importance and a further analysis to find the significant features of EEG, EOG
and EMG channels.

3.1 Multi-channel Automatic Sleep Scoring

To build a well-performing multi-channel automatic sleep scoring model, we take a
two-step experiment. In the first step, we test the effectiveness of good deep learn-
ing modules used in single-channel models when applying them to multi-channel
sleep scoring. In the second step, we combine and adapt the useful modules and
additionally design a novel suitable spatial learning module, producing the final ar-
chitecture of the multi-channel automatic sleep scoring model in our study.

3.1.1 Effective Modules Evaluation

We summarize four potential modules from the literature review that might be help-
ful in building a good multi-chanel model: 1) using CNNs with different filter sizes
to capture time-domain patterns and frequency-domain patterns respectively [11],
2) increasing the depth of CNNs for complex feature extraction [12], [14], 3) apply-
ing the attention mechanism in sequential learning to pay more attention to rele-
vant parts [13] and 4) adding the residual connection in the model to consider both
the temporal and sequential information for final sleep stage classification [11]. To
evaluate their effectiveness, we select the spatial-temporal-sequential sleep staging
model proposed by Pathak et al. [26] as the baseline model, because it is a relatively

15
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successful multi-channel sleep scoring approach to our knowledge from the litera-
ture review. Compared to most existing work that simply combined the features of all
channels together for sleep scoring, their work considered spatial relevance among
the channels of a modality and obtained good results when tested on the SHHS-1
dataset. Their approach consists of three modules in the following order:1) the spa-
tial filtering part that extracts correlation information within EEG and EOG signals,
2) the temporal filtering part that captures time-invariant features of EEG, EOG and
EMG signals separately and 3) the sequential learning part that extracts transition
rules from sleep sequences. To show the contribution of the first three testing mod-
ules (i.e. mentioned at the start of this section from 1) - 3)) precisely to multi-channel
sleep scoring, we substitute the corresponding part of the baseline model with one
module at a time as the testing architecture, and test their performance on a sample
dataset generated by splitting the randomly shuffled SleepEDF-13 dataset into 81%

for training, 9% for validation and 10% for testing. To evaluate the effectiveness of
the residual connection module (i.e. mentioned at the start of this section as 4)),
the baseline model we set is a model which have included all first three modules.
Because, according to the study of Pathak et al. [26], the residual connection does
not always work for any model architecture, and we intend to verify its usefulness
in our final model. All evaluation experiments are explained separately. In this step,
we only give an overview of the evaluation of these modules, as it mainly acts as an
initial experiment for building our final multi-channel sleep scoring model, and the
detailed information of each module that are finally employed in our model architec-
ture will be introduced in Section 3.1.2.

Using CNNs with different filter sizes

The module — using CNNs with different filter sizes, is inspired from [11]. Accord-
ing to the AASM manual [2], there are two types of features in polysomnograms:
1) time-domain information (e.g. distinctive 0.5-second patterns like K-complex and
sleep spindles in EEG signals and amplitude information in EOG and EMG signals)
and 2) frequency-domain information (e.g. dominant frequency components of the
signals). In this case, using smaller filters in CNNs can capture time-domain in-
formation better and using larger filters can capture frequency-domain information
better [11].

The baseline model architecture (i.e. the adapted CNN part from Pathak et al. [26])
and the testing architecture to evaluate the ’using CNNs with different filter sizes’
module are plotted in Fig. 3.1. In this experiment, we first exclude the spatial filter-
ing part of the CNNs in [26], as it is applied on the raw data inputs before temporal
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filtering, which might destroy the time-domain information of signals (e.g. distinctive
0.5-second patterns and amplitude information) before they are recognized. The
only filter size of CNNs in the baseline model is 64. In the testing architecture, we
use two different sizes which are 64 (i.e. commonly the sampling rates of signals
are 100-125 Hz and 0.5 × (100 or 125) ≈ 64) and 512 (i.e. a large window size
to help detect dominant frequency components) for the smaller and larger filters re-
spectively. We keep the remaining hyper-parameters same as the baseline model in
order to eliminate their possible effects on the results. The tests are performed on
CNNs only and we do not train the sequential learning part because we just want
to compare the performances in capturing time-invariant features from the current
sleep epoch. The performance metrics introduced in Section 4.4 are used for the
comparison.

Increasing the depth of CNNs

The module — increasing the depth of CNNs, is inspired from [14] which applied a
19-layer CNN to extract the features from sleep epochs in classifying sleep stages.
In the AASM manual [2], various mixtures of the 0.5-second patterns may appear in
identical sleep stages. Therefore, increasing the depth of CNNs can help the sleep
scoring model learn such complex features. However, in this experiment, we do not
completely follow the identical model architecture in [14] that implements a CNN with
19 layers but just add more convolutional blocks to the baseline model as our testing
model architecture, as the aim of our experiment here is only to test the potential of
this module type.

The baseline model architecture (i.e. the adapted CNN part from Pathak et al. [26])
and the testing architecture to evaluate the ’increasing the depth of CNNs’ module
are plotted in Fig. 3.2. Similar to the experiments in Section 3.1.1, we still first
exclude the spatial learning part of the CNNs in [26], as in our proposal the first
convolutional layer with the size of 64 is used to capture distinctive time-domain
features and applying the spatial filtering directly on the raw data will destroy these
features. For the testing architecture, we add three more convolution layer blocks
(i.e. each block consists of a convolutional layer, a batch normalization layer [38]
and a rectified linear unit (ReLU) layer) and an extra dropout layer (i.e. to avoid the
overfitting coming from the increasing model complexity), resulting in the 20-layer
CNN for the feature extraction in each channel compared to the baseline 10-layer
CNN model. Matching with increasing complexity of the network, we also add more
filters in CNNs accordingly. The remaining hyper-parameters of the testing model
architecture are kept the same as the baseline model, and the same performance
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Figure 3.1: Baseline model architecture (a) and testing model architecture (b) for
evaluating the module — using CNNs with different filter sizes.
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metrics are used to evaluate this module as well.

Applying the attention mechanism in sequential learning

The module — applying the attention mechanism in sequential learning, is inspired
by Mousavi et al. [13] who improved the work of Supratak et al. [11] through adding
the attention mechanism to focus on the important parts of a sleep sequence when
extracting transition rules. According to [13], similar to machine translation, sleep
stage scoring can be regarded as a sequence-to-sequence learning task, where not
all of the proceeding and following epochs have the same influence in predicting
the current sleep stage. Thus, the attention mechanism can give more attention to
significant epochs with higher attention weights.

The baseline model architecture (i.e. the whole spatial-temporal-sequential model
from Pathak et al. [26]) and the testing architecture to evaluate the ’applying the at-
tention mechanism in sequential learning’ module are plotted in Fig. 3.3. The CNN
part in the baseline model is represented simply by brief blocks, as they are not
the main comparison object in this experiment and we only perform the substitution
for the sequential learning part. An attention mechanism based sequential learning
architecture similar to [13] is designed as the testing architecture. However, instead
of transforming the sleep scoring problem simply into a machine translation problem
like [13] where the outputs of their sequential learning part are sequences of sleep
stages, our testing sequential learning module output new feature representations
of the sleep epochs with sequential information added. The final sleep stage clas-
sification is performed based on these new feature representations. There are two
motivations behind it: 1) we expect to give a final feature representation to each
sleep epoch which would be useful for studying the characteristics of a particular
stage in future work and 2) there might be the loss of the time-invariant information
in sequential learning as the time-invariant features of the current epoch extracted
by the CNN part are not focused on in sequential learning, so that in this architecture
the necessity of residual connections can be tested. The same evaluation metrics
are used for this experiment as well.

Adding the residual connection to final feature representations

The module — adding the residual connection from CNN features to final feature
representations, is inspired from [11]. The residual connection can help avoid the
information loss caused by the sequential learning part for two reasons. As we know,
data imbalance is an important problem in deep automatic sleep scoring because
minority classes are usually difficult to detect by deep neural networks. To deal
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Figure 3.2: Baseline model architecture (a) and testing model architecture (b) for
evaluating the module — increasing the depth of CNNs.
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Figure 3.3: Baseline model architecture (a) and testing model architecture (b) for
evaluating the module — applying the attention mechanism in sequen-
tial learning.
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Figure 3.4: Testing model architecture for evaluating the module — adding the
residual connection to final feature representations.

with that, data balancing techniques like oversampling data or applying weighted
loss functions during training process were employed in previous studies like [11].
However, these data balancing techniques are used in the pre-training of the CNNs,
as sequential learning requires sequential data where sleep stage instances cannot
be arbitrarily duplicated. Therefore, the sequential learning process after temporal
learning may again lead to the model focusing on learning majority classes. Ad-
ditionally, sequential learning let the model understand transition rules from neigh-
bouring sleep epochs, which may cause the loss of some time-invariant information
of the current epoch. The residual connection can help with these problems through
concatenating the time-invariant features of the current sleep epoch extracted by
CNNs together with sequential information as the final feature representations.

The aim of this experiment is to investigate the necessity of applying the residual
connection in our multi-channel sleep scoring model. According to the study per-
formed by Pathak et al. [26], residual connections are not always required for sleep
scoring models. Therefore, the test to evaluate the residual connection module is
performed on our final model which combines all useful modules tested above. The
testing model architecture of this experiment is plotted in Fig. 3.4. The temporal
learning blocks refer to the CNNs applied with smaller and larger filters and deeper
network depth, and the sequential learning block refers to the attention mechanism
based sequential learning part. Performance metrics used for this comparison are
kept the same as well.
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3.1.2 Final Architecture of the Model

In this section, we introduce the final architecture of our multi-channel sleep scoring
model and the data balancing techniques used in model training.

With the results obtained from the effective modules evaluation in Section 3.1.1,
we design our multi-channel sleep scoring model mainly based on four parts: tem-
poral learning, spatial learning, sequential learning and the residual connection. To
exploit the benefits of the useful modules greatly, we adapt and optimize them in
detail according to specific AASM rules. In addition, a new suitable spatial learning
component is designed, and then a proper pipeline of all four parts is determined.

The model architecture designed for the SleepEDF-13 dataset (i.e. including 2 EEG
channels, 1 EOG channel and 1 EMG channel) is plotted in Fig. 3.5 as the example
to introduce. Generally, the temporal learning part consisting of two CNN pipelines
for each channel is used to extract temporal features from the sleep epochs, and
the small spatial learning part embedded in temporal learning is employed to extract
correlation information among the channels of a modality. After that, the attention
mechanism based sequential learning part is applied on concatenated features from
all channels extracted by the temporal and spatial learning parts to add transition in-
formation from neighbouring epochs into final features. The residual connection is
utilized to avoid the loss of time-invariant information and data balancing function
by giving attention on both the sequential features from the neighbouring epochs
and time-invariant features of the current epoch. Finally, a fully-connected layer fol-
lowed by a softmax function is applied to classify sleep stages based on the final
feature representations. Specific structures or techniques used with their functions
and parameters are explained in the following paragraphs.

Temporal Learning

In our temporal learning, two convolutional layers with smaller and larger filter sizes
are applied to extract time-domain patterns and frequency-domain features from
30-second sleep epochs of raw EEG, EOG and EMG signals, followed by deep con-
volutional layers to combine simpler features into complex features. Each filter in the
first layer of the two CNN pipelines is employed to filter out one kind of the features,
accordingly resulting in basic feature maps. The remaining layers are utilized to ex-
tract underlying information from the basic feature maps.

Specifically, each CNN pipeline in the model consists of four convolutional layers
and two max-pooling layers, and each convolutional layer is followed by a batch nor-
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Figure 3.5: Final model architecture for multi-channel automatic sleep scoring

malization layer [38] and a rectified linear unit (ReLU) layer. The specifications of
their number of filters, filter sizes, stride sizes and pooling sizes can be found in the
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model architecture in Fig. 3.5. The smaller filter size in the first layer is set to 64, as
the distinctive time-domain patterns like K-complex and sleep spindles usually ap-
pear in a 0.5-second range of a sleep epoch while the sampling rates of signals are
usually 100-125 Hz (i.e. 0.5 × (100 or 125) ≈ 64). The larger filter size is set to 512
in order to better detect frequency information of the signals. Different from [11], we
set the stride size in the first convolutional layer to 1 instead of larger stride sizes to
prevent the possible feature information loss. To avoid the overfitting it might bring,
we set a larger pooling size in the max-pooling layer behind, which can filter out more
representative and general features. At the end of the two CNN pipelines, the time-
domain features and frequency-domain features are concatenated together as the
time-invariant features of a sleep epoch. We also employ two dropout layers [39] as
the regularization technique to prevent the overfitting in model training. The dropout
probability is set to 0.5 and the dropout layers will expire during model evaluation.

Spatial Learning

We design a small spatial learning block embedded in the first convolutional layer of
temporal learning to extract correlation information among the channels of a modal-
ity, as it has been shown in [40] that low temporal correlation can exist among EEG
channels in Non-wake stages. This module is inspired from the work [41] that spatial
learning can be implemented by a simple 1×1 convolutional layer with the filters (i.e.
channels) dimensionality increase and reduction.

We first reshape the signals of a modality into an input of the size — [Batch size,
No. channels in this modality, No. data points], before they are passed into the
first convolutional layer which is designed with No. channels in this modality input
channels and 64 output channels. The spatial learning then can be implemented
in the convolution transform by the channel dimensionality increase from No. chan-
nels in this modality to 64, as the calculation behind the convolution consists of two
steps: 1) 64 smaller or larger convolutional filters are applied on each channel of
this modality separately where corresponding basic feature maps of time-domain
and frequency-domain patterns are obtained and 2) for each convolutional filter, the
output feature maps of this modality is actually a weighted combination of the feature
maps of its channels such that correlation information can be captured. The correla-
tion information will be added into the extracted time-domain and frequency-domain
feature maps with this spatial learning block. Compared to the study [26] where spa-
tial learning is applied directly on raw signals, we apply our spatial learning module
on the features maps extracted by smaller and larger filters in the first convolutional
layer, which has the advantage that the distinctive time-domain patterns (e.g. K-
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complex and sawtooth waves) only existing in the raw signals will not be destroyed
before they are recognized. Specifically, for the SleepEDF-13 dataset, only EEG
modality has multiple channels. Therefore, we first divide the raw data into 3 modal-
ities with their channels (i.e. 2 EEG channels, 1 EOG channel and 1 EMG channel).
To extract the correlation from two EEG channels, the inputs of EEG modality are
reshaped to the size — [Batch size, No. sub-channels: 2, No. data points: 3000].
Then, they are passed into the first convolutional layer with 2 input filters and 64 out-
put filters for smaller filter and lager filter pipelines each. The spatial learning on the
EEG modality here is actually implemented by the channel dimensionality increase
from 2 channels to 64 channels in the convolution transform.

Sequential Learning

We build the sequential learning framework, as shown in Fig. 3.5, to learn sequential
information existing in a sleep sequence. According to the AASM rules, the current
sleep stage can sometimes be determined by not only its time-invariant features but
also some constraints from neighbouring epochs which is known as the transition
rules. For example, stage N2 is usually scored for a sleep epoch where K-complex
or sleep spindles occur. However, there is a circumstance where an epoch that has
low amplitude should continue to be scored as N2 if its previous epoch is N2, even
though particular patterns do not appear. Motivated by [13], we apply the attention
mechanism into our sequential learning architecture to identify the most relevant
parts of a sleep sequence and emphasize the sequential information belonging to
the important parts.

Specifically, there are two phases in our sequential learning framework: the en-
coding phase which is used to understand the sequential information in sleep se-
quences and the decoding phase which is used to generate new feature representa-
tions for sleep sequences epoch by epoch. In the encoding phase, two bidirectional
LSTM layers with 256 hidden units are employed to learn the original context de-
pendencies from the concatenated CNN features of multiple modalities in both the
forward and backward direction of sleep sequences. In the decoding phase, a RNN
block with two LSTM layers and a Linear layer is used to generate target feature rep-
resentations using the context dependency in a sequence-to-sequence way. With
an attention module, the attention mechanism works, where the final context vector
containing the context dependency for a particular sleep epoch in the sequence is
created through allocating higher attention weights to more relevant parts. Concrete
calculations to obtain the final context vector of a sleep epoch in the sequence and
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generate the target feature representation are expressed as follows:

ei = mean(ei,for, ei,back) (3.1)

f(dt, ei) = tanh(Wddt +Weei) (3.2)

ai = softmax(f(dt, ei)) =
exp(f(dt, ei))∑n
j=1 exp(f(dt, ej))

, i ∈ (1, 2, ..., n) (3.3)

ct =
n∑
i=0

aiei (3.4)

FRt = Linear(ct||dt) (3.5)

where t denotes the current time step, i ∈ (1, 2, ..., n) denotes n epochs of the se-
quence, ei with i ∈ (1, 2, ..., n) are the encoder’s outputs (i.e. original context depen-
dencies of the sequence), dt is the output of decoder’s RNN deriving from the feature
representation of the last epoch, Wd and We are the weight matrices, f(dt, ei) and
ai with i ∈ (1, 2, ..., n) are the alignment scores and attention weights, ct is the final
context vector of the current sleep epoch, || is a concatenate operation, FRt is the
feature representation of the current epoch, Linear denotes the decoding function
of the linear layer and mean, tanh and softmax are specific mathematical functions.
The decoding iterations are repeated for each of the sleep epochs in the sequence
so that sequences of features with sequential information added are obtained finally.
There is also one thing to note that, in the training process of sequential learning,
the start input of a sequence passed to the decoding phase is always set to the con-
catenated CNN features of the last epoch in the previous sequence, except for the
first sleep sequence of a new subject. In that case, we just use the CNN features of
the first epoch in that sequence instead as the start input.

Residual Connection

We design the residual connection that concatenates the CNN features of all modal-
ities to the features output by the sequential learning part (see in Fig. 3.5). There
are two motivations behind it as discussed in Section 3.1.1. Firstly, we consider the
data imbalance problem in sleep scoring and apply data balancing techniques in
the temporal and spatial learning parts. However, these techniques are not used
in training the sequential learning part, as the training of the sequential learning
part requires the sequential training set where sleep epochs can not be arbitrarily
duplicated. Therefore, the sequential learning process will cause the model focus-
ing on training majority classes again. The residual connection can help with this
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problem by reconsidering the CNN features which are learnt on a balanced dataset.
Secondly, sequential learning let the model understand transition rules, which might
cause some information loss of time-invariant features. The residual connection en-
ables our model to consider both the temporal features of the current sleep epoch
and the transition rules from neighbouring epochs simultaneously for sleep scoring.

In our model, the CNN features are directly side-by-side concatenated to the fea-
tures deriving from the sequential learning part. After that, both of them are passed
as the final feature representations to the fully-connected layer for sleep stage clas-
sification.

Data Balancing

Data imbalance is an important problem in sleep scoring, as stage N1 and N3 usu-
ally occur much less than other stages, which can be found from the instance in-
formation of the datasets in Table 4.1. According to [8], complex deep neural net-
works are usually biased to detecting majority classes better than minority classes.
To solve this problem, we employ two data balancing techniques [42] — applying
the weighted loss function (WLF) in training process and oversampling (OS) the in-
stances of minority classes, to guarantee that all classes can be learnt equally in
model training.

Specifically, for WLF, we calculate the cross entropy loss with the weighted func-
tion listed as follow:

Wc = 1− Nc

N
(3.6)

whereWc is the weight for class c, Nc is the instances in class c andN is total number
of instances in all classes. The weighted loss function can pay more attention to the
loss from minority classes and optimize them better in model training. For OS, we
perform two steps to let all classes contain an equal number of instances: 1) we
duplicate all minority classes multiple times until their number of instances is very
close to the largest class and 2) we then randomly duplicate single instances of the
minority classes to guarantee all classes finally have the same number of instances
in the training set. With the data balancing, all classes can receive equal attention
in the loss back-propagation process of model training. We only apply the two data
balancing techniques when training the temporal and sequential parts of our model
(i.e. CNNs), as sequential arrangement in sequential learning will be destroyed if
data balancing techniques are applied there.
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3.2 Channel Importance Investigation

To investigate the channel importance in automatic sleep scoring, we employ two
approaches — a post-hoc interpretability approach: the layer-wise relevance prop-
agation (LRP) [35] and an intrinsic interpretability approach: the embedded channel
attention network (Embedded CAN). Both of them are applied to the CNN part of
our multi-channel sleep scoring model, not including the sequential learning part.
Because we propose to focus solely on the time-invariant features of a sleep epoch
that can be verified and explained by the patterns introduced in Table 1.1 from the
AASM manual [2], while sequential information from neighbouring epochs will bring
effects from neighbouring epochs. We also exclude the spatial learning part from
our final model architecture such that the features of multiple channels can be learnt
separately, as we are more interested in the single contribution of a channel. The
corresponding experiments above are implemented on the SHHS-1 dataset, as it
includes a broad range of subjects (5783 subjects) which can result in a general
result of the channel importance. Channel importance scores obtained from both
methods for the sleep epochs are summed up and averaged according to particular
stages, resulting in an importance score per channel per stage. Specific importance
score calculations for each method are described in Section 3.2.1 and 3.2.2.

We also extend the channel importance study to finding the most significant fea-
tures (i.e. either the time-domain features like distinctive 0.5-second patterns and
amplitude information or the frequency-domain features) for each EEG, EOG and
EMG channel with the LRP method. Corresponding details are introduced in Sec-
tion 3.2.3.

3.2.1 Layer-wise Relevance Propagation

Inspired by [31], the importance of a part in the data inputs to the prediction of a
deep neural network can be inferred from the relevance of that part to the predic-
tion. Therefore, we employ the LRP method to calculate the relevance scores of the
inputs for the CNN part of our model. There are two steps in LRP: 1) a standard
forward pass of sleep data is first implemented to collect the activation in each layer
of our CNN parts and 2) predictions are then propagated backwards until the input
layer using a specific propagation rule to calculate the relevance of the activation for
each layer. The propagation rule in [17] is used to transfer the relevance from layer
k (the following layer) to layer j (the preceeding layer):

Rj = Σk(α
ajw

+
jk

Σjajw
+
jk

− β
ajw

−
jk

Σjajw
−
jk

)Rk (3.7)
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where Rj and Rk are the relevance at layer j and k, aj is the activation at layer j
and w+

jk and w−
jk denote the positive and negative connections between layer j and

k respectively. We select the propagation rule version of α = 1 and β = 0 here,
as the channel importance we intend to find is defined as the positive contribution
of a channel to detecting a particular sleep stage. There are two constraints for the
propagation rule listed above: 1) the activation functions we use in our multi-channel
sleep scoring model should be all non-negative and monotonically increasing and 2)
the activation in every preceeding layer (including the inputs) that are represented
as aj in the rule should be non-negative as well. The ReLU function we use as
the activation function in the CNN part meets the first requiremen. However, our
inputs (i.e. EEG, EOG and EMG signals) are sometimes negative which violates the
second constraint. To solve it, we adapt the propagation rule to the following:

Rj = Σk(α
(ajwjk)

+

Σj(ajwjk)+
− β (ajwjk)

−

Σj(ajwjk)−
)Rk (3.8)

by considering the ajwjk as a whole, such that, if the multiplication of the input data
and its weight is positive it actually plays a positive contribution to the output activa-
tion of that layer because we always use a non-negative and monotonically increas-
ing activation function. The relevance score of a channel is calculated through sum-
ming up the relevance of all data points per channel per test sleep epoch, and the
final channel importance are obtained by averaging the channel relevance scores
per stage.

3.2.2 Embedded Channel Attention Network

To investigate the channel importance in multi-channel sleep scoring in an intrin-
sic interpretation way, we design the novel method — a channel attention module
embedded in our deep automatic sleep scoring model, for channel attention identifi-
cation. The architecture is shown in Fig. 3.6. For each channel, two CNN pipelines
as we discussed in Section 3.1.2 are employed to extract the time-invariant features
from the signals. The features from smaller filters and larger filters are concatenated
together for each channel. In channel attention identification, the embedded chan-
nel attention module is developed which takes the features of all channels as the
input and outputs an attention weight vector for the channels. Specifically, in this
module, the features of each channel is firstly passed into a global average pooling
layer to generate one feature representation for each channel. The representations
of the channel are then put into a 2-layer conditional neural network to calculate the
attention weight vector. After that, the attention weights obtained are normalised
by a softmax function and the features of each channel are self-normalised as well.
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Figure 3.6: Architecture of embedded channel attention identification

Finally, the normalised attention weights are multiplied to the features of the corre-
sponding channels, resulting in channel attention applied features which are passed
to the fully-connected layer with a softmax function for sleep stage classification.
The sleep scoring model with the Embedded CAN block is trained in the similar
way to the pre-training of the CNN part in our multi-channel model with necessary
data balancing techniques. With a trained model, the channel importance scores
are obtained by summarizing the channel attention weights of all test sleep epochs
grouped by particular stages and then averaging them per stage.

3.2.3 Feature Importance Analysis

According to the AASM rules, important features (i.e. either the time-domain fea-
tures or the frequency-domain features) vary in EEG, EOG and EMG modalities.
For example, EEG signals mainly include two kinds of patterns — distinctive 0.5-
second pattern like K-complex and sleep spindles and dominant frequency compo-
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nents like alpha and beta waves. EOG signals mainly consist of amplitude features
but also a few frequency features, and EMG signals consist of only amplitude fea-
tures and no frequency features. Therefore, understanding their significant features
in an experimental way is meaningful for the further improvement of sleep scoring
by paying more attention to the important features in the model. To analyse the fea-
ture importance, we stick to the LRP method which is set as the baseline method in
channel importance investigation and calculate the relevance scores for each kind
of features per channel per stage. Discussed in Section 3.1.2, the smaller filters
in our CNN part are utilized to extract time-domain features like the distinctive 0.5-
second patterns for EEG signals and amplitude patterns for EOG and EMG signals,
and larger filters are targeted at extracting frequency components from all signals.
Therefore, we calculate the importance scores of these features by summarizing the
relevance scores over the activation of the smaller and larger filters respectively.



Chapter 4

Experimental Setup

In this chapter, we introduce the datasets, the training algorithm, the experimen-
tal designs, the evaluation metrics and the training parameters and implementation
for evaluating our multi-channel sleep scoring model. In addition, the experiments
designed for channel importance investigation are described as well.

4.1 Datasets and Data Pre-processing

We evaluate our multi-channel automatic sleep scoring model with various signals of
EEG, EOG and EMG modalities on two public datasets: the SleepEDF-13 dataset
(39 PSGs ≈ 42 thousand epochs) and the SHHS-1 dataset (5783 PSGs ≈ 6 million
epochs). Table 4.1 provides an overview of the datsets.

Dataset
Sleep Stages

Total Samples
Wake N1 N2 N3 REM

SleepEDF-13
8,285

(19.6%)
2,804
(6.6%)

17,799
(42.1%)

5703
13.5%)

7,717
(18.2%)

42,308

SHHS-1
1,691,288
(28.8%)

217,583
(3.7%)

2,397,460
(40.9%)

739,403
(12.6%)

817,473
(13.9%)

5,863,207

Table 4.1: Overview of the evaluation datasets with number of 30-second epochs
and class proportions.

4.1.1 SleepEDF-13

The SleepEDF-13 dataset [27], [28] is a small dataset, where two studies were per-
formed: investigating age effect in healthy subjects (SC) and investigating Temazepam
effects on sleep (ST). The subject set we use comes from the SC study. There are 20
subjects (age: 28.7 ± 2.9) in the dataset, and each subject contains 2 polysomno-
grams except for one subject (i.e. resulting in 39 polysomnograms totally) where 2

33
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EEGs (channel Fpz-Cz and Pz-Cz), 1 EOG (horizontal) and 1 EMG were recorded.
The EEG and EOG signals were sampled at 100 Hz while the EMG signals were
sampled at 1 Hz. Sleep epochs in this dataset were manually annotated into one of
the eight stages (Wake, N1, N2, N3, N4, REM, Movement, Unscored) according to
the R&K manual [1]. We merge N3 and N4 into N3 to comply with the AASM man-
ual [2] and remove the Movement and Unscored epochs which are meaningless to
sleep scoring. In addition, following [11], we also exclude long wake periods that are
located 30 minutes before and after sleep periods.

4.1.2 SHHS-1

The Sleep Heart Health Study (SHHS) dataset [30] is a large dataset established
for sleep-disordered breathing researches launched by the National Heart Lung and
Blood Institute, United States. There are 2 visits for data collection, and the subject
set we use is the first visit (SHHS-1). Overall, 5783 subjects (age ≥ 40) from both
genders participated, resulting in 5783 PSGs. Each PSG recorded 2 EEGs (channel
C3-A2 and C4-A1), 2 EOGs (left and right) and 1 EMG. The EEG and EMG signals
were sampled at 125 Hz while the EOG signals were sampled at 50 Hz. Similar to
the SleepEDF-13 dataset, the R&K manual [1] is used for manual sleep scoring of
the SHHS-1 dataset, resulting in eight sleep stages. We unify the annotations to
comply with the AASM manual [2] by combining N3 and N4 as N3 and remove the
epochs annotated as Movement and Unscored.

4.1.3 Data Pre-processing

We apply the same data pre-processing process on the SleepEDF-13 and SHHS-1
datsets. Firstly, we resample the signals with smaller sampling rates to the highest
sampling rate among all modalities for each dataset (i.e. resampling EMG signals
in the SleepEDF-13 dataset to 100 Hz and EOG signals in the SHHS-1 dataset to
125 Hz) such that all modalities can share an identical feature extraction mechanism
in our sleep scoring model. However, we do not apply extra resampling on the two
datasets to unify their signals with the same sampling rate, as their sampling rates
are actually quite close with each other and will not affect the model performance
(i.e. 0.5 × (100 or 125) ≈ 64; thus the filter of size 64 can detect time-domain
patterns for both datasets). The only difference when applying our model on these
two datsets will be the different feature map sizes. Secondly, following the study
performed by Pathak et al. [26], we filter EEG and EOG signals of both two datasets
to 0.16-30 Hz and EMG signals to 10-30 Hz as suggested by sleep experts, and
standardize the signal of each channel to mean 0 and standard deviation 1.
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4.2 Training Algorithm

We employ a two-step training algorithm to address the data imbalance problem and
train our automatic sleep scoring model by loss back-propagation.

In the first step, we pre-train the temporal and spatial learning parts (i.e. CNN
pipelines) of our model with one of the two data balancing techniques discussed in
Section 3.1.2, WLF or OS. The extracted time-invariant features are directly passed
into an extra fully connected layer with the softmax function for sleep stage classifi-
cation. The extra fully-connected layer is only active in the pre-training and will be
discarded after that. This step enables our pre-trained model to capture the time-
invariant information of a sleep epoch precisely and learn minority classes equally
compared to majority classes.

In the second step, we freeze the parameters of the temporal and spatial learn-
ing parts and only train the sequential learning and residual connection parts to add
transition information and concatenate both time-invariant features and sequential
features together as final feature representations. The final feature representations
are used to classify the sleep stage by a fully-connected layer with the softmax func-
tion at the end of our model architecture. This step guarantees the features learnt
in temporal and spatial learning will not be discarded after sequential learning and
prevents the loss of the data balancing function caused by the sequential training
set.

For both two training steps, the cross-entropy loss is used to measure the agreement
between the predicted sleep stages determined by our model and the ground truth.
We also prepare the validation set and employ the early stopping technique [43]
to stop the training. The early stopping technique has a parameter — the early
stopping patience. The patience set to k means that if the validation loss does not
decrease for k training iterations, the training will stop.

4.3 Experimental Designs

This section introduces our experiments designed to test effective modules for our
multi-channel model, evaluate our automatic sleep scoring model on the SleepEDF-
13 and SHHS-1 datasets and investigate channel importance on the SHHS-1 dataset.
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4.3.1 Effective Modules Evaluation

To prepare the dataset for effective modules evaluation, we randomly shuffle the data
in the small SleepEDF-13 dataset and build a sample dataset based on this through
splitting the shuffled dataset on subject level into 81% for training, 9% for validation
and 10% for testing. With the sample dataset, we perform four experiments corre-
sponding to four testing modules: ’using CNNs with different filter sizes’, ’increasing
the depth of CNNs’, ’applying the attention mechanism in sequential learning’ and
’adding the residual connection to final feature representations’, to verify their use-
fulness for multi-channel sleep scoring respectively. There is no data balancing
technique used in the first two experiments which only trains the CNN part, while
in the latter two experiments, the data balancing technique — WLF is used in the
pre-training of the model. To train a model, the early stopping on validation loss
with a patience of 7 is used for the baseline models of the first three experiments
as used by Pathak et al. in their study [26], while a patience of 16 is used for the
remaining testing models. Because new modules complicate the models, so that
more iterations have to be taken in training.

4.3.2 Final Model Evaluation

For final model evaluation, on top of the two-step training algorithm, we design
distinctive evaluation experiments to train and test our multi-channel sleep scoring
model on the SleepEDF-13 and SHHS-1 datasets separately, as they differ greatly
in the dataset size.

For the SleepEDF-13 dataset, we design an adapted nested cross validation scheme
(see Fig. 4.1) to evaluate our model since the SleepEDF-13 dataset is quite small
and only contains 20 subjects (39 PSGs). In the scheme, the outer loop is a 20-fold
cross validation corresponding to 20 subjects, which is used to estimate the model
performance on the SleepEDF-13 dataset globally. Specifically, in an outer fold k,
we leave out one of the 20 subjects as the test set k at a time. After 20 iterations, we
summarize the results of all 20 test sets together to obtain the results of the whole
dataset. Every inner loop is a 10-fold cross validation to estimate the model perfor-
mance on a test set k. We micro-average the results from the 10 models training on
10 random training-validation combinations and testing on the test set k to reduce
the possible bias resulting from training on a fixed and small validation set. Finally,
we combine the results of 200 (i.e. 20 outer loops × 10 inner loops) sets and calcu-
late the performance metrics on the resulting confusion matrix to illustrate our model
performance on the SleepEDF-13 dataset.
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… Test set 2

…

Test set 19 …

Test set 20 …
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Training Validation Test set k
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Test set k
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…

Figure 4.1: Scheme of the adapted nested cross validation used to evaluate our
multi-channel automatic sleep scoring model on the small SleepEDF-
13 dataset.

For the SHHS-1 dataset, we randomly shuffle the subjects and split the dataset
into 81% for training, 9% for validation and 10% for testing, as the SHHS-1 dataset is
much larger and contains 5783 subjects (5783 PSGs). Based on that, we train our
models on the training set and stop the training using the early stopping technique on
the validation set. Finally, we report our model performance on the SHHS-1 dataset
by testing the trained model on the test set and calculating performance metrics on
the resulting confusion matrix.

4.3.3 Channel Importance Investigation

For channel importance investigation, we select the SHHS-1 dataset as the experi-
mental object, as it is a large dataset and it is more reasonable to calculate the chan-
nel importance scores from various subjects. Additionally, it has one more channel
than the SleepEDF-13 dataset so that we can obtain more channel information ac-
cordingly. In the training process of both two methods introduced in Section 3.2,
we exclude the spatial learning part from our sleep scoring model. Between the
two data-balancing techniques discussed in Section 3.1.2, the WLF is selected, as
it gives better performance than OS, which is shown in the evaluation of our sleep
scoring model. On top of that, the channel importance investigation based on the
LRP and Embedded CAN methods are implemented separately, and accordingly the
importance score matrices are calculated. It has to be noted that, the initial model
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training for both methods are performed on the whole SHHS-1 dataset, while the
importance score generation and visualisation are finally performed on 20 patient
data randomly selected from the dataset, due to a hardware limitation of our laptop’s
RAM.

4.4 Evaluation Metrics

Following most existing work like [11]–[13], we evaluate the performance of our
model based on the following metrics: the overall accuracy (ACC), the macro F1-
score (MF1), the Cohen’s kappa (κ) [44] and the per-class F1-score (pF1). Among
the metrics, ACC shows a general performance of our model. MF1 considers both
the precision and recall, which can help reflect the detection performance on mi-
nority classes. κ measures the agreement between our sleep scoring model and
manual sleep scoring implemented by sleep experts. pF1 shows the detection per-
formance on a specific class. The formulas to calculate them are listed as follows:

ACC =
ΣC
c=1TPc
N

(4.1)

MF1 =
ΣC
c=1pF1c
N

(4.2)

κ =
po − pe
1− pe

(4.3)

pe = ΣC
c=1

ncg
N

ncp
N

(4.4)

pF1c =
2

1
Prc

+ 1
Rec

(4.5)

where c is a class of sleep stages, C is the number of the classes, TPc is the true
positive of class c, N is the total number of epochs, pF1c is the per-class F1-score of
class c, po is the relative agreement between the ground truth and the predictions, pe
is the hypothetical probability of chance agreement, ncg is the number of epochs in
the ground truth for class c , ncp is the number of epochs in the predictions for class
c, Prc is the precision of class c and Rec is the recall of class c.

4.5 Training Parameters and Implementation

We use the same training optimizer Adam [45] with the parameters — learning rate,
beta1 and beta2, set to 0.0001, 0.9 and 0.999, in both the pre-training and final-
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training steps for our model. And the early stopping patience in both two training
steps are set to 161. Specifically, for the temporal and spatial learning parts, we pre-
train them by mini-batch gradient descent with the two data balancing techniques,
WLF and OS. Following [26], the mini-batch size is set to 192, as a sleep cycle
usually lasts around 96 minutes (i.e. 30 seconds × 192). We hope that one mini-
batch training can cover all sleep stages. When training the sequential learning
and residual connection parts, we freeze the parameters in the temporal and spa-
tial learning parts. The mini-batch gradient descent is also used, and the mini-batch
size and sequence length are set to 32 and 16 respectively2. Additionally, due to that
the number of sleep epochs in a PSG might not be multiple times of the sequence
length: 16, we generate the sequential training set by padding the starting epochs
of a PSG to the ending epochs to guarantee the ending epochs can be enrolled into
a training or testing sequence of 16 sleep epochs as well.

Our models and corresponding evaluation experiments are implemented using Py-
Torch [46], and the training and testing processes are run on a high performance
cluster (https://fmt.ewi.utwente.nl/redmine/projects/ctit user/wiki/HPC) with multiple
CPUs and GPUs.

1We test the patience ranging from 10 to 20, 16 gives the best results.
2We apply a grid search to find the best combination of them from various mini-batch sizes:

(8,16,32) and sequence lengths: (8,16,32,64) (i.e. parameter ranges used by most existing work),
and the mini-batch size: 32 and sequence length: 16 give the best results.
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Chapter 5

Results and Discussion

In this chapter, we present the results of the experiments performed for testing ef-
fective modules, evaluating our multi-channel sleep scoring model and inferring the
channel importance scores. A model analysis for our automatic sleep scoring, a
comparison to state-of-the-art models and an analysis on the usefulness of channel
and feature importance are discussed further.

5.1 Results

The results section is divided into three sub-sections. Section 5.1.1 shows the test-
ing results of the effective modules we evaluate compared to corresponding base-
line models. Section 5.1.2 presents the evaluation performance of our final multi-
channel sleep scoring model on the SleepEDF-13 and SHHS-1 datasets. Section
5.1.3 shows the channel and feature importance scores we obtain in channel impor-
tance investigation.

5.1.1 Effective Modules Evaluation

The performance of all modules we test and their baseline models are summarized
in Table 5.1. Four rows refer to the four evaluating experiments respectively: ’using
CNNs with different filter sizes’, ’increasing the depth of the CNNs’, ’applying the
attention mechanism in sequential learning’ and ’adding the residual connection to
final feature representations’. In each row, the first line refers to the result of the
baseline model while the second line refers to the result of the testing model archi-
tecture. All details of the baseline models and the testing model architectures can
be found in Section 3.1.1.

Obviously, all modules we test have an improvement for sleep scoring compared

41
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to corresponding baseline models. Specifically, the module of adding filters of larger
size to the CNNs shows an increased performance in detecting all stages especially
for stage N1 and N3. The reason may be that, the number of the N1 instances is very
small and their time-domain patterns are not distinguishable, so that using larger fil-
ters to recognize frequency-domain features can help detect them. For stage N3,
its frequency-domain pattern is the Delta wave which only appears in N3, therefore,
adding larger filters to capture frequency features improves the performance of N3
a lot. The module of increasing the depth of CNNs mainly improves the detection of
sleep stages (except for REM) with a sacrifice of stage Wake. It is because there
is no complex pattern for stage Wake but some for sleep stages, by increasing the
complexity of feature extraction, the underlying rules from the basic feature maps of
sleep stages can be captured which is useful in detecting them. The module of ap-
plying the attention mechanism in sequential learning presents great improvements
in detecting almost all stages especially for stage N1 and N3 as well. The reason
is, in a sleep period, stage N1 and N3 occur much less frequently than other stages
(see Table 4.1), which increasing the difficulty of the detection only based on the
time-invariant features of them. The attention mechanism help this case through
paying more attention to relevant epochs in sleep sequences, which emphasizes
important transition rules, so that more instances of stage N1 and N3 can be cor-
rectly classified. The module of applying the residual connection to concatenate the
CNN features to final feature representations outperforms the architecture without
that, verifying the necessity to avoid the loss of the time-invariant information and
the data balancing function, as discussed in Section 3.1.1. Overall, from the re-
sults above, it can be concluded that all four testing modules we find out and select
from the literature can be exploited and transferred to multi-channel automatic sleep
scoring, which contributes a lot in designing our final model architecture.

Modules Models Acc MF1 κ
pF1

Wake N1 N2 N3 REM

Using CNNs with
different filter size

Baseline 82.6 70.6 0.74 88.3 22.4 87.4 73.5 81.4
Testing 83.5 73.6 0.76 88.6 31.5 87.9 77.6 82.3

Increasing the
depth of CNNs

Baseline 82.6 70.6 0.74 88.3 22.4 87.4 73.5 81.4
Testing 82.9 72.7 0.75 84.6 27.6 88.1 82.1 81.0

Applying the attention mechanism
in sequential learning

Baseline 85.4 73.3 0.79 87.5 21.2 89.1 82.6 86.0
Testing 85.8 76.6 0.79 87.0 32.0 89.5 87.7 86.5

Adding the residual connection
to final feature representations

Baseline 85.4 75.8 0.79 86.6 32.5 89.3 82.4 88.0
Testing 86.1 77.2 0.80 89.7 37.4 89.7 81.5 87.6

Table 5.1: Results for effective modules evaluation across ACC, MF1, κ and pF1
on a sample dataset (discussed in Section 4.3.1) generated from the
SleepEDF-13 dataset.
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5.1.2 Automatic Sleep Scoring

The evaluation performance of our multi-channel automatic sleep scoring model on
two public datasets: SleepEDF-13 and SHHS-1, are shown in Table 5.2. Here, ’Pre-
trained’ refers to the result of the CNN part trained in the first step of our two-step
training algorithm to extract temporal and spatial features and ’Final-trained’ refers
to the final result of the whole model after the two-step training. Two data balancing
techniques: weighted loss function (WLF) and oversampling (OS) are applied in the
evaluation on both datasets, resulting in totally 8 results.

Generally speaking, our sleep scoring model can achieve the accuracy of around
85%, the macro F1 score of around 78% and the Cohen’s kappa of around 0.80 when
tested on both datasets. Summaries can be obtained that the ’Final-trained’ mod-
els, with the sequential learning and residual connection parts, improves the scoring
results a lot especially in the detection of some particular stages compared to the
’Pre-trained’ model, and the model using the weighted loss function as the data bal-
ancing technique in training performs consistently better on both datasets. Specif-
ically, for F1-scores of particular stages, the model evaluated on the SleepEDF-13
dataset have a better performance in stage N1 and N3 while the model evaluated on
the SHHS-1 dataset have a better performance in stage Wake and REM, which may
be because N1 and N3 have a lower proportion of instances in the SHHS-1 dataset
(see Table 4.1) so that they are more difficult to recognize there. Additionally, if we
compare the performance of the models using different data balancing techniques
in model training, we can find that, for the ’Pre-trained’ models, the weighted loss
function performs much better than the oversampling technique, as the oversam-
pling technique pays too much attention to the minority classes and misclassifies
lots of majority class instances to them. However, for the ’Final-trained’ models, the
distinction of these two techniques almost disappears, which may be because the
sequential dataset used in sequential learning is the original dataset without data
balancing that brings some attention back to the majority classes when training the
model. In order to keep the positive contribution of the data balancing techniques,
the residual connection actually works by concatenating the CNN features which are
learned equally for all classes to final feature representations.

To have a deeper understanding of the functions of our sequential learning mod-
ules, we select the better models which apply the weighted loss function as the
data balancing technique in model training and plot the row-wise normalised con-
fusion matrices of their ’Pre-trained’ models and ’Final-trained’ models for both the
SleepEDF-13 and SHHS-1 datasets in Fig. 5.1. The rows indicate the actual classes
while the columns indicate the predicted classes. It can be found that, on both
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Models Dataset Acc MF1 κ
pF1

Wake N1 N2 N3 REM

Pre-trainedWLF SleepEDF-13 81.0 75.6 0.74 88.3 44.2 84.5 79.9 81.1
Pre-trainedOS SleepEDF-13 74.9 71.2 0.67 84.1 40.7 80.0 74.5 76.9
Final-trainedWLF SleepEDF-13 84.6 78.3 0.79 91.1 45.0 86.8 82.1 86.7
Final-trainedOS SleepEDF-13 84.4 78.1 0.78 91.1 44.5 86.6 81.9 86.6

Pre-trainedWLF SHHS-1 81.1 72.0 0.74 88.5 33.5 82.3 76.1 79.5
Pre-trainedOS SHHS-1 77.7 68.8 0.69 88.6 33.5 81.0 65.0 75.7
Final-trainedWLF SHHS-1 86.4 77.7 0.81 93.2 41.0 86.2 77.9 90.3
Final-trainedOS SHHS-1 86.5 77.3 0.81 93.2 39.2 86.5 77.5 90.3

Table 5.2: Performance of our multi-channel sleep scoring model across ACC, MF1,
κ and pF1 on two public datasets - SleepEDF-13 and SHHS-1.

datasets, there are several stage detection result transitions from the ’Pre-trained’
model to the ’Final-trained’ model with the application of sequential learning. Firstly,
many N1 instances are misclassified to stage Wake and N2. Considering stage N1
is a minority class while Wake and N2 are majority classes, this transition illustrates
that the retrieval of N1 relies more heavily on its time-invariant features learnt from a
balanced dataset rather than on the transition rules. Secondly, the retrieval of stage
Wake, N2 and REM recovers from the influence of data balancing technique where
they are misclassified to the minority classes after sequential learning. It reflects the
transition rules that, for these main stages (i.e. Wake, N2, REM) in sleep periods, the
epochs following such stages will continue to be scored as the same stage if no dis-
tinctive criteria of other stages is met, which complies with the AASM rules. Thirdly,
if we look at the detail information for stage REM, we can find that sequential learn-
ing has a high contribution to detecting REM, as it helps reduce the misclassification
from REM to the other stages. For stage N3, the retrieval performance differs on two
datasets that, many N3 instances are misclassified to N2 after sequential learning
on the SleepEDF-13 dataset while it shows the opposite case on the SHHS-1 dat-
set. This may be due to the different sizes of two datasets that the SHHS-1 dataset
has much more training examples to learn, therefore, the features and rules helping
in detecting N3 can be captured better. Overall, if we compare the retrieval perfor-
mance of the ’Pre-trained’ and ’Final-trained’ models to the class proportions of the
original dataset (see Tab 4.1), conclusions can be reached that, the ’Pre-trained’
models can retrieve minority classes better with data balancing techniques and the
sequential learning brings transition information into sleep stage classification which
leads to some detection result transitions from a stage to another.

To visualise the performance of our multi-channel sleep scoring model intuitively,
Fig. 5.2 demonstrates an example of the hypnograms that manually scored by the
sleep expert and automatically scored by our model for a subject in the SHHS-1
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Figure 5.1: Raw-wise normalised confusion matrices of our ’Pre-trained’ and ’Final-
trained’ models on the SleepEDF-13 and SHHS-1 datasets.
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Figure 5.2: Example of the hypnogram manually scored by the sleep expert (a) and
the hypnogram automatically scored by our model (b) for a subject from
the SHHS-1 dataset.

dataset. The example we choose reflects the average sleep scoring performance of
our model (i.e. Acc ≈ 86%). With a detailed comparison, it can be found that the
detection of many N3 epochs fails and the misclassification sometimes happens on
Wake and N1 epochs as well.

5.1.3 Channel and Feature Importance Investigation

To visualize the channel importance scores calculated by two approaches discussed
in Section 3.2, we plot two heatmaps that show the importance of the channels (5
columns) in the SHHS-1 dataset to particular sleep stages (5 rows) accordingly in
Fig. 5.3. The importance scores are normalised by row so that how much a channel
relevant to a stage can be found clearly.

According to the result from LRP, the main information in our automatic sleep scor-
ing comes from EEG channels, which account for around 60-70 % for every stage.
EOG channels are the second significant channels for sleep stage classification,
and the EMG channel is the least important. Comparing the importance scores
within EEG and EOG channels separately, we can find that both EEG channels
have almost equal contribution but only one EOG channel is mainly used by the
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automatic sleep scoring model. The results illustrate that the sensors located at
different positions on our brain (i.e. EEG sensors) record various sleep information
that represents our sleep status. The inclusion of multiple EEG channels can help
improve the performance of sleep scoring. Contrarily, most information in the two
symmetric EOG channels (i.e. one is close to the left eye, the other is close to the
right eye) are nearly identical and the utilization of one of them may be sufficient for
sleep scoring. In addition, it can be obtained from the detailed importance scores
that, EOG channel 1 has a very high importance score for stage Wake and REM,
which is even higher than EEG channels. This matches the AASM rules, which state
that eye movements are very typical features for Wake and REM.

According to the result from Embedded CAN, EEG channels and EOG channels
almost have the same importance in sleep stage classification, and the EMG chan-
nel has nearly no contribution. When comparing the detailed importance scores
within two EEG channels and two EOG channels, an illustration different from the
results from LRP can be obtained, both EEG channels and both EOG channels have
similar importance in detecting a particular stage. Additionally, EOG channel 1 has a
very high importance score for stage REM perfectly complying with its name: Rapid
Eye Movement, which indicates that eye movement is the most significant feature
for stage REM.

As discussed in Section 2.2, the LRP method is set as the baseline method for
channel importance investigation, as LRP has been found successfully applicable
for this kind of problems [31] and can have excellent benchmark performance [37]
while the intrinsic interpretability method may suffer from a trade-off between ac-
curacy and interpretability [36]. In our experiments, the similar finding is obtained
that the result from LRP complying with the AASM manual [2] better than Embed-
ded CAN. Overall, the two methods we apply show similar results that EEG and
EOG channels are more important than the EMG channel in sleep stage detction
and EOG channel 1 is pretty important for identifying stage REM, while they show
different result when inferring the importance of two EOG channels.

We also perform an analysis to find the important features (i.e. either time-domain
features or frequency-domain features) for detecting a particular stage. We calculate
the importance scores for the CNNs with smaller filters and larger filters respectively
by LRP. The heatmap of the feature importance score matrix is plotted in Fig. 5.4.
Here, the temporal features of a channel refer to the time-domain patterns extracted
by the smaller filter in CNNs like the 0.5-second patterns: K-complex and sleep
spindles in EEG signals and amplitude patterns in EOG and EMG signals, while the
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Figure 5.3: Row-wise normalised channel importance score matrices calculated by
LRP (a) and Embedded CAN (b) on 20 subjects’ data randomly selected
from the SHHS-1 dataset.

frequency features of a channel refer to the main frequency-domain components of
the signals. It can be found from the matrix that temporal features, in all channels,
have higher importance in sleep scoring than frequency features. Frequency com-
ponents are usually similar among different channels of a modality, which means
the frequency feature extraction on one channel of that modality might be suffi-
cient. Additionally, EEG temporal features show higher importance in classifying
the stages, while EOGs and EMG have smaller contributions. The reason is that the
time-domain patterns in EEG signals like K-complex and sleep spindles vary in dif-
ferent stages, but only few stages have special amplitude patterns in EOG and EMG
signals. Specifically, complying with the AASM rules, eye movements which can
be detected by the amplitude changes mainly exist in stage Wake and REM, such
that EOG temporal features of these two stages perform higher importance than the
other stages. Similar result can be obtained for EMG signals where the chin move-
ment mainly happens in stage Wake and at most in stage N1 in most cases, which
explains why EMG temporal features have a high importance only in detecting stage
Wake and N1. In addition, useful frequency features only exist in EEG and EOG
signals, as frequency patterns discrimination appears there and EMG signals have
no important frequency feature according to the AASM rules.
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Figure 5.4: Row-wise normalised feature importance score matrix calculated by
LRP on 20 subjects’ data randomly selected from the SHHS-1 dataset.

5.2 Discussion

In this section, we analyse the advantages of our model and present our contribu-
tions, followed by a comparison to the state-of-the-art. In addition, we discuss the
value of inferring channel importance scores by comparing it to the AASM rules and
analyse its potential for further improving automatic sleep scoring.

5.2.1 Model Analysis

We develop a multi-channel automatic sleep scoring model in this research, which
is inspired from the AASM rules that all three modalities (i.e. EEG, EOG and EMG)
have useful information in classifying sleep stages. Our model is designed based
on two phases. In the first phase, we review some contributing modules in single-
channel sleep scoring from the literature and evaluate their effectiveness for our
multi-channel study. In the second phase, we design a new model architecture con-
sisting of temporal learning, spatial learning, sequential learning and the residual
connection with the help of combining and adapting the effective modules. The
model achieves good performance on two public datasets.

It can be concluded from our experiment results in the first phase (see Table 5.1)
that, all four modules we test: 1) using CNNs with different filter sizes to extract
time-domain and frequency-domain features respectively, 2) increasing the depth of
CNNs to capture complex patterns, 3) apply the attention mechanism in sequential
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learning to emphasize important parts of sleep sequences when learning transition
information and 4) adding the residual connection to avoid possible model degrada-
tion, can help improve the multi-channel sleep scoring model especially in detecting
minority classes. In terms of the advantages, to our knowledge, our study is the first
study to build a successful multi-channel automatic sleep scoring model utilizing the
benefits of the modules from previous single-channel studies. The better evaluation
results on two public datasets over the state-of-the-art in multi-channel sleep scoring
(see Table 5.3) verify the correctness of the utilization of effective modules. How-
ever, due to the time limitation, an extended optimization of the multi-channel sleep
scoring model has not been implemented based on the results of our channel and
feature importance investigation.

In addition, our model is trained with a two-step training algorithm. We first pre-train
the CNNs to capture temporal and spatial features with two data balancing methods:
WLF and OS. After that, the sequential learning and residual connection parts are
finally trained on a sequential dataset. The results of the two-step training algorithm
in Fig. 5.1 show that the functions of the data balancing techniques are sometimes
covered by the effects of transition information retrieved by the sequential learning
part even though the residual connection has been applied. Comparing the perfor-
mance of two data balancing techniques we use in Table 5.2, we can find that the
oversampling technique can help retrieve the minority classes better but also mis-
classifies too many majority class instances to them. However, both of them obtain
similar performance on final-trained models. According to the findings above, it is
necessary and interesting to convey a further research to investigate and address
the data imbalance problem in the whole training process of the model, which might
help improve the sleep scoring performance.

5.2.2 Comparison to the State-of-the-art

Table 5.3 shows an overall comparison of the performance of our model on the
SleepEDF-13 and SHHS-1 datasets with the state-of-the-art. Our multi-channel au-
tomatic sleep scoring model achieves the Acc of 84.6% and 86.4 %, MF1 of 78.3%

and 77.7% and κ of 0.79 and 0.81 for the SleepEDF-13 and SHHS-1 datasets re-
spectively, which outperforms all relevant existing work in multi-channel sleep scor-
ing1, proving our work a better model in this field. Compared to the single-EEG
based approaches, our model has the best Acc and κ on the SleepEDF-13 dataset

1It has to be noted that, we use early stopping to stop the model training so that we have to
separate out the validation data in the evaluation, which means we always train our model on less
data (i.e. excluding the validation data). Even though, our model still performs better.
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but fails to outperform [13] in MF1 which shows our model does not outperform theirs
in detecting some particular classes especially minority classes. The reason may be
that, in [13], Mousavi et al. applied the synthetic minority oversampling techniques
and an extra weighted loss function in sequential learning which can better detect
minority classes, while we only employ one of two data balancing techniques in the
pre-training of our model. For the SHHS-1 dataset, our model prevails in compari-
son to [25] but fails to outperform [12], as the latter used a different data processing
method and excluded some subjects from the SHHS-1 dataset according to certain
criteria when evaluating their model. Reviewing Table 5.2, the pF1s of our model
are all above 85.0 except N1 and N3 which are lower than those in some previous
studies based on single-EEG signal. The reason may be that, the inclusion of EOG
and EMG signals can confuse the detection of N1 and N3 as their patterns in EOG
and EMG signals are not that distinguishable, as can be seen in the feature impor-
tance matrix (see Fig. 5.4). Additionally, we also test the result of utilizing the two
data balancing techniques — weighted loss function and oversampling, which are
most widely used by most existing work. The weighted loss function gives a slight
better result.

Methods Dataset Channels Evaluation Acc MF1 κ

Tsinalis et al. [10] SleepEDF-13 1 EEG 20-fold CV 74.8 70.0 -
Supratak et al. [11] SleepEDF-13 1 EEG 20-fold CV 82.0 77.0 0.76
Mousavi et al. [13] SleepEDF-13 1 EEG 20-fold CV 84.3 80.0 0.79
Paisarnsrisomsuk et al. [22] SleepEDF-13 2EEGs+1EOG 4-fold CV 81.0 - -
Phan et al. [23] SleepEDF-13 1EEG+1EOG+1EMG 20-fold CV 82.3 - -
Our modelWLF SleepEDF-13 2EEGs+1EOG+1EMG 20-fold NestedCV 84.6 78.3 0.79
Our modelOS SleepEDF-13 2EEGs+1EOG+1EMG 20-fold NestedCV 84.4 78.1 0.78

Biswal et al. [25] SHHS-1 1 EEG 90-10 77.9 - 0.73
Sors et al. [12] SHHS-1 1 EEG 50-20-30 87.0 78.0 0.81
Pathak et al. [26] SHHS-1 2EEGs+2EOGs+1EMG 81-9-10 85.0 76.6 0.79
Our modelWLF SHHS-1 2EEGs+2EOGs+1EMG 81-9-10 86.4 77.7 0.81
Our modelOS SHHS-1 2EEGs+2EOGs+1EMG 81-9-10 86.5 77.3 0.81

Table 5.3: Performance comparison between our model and the state-of-the-art
across ACC, MF1, κ and pF1 on two public datasets: SleepEDF-13 and
SHHS-1. - in the table indicates that the value is not available in the
respective publication.

5.2.3 Channel and Feature Importance

The channel and feature importance plotted in Fig. 5.3 and 5.4 show that the in-
clusion of all channels is not necessary for automatic sleep scoring; the inclusion of
frequency features from some channels as well. For example, from the channel im-
portance information calculated by LRP, the EOG channel 2 in the SHHS-1 dataset
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obtains only around 1% importance for detecting all 5 stages, which means the sym-
metric eye movement sensors contain almost identical sleep information and EOG
channel 2 is actually not needed in sleep staging. From the channel importance
obtained by Embedded CAN, the EMG channel shows small importance for sleep
scoring meaning that the chin movement may not required. Though the two methods
(i.e. LRP and Embedded CAN) give different importance results for some channels
which has to be further studied and verified, we can reach the finding that some
channel information is not necessary to consider so that the feature extraction may
not be required on these channels. Similarly, for frequency features captured from
the EMG channel, it shows no significance to all stages other than very little to stage
Wake, indicating that the frequency information extraction in EMG channel is not re-
quired in sleep scoring as well, which complies with the AASM rules. EEG channels
behave contrarily, various EEG channels are very effective in sleep stage detection
as they contain distinctive valuable temporal features. However, the frequency fea-
tures of both EEG channels seem identical, which means the detection from only
one of two EEG channels is sufficient for sleep scoring.

The findings and discussion above can provide a guidance for improving the multi-
channel sleep scoring model in the future, as we can preserve the raw data from
important channels as model inputs and keep useful filters for feature extraction
as well while deleting the useless ones. Additionally, according to [24], the addi-
tional modalities of EOG and EMG can improve performance over only using EEG,
but the performance is not improved further when adding too many EEG channels,
as 6 EEG channels gave the best results in their experiment. Due to the variety
of EEG channels, it is difficult to figure out the best combination of the channels
only through constantly testing the possible combinations. Therefore, channel and
feature importance analysis can be performed as an initial experiment to find the ef-
fective channels and features, which is meaningful for optimizing the data collection
and data utilization in future automatic sleep scoring.



Chapter 6

Conclusions and Future Work

In this chapter, we answer the research question in Chapter 1. Following that, we
briefly conclude our contributions and findings. In the end, the future work is dis-
cussed.

6.1 Research Questions

The answers to our two research questions are as follows:

1. (RQ1) What can be a well-performing model for multi-channel automatic sleep
scoring?

For RQ1, the final well-performing multi-channel automatic sleep scoring model
we develop consists of the temporal learning, spatial learning, sequential learning
and the residual connection parts that can extract time-invariant features of one
sleep epoch and transition rules of sleep sequences. The architecture benefits from
effective modules inspired by single-channel sleep scoring models, and a spatial
learning block is embedded in it which can capture the correlation information among
the channels of a modality. Good results have been achieved for our model, in that
the overall accuracy, the macro F1-score and the Cohen’s kappa can reach around
85%, 78% and 0.8 on both public datasets. To our knowledge, our model outper-
forms most of the state-of-the-art as well.

2. (RQ2) How much does the information of each channel contribute to sleep
scoring?

For RQ2, we apply two methods: LRP and Embedded CAN to calculate the
channel importance score showing the contribution of a channel to a particular sleep

53
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stage. If we group the importance scores by the modalities, the results of both meth-
ods (see Fig. 5.3) illustrate similarly that EEG and EOG channels are very important
in detecting all stages while the EMG channel is less used. Specifically, according
to LRP, one EOG channel is sufficient for sleep scoring and the other EOG channel
is almost not used, while Embedded CAN shows that both EOG channels are sup-
posed to be employed with almost equal attention. Further, the feature importance
of each channel calculated by LRP (see Fig. 5.4) demonstrates, the significant fea-
tures of all channels are time-domain patterns and only EEG channels and EOG
channels contain important frequency-domain features. Specific importance scores
normalised over all stages can be inquired from the matrices.

6.2 Conclusions

In conclusion, we perform two sub-studies in our master assignment.

Firstly, we propose a multi-channel automatic sleep scoring model based on the
utilization and adaptation of effective modules inspired from previous single-channel
studies. We also design a new spatial learning part to extract the correlation infor-
mation among the channels of a modality without destroying the time-domain infor-
mation (e.g. K-complex and sleep spindles) of raw signals. We apply a two-step
training algorithm to train our model and employ two data balancing techniques in
the pre-training part to address the data imbalance problem. The evaluation of our
model is performed on two public datasets — SleepEDF-13 and SHHS-1 — where
better performance is obtained compared to the state-of-the-art. Specifically, for the
SleepEDF-13 dataset, our model can predict sleep stages with an overall accuracy
of 84.6% and stage Wake, N1, N2, N3 and REM with F1 scores of 91.1%, 45.0%,
86.8%, 82.1% and 86.7% respectively. And for the SHHS-1 dataset, our model can
predict sleep stages with an overall accuracy of 86.4% and stage Wake, N1, N2, N3
and REM with F1 scores of 93.2%, 41.0%, 86.2%, 77.9% and 90.3%.

Secondly, the channel importance is investigated through a post-hoc interpretation
method — layer-wise relevance propagation and an intrinsic interpretation method
— embedded channel attention network, where the importance score per channel
per sleep stage is obtained. Further, feature importance of each channel is anal-
ysed with corresponding scores as well. The results mainly show two findings: 1)
EEG and EOG channels have relatively higher importance in sleep scoring than the
EMG channel and not all channels are necessarily required to extract representa-
tive features for a stage and 2) the time-domain features are more significant than
frequency-domain features and the frequency-domain features of the stages mainly
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exist in EEG and EOG signals. To summarize, the channel and feature importance
illustrate the contribution of a channel and a feature for sleep stage classification,
which is meaningful to understand how our multi-channel sleep scoring model works
and explore the potential of channel and feature information for optimizing automatic
sleep scoring.

6.3 Future Work

Due to the time limitation and current lock-down situation, some of the planned
work is cancelled, such as collecting data from clinical cases, evaluating our model
based on clinical data and discussing and verifying the channel importance conclu-
sions with sleep experts other than simply comparing them to the AASM manual [2].
Therefore, there are some possibilities that our study can be extended to in future
work.

Firstly, it is necessary to test our model on clinical data for more comprehensive
performance evaluation, as the aim of automatic sleep scoring is to develop better
and more generalizable sleep stage classification approaches, which can be ex-
tended to different datasets and used to help sleep technicians analyse and detect
sleep disorders efficiently in clinical cases.

Secondly, it is necessary to deeply understand and verify the channel and feature
importance we obtain, as the results from the two methods — LRP and Embedded
CAN — show both similarities and differences. An extended research by discussing
the results with clinical sleep experts and designing further experiments to verify the
importance of a channel or a feature, can finally help build a standard mechanism
for analysing channel and feature importance in sleep scoring.

Thirdly, if we take the channel and feature importance information into considera-
tion when developing the multi-channel sleep scoring model, we can design a model
which is more efficient to extract useful features from the raw signals by paying more
attention to important channels and features. Therefore, it is interesting to convey a
study to optimize the construction of multi-channel sleep scoring models based on
the knowledge of channel and feature importance.
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