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ABSTRACT

The introduction of 5G NR enables mobile communications in many new domains. As the usage of
telecommunication soars, the demand for more efficient implementations grows. A major bottleneck in
the development of efficient 5G NR transmitters is the negative impact of a high PAPR on its analog
hardware, which is a result of combining many subcarriers into an OFDM signal. The aim of this thesis
is to investigate to what degree the negative impact of a high PAPR as a result of the use of OFDM mod-
ulation on the transmitter’s efficiency and linearity could be alleviated by making use of a combination of
signal splitting and parallel hardware.

Two system concepts have been explored. The first uses splitting in the frequency-domain through de-
composition of the OFDM signal into groups of one or multiple subcarriers. Each is processed by its
own analog hardware track of which the parallel outputs concurrently deliver power to the load. As these
outputs can deliver power concurrently, also the possibility to omit the inefficient PA stage was investi-
gated. The second concept uses time-domain splitting. Based on the magnitude of the baseband OFDM
signal, it is processed by a particular hardware track, resulting in PAPR reduction for the signals in each
of these tracks. For each of these concepts, the main research question has been answered through
a combination of theoretical analysis and simulations. Statistical analysis on OFDM signal properties
was used to evaluate PAPR reduction and the impact of this reduction on the transmitter’s hardware was
considered through both literature studies and mathematical analysis. These theoretical components
were verified with simulations on transmitter models in MATLAB/Simulink and LTSpice.

Analysis on frequency-domain signal splitting showed that to profit from splitting in terms of PAPR, only
few subcarriers may be combined for each hardware track. This proved problematic when attempting to
profit from the PAPR reduction as excessive amounts of hardware are required for the number of sub-
carriers used in 5G NR. Also, the parallel DAC outputs drive the same load concurrently with orthogonal
signals resulting in partial cancellation of the generated power in the load. Using frequency-domain split-
ting for PAPR reduction in 5G NR transmitters is therefore not recommended. Research also explored
using frequency-domain splitting to omit the inefficient PA stage. Here, the strict linearity specifications
complicate implementation. If the DACs would be used to provide the required output power of the
transmitter, large signals in the mixers lead to problems with gain compression. Also, full power would
be generated before upconversion leading to increased dissipation in the mixers, which is why this ap-
proach is also not recommended.

Then, the feasibility of time-domain signal splitting to reduce PAPR was investigated. Here, significant
PAPR reduction can be achieved with relatively little additional hardware. However, switching between
hardware tracks was shown to introduce transient effects that degraded the signal’s linearity and the
ACPR. Both the tough linearity requirements and the large signal bandwidths requiring fast switching
complicate the implementation of functionality to disable or enable the unused hardware tracks. Based
on the resemblance of this design problem to considerations in the design of envelope tracking PAs,
the preliminary conclusion in this thesis is that the large bandwidths required prevent a feasible imple-
mentation of this transmitter concept. However, the limitations to this research should be recognized and
more research into disabling hardware tracks is recommended to come to a well-considered final verdict.

Considering the conclusions as presented in this thesis, the answer to the main research question is: no,
the use of signal splitting and parallel hardware tracks does not benefit the negative impact of a high PAPR
in 5G NR transmitters without significant degradation of other performance parameters. The identified
root causes for the limitations that have surfaced in this thesis are the strict linearity requirements and
the large signal bandwidth in 5G applications.
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1 INTRODUCTION

To sustain the rapidly expanding field of mobile communications, new hardware is being developed that
supports the increasing demand for high-speed and reliable over-the-air networks. A part of the recently
introduced 5th Generation Networking (5G) equipment contributes to this goal through the development
of a novel air interface named New Radio (NR) (5G NR). 5G NR hardware targets higher speeds, im-
proved reliability and significantly reduced latency, which will enable expanding the use of mobile net-
working to many new domains such as precision agriculture, remote healthcare and automated industry

[1].

The current generation of Long Term Evolution (LTE) networking, typically referred to as 4G, uses sub-6
GHz frequency bands, as did its predecessors. Now that wireless network evolution has spanned sev-
eral decades, allocating sufficient bandwidth to a new standard in a crowded spectrum for the desired
5G speeds is challenging. This is why the novel 5G air interface uses two frequency ranges: sub-6 GHz
frequency bands that are located in the same frequency range as those used in 4G LTE networking and
frequency bands in the Millimeter Waves (mmWave) range that have not been used in LTE before [2].
The much larger bandwidths available in the mmWave range help make higher data throughput feasible.

As did 4G LTE, 5G uses Orthogonal Frequency Division Multiplexing (OFDM) modulation for over-the-air
data transmission, both for the sub-6 GHz and mmWave frequency ranges. OFDM modulation offers
several distinct advantages over other forms of data modulation and especially the increased robust-
ness to delay spread as a result of multi-path propagation is paramount to obtaining high enough reliable
throughput in urban environments.

Unfortunately, many of the problems related to designing hardware that supports OFDM modulation
are aggravated at higher frequencies; research is necessary to redefine bottlenecks and find renewed
optima for classical design trade-offs. Within this context, this Master’s Thesis is a contribution to 5G NR
transmitter design and solving its associated problems.

1.1 Problem statement

One of the classical problems in the design of transmitters supporting OFDM is the high Peak-to-Average
Power Ratio (PAPR) of OFDM signals. Because of this high PAPR, the Power Amplifier (PA) has to be
sufficiently linear over a large dynamic range to support the signal’s complex modulation. Achieving such
a level of linearity under widely varying incoming signal power and antenna load variations with sufficient
efficiency is challenging, especially in the millimeter range frequency bands. Attempts to improve the ef-
ficiency of the PA, predominantly in power back-off, have yet to yield the desired acceptable performance.

Since the introduction of OFDM, research has focused on identifying methods to alleviate the inherently
high PAPR. Findings of the past decades on digital PAPR reduction techniques can roughly be grouped
into five categories [3]: the use of clipping and filtering, the use of coding schemes, the use of Partial
Transmission Sequence (PTS) or Selective Mapping (SLM), the use of nonlinear companding techniques
and, finally, the use of methods related to Tone Reservation (TR) and Tone Injection (TI). Many of these
techniques make changes merely to the digital hardware of the transmitter and to its software.

Alternatively, techniques that are deployed completely in the analog hardware domain also exist and
focus on reducing the negative impact of a high PAPR signal on the hardware itself, generally without
altering the PAPR. A well-known example is the Doherty-structure [4] in which the use of an additional



amplifier reduces the impact of the high PAPR on the transmitter’s efficiency and linearity.

The effects of the aforementioned techniques are limited, whilst they come at increased degradation
of several other design factors such as spectral efficiency and system complexity. To further improve
transmitters, it is therefore worthwhile to characterize alternative methods to reduce the impact of a high
PAPR that may have less negative side-effects. Opportunities in this regard have been identified in this
thesis through analysis of the statistical signal properties of OFDM waveforms.

At the very basis of the high PAPR of OFDM modulated signals is the combination of many statistically
independent orthogonally-spaced subcarriers modulated with Quadrature Amplitude Modulation (QAM)
into a single signal. In line with the Central Limit Theorem, such signals tend towards a normal distri-
bution and the PAPR is increasing when combining more and more subcarriers. Considering the typical
negative impact of a high PAPR on analog hardware performance, it will be investigated if it will be ben-
eficial for transmitter performance to process the desired waveform in separate parts as long as possible.

Research will therefore focus on splitting-up the OFDM waveform along either the frequency-domain (e.g.
grouping subsets of subcarriers together) and the time-domain (e.g. smartly processing the samples of
the time-domain OFDM waveform). Advantages and disadvantages of possible implementations will
be mapped and a comparison to existing PAPR reduction techniques will be made to evaluate their
effectiveness.

1.2 Research questions

In this thesis, the feasibility of novel system design concepts will be explored that are aimed at exploiting
the aforementioned combination of signal splitting and parallel hardware tracks. The main research
question in this thesis will be:

To what degree can the negative impact of high PAPR OFDM signals on transmitter efficiency
and linearity be alleviated by applying a combination of signal splitting and parallel hardware
tracks?

In support of answering the main research question, a set of additional questions has been formulated.

First, the design space has to be defined. The transmitter design has to be compatible with existing
networking equipment and must therefore adhere to global networking standards [2]. These standards
characterize the design space available to the designer. An additional subquestion is therefore:

* What set of representative system requirements can be derived for 5G NR transmitters in the
mmWave range based on the specifications in [2]?

Then, for both the frequency- and time-domain splitting, the following subquestions should be posed and
answered:

» What type of concepts related to frequency-/time-domain splitting in transmitters can be identified
in literature?

» How can the optimal method for splitting the signal in terms of PAPR reduction be mathematically
modelled?

+ How can hardware be designed in such a way that it benefits most from this PAPR reduction with
minimal negative side-effects?

Just as important as the design is the verification of the theoretical analysis through simulations or mea-
surements. In this thesis, the majority of the designs will be verified in MATLAB/Simulink®. Questions
related to these simulations have been phrased as follows.

» How can basic functionality of the designed system concepts effectively be verified in simulations?

+ What non-idealities should be incorporated into simulations to provide a comprehensive picture of
system performance?



Finally, for both the frequency- and time-domain, a comparison will be made to existing PAPR reduction
techniques in order to evaluate effectiveness.

+ How do the effects of PAPR reduction through signal splitting stack up against existing PAPR re-
duction techniques?

1.3 Thesis organization

Chapter 2 will present fundamental concepts related to the design of transmitters processing OFDM
waveforms. A formal definition for the PAPR that will be used in this thesis will be introduced. Chapter 2
will also contain a detailed literature review of existing techniques to reduce the high PAPR or alleviate
its impact on transmitter hardware. An overview of the 5G NR transmitter design space will conclude the
chapter.

Readers familiar with these topics may skip ahead to Chapter 3, in which important design considera-
tions related to frequency-domain signal splitting will be treated. The chapter will contain a theoretical
analysis on the PAPR reduction that can be obtained using this technique and provides a discussion on
related design challenges. A comparison with the in Chapter 2 identified existing techniques will con-
clude Chapter 3.

Then, in the second half of the thesis, time-domain splitting techniques will be discussed. Chapter 4
addresses PAPR reduction through time-domain sample processing in a similar way as Chapter 3 did.
A theoretical analysis on the PAPR reduction will be provided, followed by a discussion on the required
hardware. The thesis is concluded with a discussion on the validity of these results in Chapter 5 and a
conclusion in Chapter 6.



2 BACKGROUND INFORMATION
ON 5G TRANSMITTER DESIGN

In support of the main chapters of this thesis, an overview of important design concepts with respect to
5G NR transmitter design will be provided. The reader is assumed to have a basic understanding of the
working of transceiver systems. For refreshing design considerations related to transmitters in general,
the reader is referred to extensive treatment in literature (e.g. in [5]).

To make the problem context concrete, a section has been devoted to signal statistics of transmitters
based on OFDM and design considerations related to OFDM modulation will be discussed. The formal
definition as used in this thesis to describe the PAPR will be introduced. Subsequently, an exploration
into existing PAPR reduction techniques and amplifier structures that are able to (partly) alleviate a high
PAPR input signal will be provided. Finally, based on the specifications from the 3GPP 5G NR standard,
requirements for the transmitters treated in this thesis will be included to mark the boundaries of the
design space to which this thesis adheres.

2.1 OFDM and its relation to PAPR

Information on OFDM waveform signal statistics provides insight into the origin of the relatively large
PAPR in OFDM transmitters. To that end, this section comprises a discussion on basic OFDM related
design considerations and on its mathematical background.

2.1.1 Signal properties of OFDM signals

In meeting the increased demands on wireless link throughput, the bandwidth of the baseband signal
increases to facilitate higher data rates. As a result, the symbol duration of a typical QAM symbol be-
comes shorter and shorter. These short symbol durations complicate symbol decoding in the receiver.
Especially in environments susceptible to multi-path propagation, a single symbol may travel over multi-
ple paths with different delays, leading to overlapping symbol instances. This phenomenon is known as
Inter-Symbol Interference (ISI) and leads to significant degradation of the signal’s quality at the receiver.

To limit the impact of ISI, the symbol duration can be increased. The absolute difference in delay be-
tween the various propagation paths does not change and will constitute a smaller part of a symbol if its
duration is longer. To still meet the requirements on the high data rate, many of these slower signals can
be combined in what is known as an OFDM signal. An additional advantage of this approach is that the
modulation-factor can locally be adjusted to the channel’s quality for each of the subcarriers. Figure 2.1
shows an example of the combination of 4 subcarriers in the frequency domain [6].

The imposed orthogonality requirement on the so-called frequency spacing A f avoids inter-subcarrier
leakage and can mathematically be described as follows:

Af:% 2.1)

in which T is the useful symbol duration in seconds.
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Figure 2.1: Simplified visualization of four orthogonally spaced subcarriers in the frequency domain [6].

As a result, the combination of N subcarriers into an OFDM signal should mathematically be defined as
[6]:

N—

w(t) = > mit) 2T (2.2)

=0

—

where m;(t) is the transmitted symbol or message modulating the carrier’s phase and ampli-
tude, mapped onto the it" subcarrier running at frequency T

The result in Equation 2.2 has major mathematical significance as it provides insight into many of the
required signal properties in PAPR estimation, such as the distribution of the signal values over the dy-
namic range (the distance between the largest and smallest value). To further increase insight, Figure
2.2avisualizes 16 individual subcarriers running at orthogonally spaced frequencies (in blue). In line with
Equation 2.2, these subcarriers collectively form either the in-phase or quadrature-phase component of
an OFDM signal (depicted in red). Note that due to the combination of the independently modulated
subcarriers, the PAPR of the signal has increased with respect to that of the original QAM signals.
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Figure 2.2: Visualization of a typical I- or Q-component of an OFDM waveform in the time-domain.

A histogram-plot of the red waveform in Figure 2.2a shows that the extreme amplitude levels are much
less likely to occur, see Figure 2.2b. On the contrary, the levels centered around the mean of zero are
much more likely.



Through combining more and more independently modulated orthogonal subcarriers, the combined
Probability Density Function (pdf) approaches a Gaussian, or normal, distribution, as stated by the Cen-
tral Limit Theorem [7]:

When independent random variables are added, their properly normalized sum tends toward
a normal (or Gaussian) distribution even if the original variables themselves are not normally
distributed.

Referring back to Figure 2.2b, to aid this understanding, a fit to a Gaussian distribution has been super-
imposed on the histogram. Already after combining 16 subcarriers, strong resemblance with a Gaussian
distribution can be identified. Increasing the number of subcarriers further would improve the quality of
the match with the Gaussian curve.

Mathematically, the pdf of a Gaussian distribution can be described as [7]:

pla) = e 27 (2:3)

where p(x) indicates the probability that the signal takes amplitude level z, i is the mean
value of the signal and ¢ is the standard deviation.

A pdf, such as the one in Equation 2.3, provides information on the probability for a certain signal value
to occur, allowing direct estimation of the average signal value over time and hence of its PAPR.

The result in Equation 2.3 applies to the |- and Q-components of the OFDM waveform. Orthogonal
combination of these two Gaussian distributions yields a new distribution for the resulting amplitude; the
so-called Rayleigh distribution [7], [8]. The pdf of a Rayleigh distribution can be described as follows:

p(a) = Lem3(3)° (2.4)

in which ¢ is the standard deviation of the original Guassian distributions that formed this
Rayleigh-distributed signal.

The pdfs in Equations 2.3 and 2.4 have been plotted in Figure 2.3. Note that the Rayleigh distribution
has only been defined for positive signal values and relates to the absolute amplitude value of the OFDM
waveform.
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Figure 2.3: Visualization of the pdfs of the |- and Q-components of an OFDM waveform and of the
complex magnitude of the combined OFDM signals.



2.1.2 Defining PAPR

Combination of an increasing amount of subcarriers into a single signal leads to an increase of the PAPR
and a better approximation of the pdfs as plotted in Figure 2.3. In mathematical terms, the PAPR can be
described as follows:

|xpeak |2
PAPR = —5—— (2.5)
TRMS

in which xgyss is the Root Mean Square (RMS) value of the time-domain waveform.

A related quantity is called the Crest-factor and relates the amplitude quantities as opposed to the power
ratios. When expressing the result in Equation 2.5 in decibels, it is equal to the Crest-factor due to the
way decibels are calculated for power- and amplitude-quantities:

2
PAPRdB =10- lOglO (|x1;eak| ) = CdB =20- logm (Wc) (26)
TRMS TRMS

in which C;5 indicates the Crest-factor in decibels.

A pdf of an OFDM signal also provides information on the PAPR of a waveform. If the pdf fully describes
the distribution of the signal values, then the expected value of the distribution is equal to the Root Mean
Square (RMS) value of the original waveform. The peak value is harder to relate to the pdf as the pdf
describes a statistical process. For a sufficiently long observation window, the peak value will be equal
to the outer edge of the pdfs. In the rest of this thesis, the observation will be assumed to be sufficiently
long, meaning that for the OFDM signals, simply the peak value can be used. Note that in any real
system, phenomena such as gain compression and intentional clipping limit the PAPR.

The increase in PAPR as a result of the combination of multiple independently modulated subcarriers
has a negative impact on the efficiency and linearity of the hardware processing the signal. In 5G NR
networking equipment in particular, the large number of subcarriers that is used results in both a large
signal bandwidth of hundreds of megahertz as well as a high PAPR. The subsequent section devotes a
few words to this topic.

2.2 Impact of OFDM modulation and high PAPR on transmitter hardware

As a result of the large PAPR due to the use of OFDM, the transmitter hardware has to process a sig-
nal with a large dynamic range of which most amplitude values are only rarely used. This impacts not
only the PA, but also the mixer and Digital-to-Analog Converter (DAC) preceding it, see Figure 2.4 for a
generic transmitter schematic.

Digital Signal Upconverter or
Processing Modulator

Figure 2.4: Generic transmitter schematic.

In the DAC, a large dynamic range results in relatively large Least Significant Bit (LSB) steps for constant
resolution. If the majority of samples to be converted is concentrated around the smaller values, this re-
sults in a relatively large quantization error, degrading the Signal-to-Noise Ratio (SNR). In the mixer, the
large dynamic range predominantly leads to issues with linearity retainment as compression of the outer
amplitude values has to be avoided which is challenging due to the larger signal swings.

The majority of problems, however, are caused by the PA. To avoid linearity problems due to compres-
sion, the PA is typically operated in power Back-Off (BO). In addition, as a result of the large PAPR, the
average value the PA has to amplify is relatively small. This results in even larger average power BO



over time. As PAs operate most efficiently when the big output Metal Oxide Semiconductor Field-Effect
Transistor (MOSFET) is operated in the saturation region, power BO deteriorates efficiency. This effi-
ciency degradation is severe and limits the development of more efficient OFDM transmitters. Figure 2.5
provides a schematic illustration of the impact of these considerations on the PA's efficiency curve.
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Figure 2.5: Schematic representation of the efficiency curve of a typical linear CMOS Power Amplifier.
Typical TX operating regions have been annotated.

As the PA is the most power-hungry component of a typical transmitter [5], the Transmitter (TX) efficiency
is heavily impacted by the efficiency of the PA. In the mmWave frequency range, the design of the PA is
even more complicated due to extra high power losses and physical limitations to transistor technologies
[9]. PAs in this frequency range are typically class AB to strike the right balance between linearity and
efficiency [9].

To provide an indication of the efficiency figures that can be achieved with stand-alone Complementary
Metal Oxide Semiconductor [Technology] (CMOS) amplifiers suitable for 5G applications in the mmWave
range, two recent examples are worth including here based on the overview that Camarchia et al. have
presented in [9]. In [10], a two-stacked PA has been designed that achieves a Power Added Efficiency
(PAE) of 25 % at an average output power of 14.6 dBm when processing an LTE signal. In [11], a
compensated distributed output network has been designed to improve the PA’s efficiency. The authors
report 14.6 % PAE at average output power for 5G signals.

Both examples and other designs as published in [9] show that the average PAE for CMOS PAs used in
mmWave telecommunication systems is typically below 30 %, which is low. Considering the intention to
use 5G in many more applications, the telecommunications share of global energy consumption would
increase rapidly. The research in this thesis is a contribution to overcoming the negative impact of a
large PAPR on the PA’s efficiency, and therefore also on that of the transmitter.

The next two sections will discuss existing common techniques to limit the negative impact of a high PAPR
on the transmitter hardware. The first focuses on digital techniques that alter the signal to reduce its high
PAPR and the second section provides an overview of typical analog hardware implementations aimed
at reducing the impact of a high PAPR signal on the hardware’s performance (e.g. in terms of efficiency
and linearity). Both sections combined provide a reference frame for performance characterization of
the transmitter concepts that will be introduced in Chapters 3 and 4.



2.3 Overview of digital PAPR reduction techniques for OFDM transmitters

Problems with the high PAPR of OFDM signals are not new due to the use of OFDM in existing Wireless
Fidelity (Wi-Fi) and LTE technologies and techniques to suppress high PAPR have been subject to thor-
ough research. Most PAPR reduction techniques make changes to the digital hardware and software
of the transmitter and change the signal properties of the waveform in such a way that the high PAPR
is suppressed. These techniques can roughly be divided into five categories [3]. Table 2.1 lists these
categories and provides citations to selected recent examples for each category that will be discussed
in this section.

In [3], Tao and Jiang also provide an estimate of the typical PAPR reduction that can be achieved with
these techniques. A column has been included in Table 2.1 that provides an estimate of the achievable
reduction for each category based on the results published by Tao and Jiang. In advance of the require-
ments on 5G signals that will be treated in Section 2.5, the PAPR of the original OFDM signal used to
characterize the reduction will be set to 10 dB. Note that no figure has been provided for coding schemes
as the obtainable reduction in PAPR depends strongly on the used coding scheme.

Table 2.1: Overview of PAPR reduction techniques.

PAPR reduction techniques Examples Typical PAPR reduction in dB wrt an
since 2010 OFDM signal with 10 dB PAPR [3]

Clipping and filtering [12] -3.6 dB

Coding schemes [13] Varies strongly with used scheme.

PTS and SLM [14], [15] -4.0 dB (PTS)

Nonlinear Companding Techniques [16] -6.0dB

Tland TR [17] -3.9dB (TR)

In evaluating PAPR reduction techniques, the obtained PAPR improvement as presented in Table 2.1
has to be characterized in terms of the degradation of other system properties. In [3], Tao and Jiang
name five system properties that should be considered in any PAPR reduction technique performance
evaluation: increase in implementation complexity, bandwidth expansion, Bit Error Rate (BER) degra-
dation, additional power consumption and an increase in spectral spillage.

The clipping techniques for instance, clips parts outside of a pre-defined allowed region which comes at
the cost of increased spectral pollution as a result of the rapid transitions after clipping. Filtering may
be used to improve out-of-band radiation. Clipping of the outer amplitude levels also leads to signifi-
cant quality degradation of the clipped samples. An example of this technique is the research in [12],
which introduces a compressed sensing system to partly overcome the linearity degradation, but requires
changes to the receiver side of the wireless link as well.

Similar trade-offs can be identified in the other techniques. Coding schemes work by reducing the occur-
rence probability of the highest amplitude levels which generally increases the complexity of the transmit-
ter and reduces the bandwidth efficiency as more data has to be transmitted. Taking [13] as an example;
the PAPR is reduced by slightly disturbing the symbols (e.g. changing the original code) and by sending
dummy symbols in unused carriers.

Partial Transmission Sequence (PTS) and Selective Mapping (SLM) are especially demanding for com-
putational complexity. These techniques work by trying multiple phase corrections to limit the highest
amplitude levels and sending information on the phase rotation to the receiver. There are typically two
sides to recent research in the PTS and SLM domains: increasing complexity even further to yield higher
PAPR reduction such as in [14] or additional research into reducing algorithm complexity whilst retaining
the typical PAPR reduction (see [15]).

Nonlinear companding could be considered the opposite of clipping; instead of reducing the large am-
plitudes one increases the smaller-sized samples. The example in [16] addresses efficient alogrithms
to realize such a technique. Similar to clipping, nonlinear companding techniques introduce additional
nonlinearity to the signal.



Finally, tone injection (TI) and tone reservation (TR) techniques add time-domain PAPR reduction sam-
ples to the data-carrying subcarriers using additional 'empty’ tones. This comes at significant bandwidth
cost; the additional tones required limit bandwidth efficiency. [17] is a recent example of this technique
being applied in optical-OFDM systems.

These trade-offs can be loosely generalized and visualized, refer to Table 2.2. As the implementation
details vary, and therefore also the trade-offs between the various performance characteristics, Table 2.2
should be taken as an indication.

Table 2.2: Comparison of digital PAPR reduction techniques.

PAPR reduc- | PAPRimprove- | Implement. Bandwidthex- | BER degra- | Power con- | Spectral
tion technique ment complexity pansion dation sumption spillage
Clipping and fil- | +/— + ++ - ++ ——
tering

Coding Varies +/— — +/— + ++
schemes

PTS and SLM +/— —— ++ + - ++
Nonlinear ++ +/— T+ +/—- ¥ ¥
companding

schemes

TRand Tl +/— — —— + +/- +

Although some of the discussed PAPR reduction mechanisms provide significant PAPR reduction (e.g.
4 dB or more) with reasonable sacrifices on other fronts, many of these techniques make changes to
the data of the original signal and/or require changes to the receiver. This especially complicates the
implementation of coding schemes, PTS, SLM, TR and Tl within the boundaries of the 5G transmitter
design space.

The two remaining techniques, clipping and nonlinear companding, could be relatively easily applied in
5G transmitters. However, both degrade the signal’s linearity. In advance of the strict linearity demands
following from the 3GPP-standard that will be presented in Section 2.5, there is little headroom to coarse
PAPR reduction techniques.

An alternative approach to reducing the negative impact of a high PAPR is to refrain from trying to reduce
the PAPR itself but try limiting the negative impact of it on the analog hardware instead. The next section
will discuss some important examples of this design approach.

2.4 Analog hardware implementations to limit the negative impact of a high PAPR signal

As discussed in Section 2.2, transmitter performance is degraded strongly by a high PAPR signal at the
input of a PA. Three common PA implementations suited for use in telecommunication systems that limit
the impact of a high PAPR signal on their efficiency will be summarized here and related to the 5G NR
design space. In literature, these three PA architectures, the polar amplifier, the outphasing amplifier
and the Doherty amplifier, are also referred to as efficiency enhancement PAs [5], [18]. As with the
digital PAPR reduction techniques, the design considerations in this Section will be related later to the
transmitter concepts that will be introduced in Chapters 3 and 4 to evaluate their effectiveness.

Polar modulation

Figure 2.6 provides a schematic overview of what is today typically known as a polar-modulated ampli-
fier, introduced in 1952 by Kahn in [19].

Polar modulation is based on decomposing the original baseband signal into two components: an en-
velope signal and a phase signal. Both are amplified separately and recombined in the final amplifier.
Amplitude information is restored by modulating the supply of the phase amplifier with the envelope sig-
nal.

Applying polar modulation gives rise to several new issues in the design of the PA. First, due to mismatch
between the two paths, signal corruption will occur. Because both paths contain different circuitry, it is
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Figure 2.6: A schematic representation of a polar-modulated amplifier, as infroduced in [19].

difficult to tune out possible phase delays. Second, although the original baseband signal is no longer
amplified directly, the envelope signal still has variations in amplitude. These will degrade the signal’s
linearity when amplified with a nonlinear PA. Also, because the supply has to provide modulated sig-
nals, it needs to have a sufficiently high bandwidth. This is especially challenging in the design of 5G
communications equipment for the mmWave-range where the baseband signal has hundreds of MHz of
bandwidth.

The third issue is caused by the large output capacitance of the final power amplifier, which, due to sup-
ply modulation, gives rise to severe AM/PM-conversion, corrupting the phase information. Finally, the
requirement for an additional buffer in the envelope path limits the voltage headroom for the phase PA.
A problem that is especially stringent in modern CMOS nodes with a low supply voltage.

As a result of these limitations, implementing a polar amplifier for 5G applications is challenging. Ca-
marchia et al. report no polar amplifier topology in their overview of technologies and design techniques
for mmWave PAs [9].

Outphasing amplifier

Pioneered by Chireix in 1935 [20], the outphasing amplifier works by converting the original baseband
signal into two phase-modulated components that together form the desired waveform. Figure 2.7 shows
a schematic representation of an outphasing amplifier.

Incoming
signal

) Signal
separator

Figure 2.7: Schematic representation of an outphasing amplifier as introduced in [20].

The outphasing amplifier was designed to avoid amplitude modulation in its entirety and as a result, this
architecture can operate completely nonlinear power amplifiers. However, this advantage comes at a
cost.
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First, generation of the two phase-modulated components is nontrivial and requires advanced circuitry.
Second, the matching requirements for the two PA paths increase as the bandwidth of the separate
phase-modulated components is larger than that of the original signal and gain/phase mismatches be-
tween the paths will corrupt the signal and lead to spectral regrowth. As with the polar amplifier, the large
signal bandwidth required in 5G transmitters make this design problem especially challenging.

Finally, the outputs of both PAs still have to be summed. The circuitry required to restore envelope and
phase information of the original signal from the two phase components introduces additional losses.
Also, integrating full isolation between the two PAs into this circuitry can be shown to lead to inherent
losses in a three-port network [21]. As a result, the PAs have undesired interaction, complicating their
design.

These issues combined typically yield such high losses at mmWave design frequencies that outphasing
PAs show very limited efficiency improvement at power BO [9]. In fact, due to their complicated designs,
outphasing PAs exhibit degraded linearity with respect to simple class B PAs, while improving efficiency
only slightly.

Doherty amplifier

A well-known example of an amplifier designed to handle high PAPR signals is the Doherty amplifier
which was introduced in 1936 by Doherty [4]. Figure 2.8 shows a schematic representation of a Doherty
amplifier.

. Carrier PA
Incoming
signal
£ > PA
Peaking PA
To load
PA >

Figure 2.8: Schematic representation of a Doherty amplifier as introduced in [4].

In a Doherty structure, two amplifiers biased in two different operating regions are used: one operated
typically as class A, AB or B (carrier amplifier) and the other operated as class C (peaking amplifier).
The carrier amplifier amplifies continuously. However, when the input signal drives this amplifier into
compression, the peaking amplifier kicks in and provides the required output power. The benefit is that
gain compression can be avoided.

The Doherty amplifier has two major issues. Most important: the Transmission Line (TL) sections re-
quired for providing the correct loading of the PAs introduce significant losses and limit the bandwidth of
the amplifier due to their quarter-wavelength requirement. This quarter-wavelength transformer inverts
the impedance so that the resistive impedance seen by the main PA drops when the amplification of the
peak PA increases, maintaining maximum voltage swing and efficiency for the main PA [18]. Second, for
very large swings, the transistor in the peaking amplifier turns on and off frequently, introducing transient
effects that degrade the Adjacent Channel Power Ratio (ACPR) in particular [5].

Note that the implementation of Doherty PAs is not as strongly limited by the wideband 5G NR signals
as were outphasing and polar amplifiers and can better deal with high PAPR. Actually, many publica-
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tions for designs of Doherty PAs at the mmWave frequency range exist that make use of the its structure
as an efficiency enhancement technique at power BO. Examples from the overview as presented by
Camarchia et al. in [9] include a mixed-signal Doherty PA that achieves 27.8 % PAE on average for a
64-QAM single-carrier 12 Gb/s signal [22] and a Doherty PA that achieves a PAE of 28 % at 6 dB power
BO [23]. These efficiency figures are roughly 10 percentage-points higher than the efficiency figures
reported in [9] for standard CMOS PAs.

The Doherty PA was the last of three efficiency-enhancement PAs that have been discussed in this
Chapter. As for the design examples discussed in this Section, the to-be-designed hardware has to
satisfy certain transmitter requirements to guarantee sufficient quality and intercompatibility with other
networking equipment. The next section will define the requirements for the transmitter concepts that
will be introduced in Chapters 3 and 4.

2.5 Defining the transmitter requirements

For 5G NR, the spectral regulations for 5G wireless links as derived by the organisation 3GPP dictate
the design space boundaries. These spectral regulations for the operating region of the transmitter will
determine many of its properties and other specifications logically follow from these requirements.

The spectral regulations for 5G NR have been included for many different types of equipment in [2]. The
main aim of the research in this thesis is to determine the feasibility of the proposed transmitter architec-
tures. To support this feasibility study, the 3GPP specifications have been interpreted and generalized
to present a set of representative requirements that will be used to evaluate the designs in this thesis,
refer to Table 2.3. In this evaluation, the impact of the specifications on system complexity and therefore
also on simulation time has been taken into account.

For instance, hundreds of subcarriers may be used in 5G systems [2], which would impose great strain
on computer systems having to perform simulations on transmitter designs processing so much data.
Therefore, the number of subcarriers has been limited to strike the right balance between model simplic-
ity and model accuracy. As will be shown in Chapter 3, combining 64 subcarriers already approximates
the Gaussian distribution closely, as explained in the beginning of this Chapter’.

Output power and PAPR requirements have been based on both the specifications in [2] and additional
information from industrial applications available to the author. The modulation scheme (and therefore
also the Error Vector Magnitude (EVM)) is more strict than the typically specified 64-QAM in [2] to be
able to also test future-proofing of the ideas. The remaining parameters in Table 2.3 have directly been
derived from the specifications in [2].

Table 2.3: Overview of requirements that will be used in this thesis. These requirements are a generalized
interpretation of the 5G NR — n258 operating band - Standalone requirements as included in [2].

Property Value
Carrier frequency 26.0 GHz
Subcarrier spacing 60 kHz
Number of subcarriers 64
Modulation scheme 1024-QAM
Signal’s PAPR 10.0 dB
Average output power 10.0 dBm
Maximum output power 20.0 dBm
Error vector magnitude (for 1024-QAM) | 1.0 %
Adjacent Channel Power Ratio -30.0 dBc

In addition to the specifications included in Table 2.3, the spectrum as transmitted by the designed trans-
mitters has to adhere to the spectral mask in place for the complete frequency spectrum. The Spectrum
Emission Mask (SEM) has also been included in the 3GPP standards [2]. These spectral masks can
best be visualized and have been included in Figures 2.9a and 2.9b.

"In fact, already with 16 subcarriers the approximation is close enough to calculate the clipping distortion accurately enough for
an SNR up to 50 dB, refer to Figure 3.12.
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Figure 2.9: Spectral requirements for 5G NR Standalone - 26 GHz.

Combined with the functional requirements related to OFDM modulation, the specifications in Table 2.3
provide the boundaries of the transmitter design space for the ideas in Chapter 3 and 4.
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3 PAPR REDUCTION BASED ON
FREQUENCY-DOMAIN SPLITTING

Chapter 2 has shown that the combination of many independently modulated subcarriers is at the ba-
sis of the relatively high PAPR of OFDM waveforms. This is the first of two chapters to treat hardware
solutions that process the waveform in parts. In this specific chapter, splitting of the signal along the
frequency-domain will be treated.

A system overview of the transmitter concept based on frequency-domain splitting will be introduced first.
Then, analysis will be performed to determine the PAPR reduction with respect to a 'traditional’ OFDM
transmitter that can be obtained. Design opportunities and implementation issues will be discussed.
Finally, the chapter will be concluded with an overview of the results.

3.1 System overview of frequency-domain signal splitting in 5G transmitters

To understand how the OFDM signal can be split along the frequency-domain, first refer to the 'traditional’
transmitter design for processing OFDM signals. Figure 3.1 provides a schematic of the digital hardware
of a typical transmitter using OFDM modulation.

Channel 1 VLOAM >
Q Re
Channel 2 » DAC
Incoming M-QAM - [ iFFT
bitstream (Parallel
to Serial) Im
Channel N > DAC
M-QAM >

Figure 3.1: A simplified overview of the digital hardware of a typical OFDM transmitter. To process the
OFDM signal in separate part, the iFFT block has to be discarded.

As Figure 3.1 illustrates, the individual channels (e.g. the orthogonally spaced subcarriers) in an OFDM
signal are combined in the Inverse Fast Fourier Transform (iFFT). Therefore, to realize the system as
intended in this Chapter where the OFDM signal is processed in split parts by separate analog hardware
tracks, the implementation of the iFFT should be discarded in the new transmitter concept.

Consequently, next to the intended loss of signal combination functionality, also the ability to mix the
channel symbols with the orthogonally spaced subcarriers is lost. As retaining orthogonality is paramount
to maintaining the robustness to delay spread, the frequency spacing still has to be integrated. There are
three options to do so: subcarrier mixing in the analog domain, subcarrier mixing in the digital domain or
a combination of both. These three options will now be considered.

3.1.1 Integrating subcarrier mixing

When looking at subcarrier mixing in the analog domain, the subcarrier frequency is mixed with the QAM
symbol after digital-to-analog conversion within the DAC. A benefit of this approach is that the DACs only
have to support the bandwidth of the data rate which is much lower than the fastest running subcarriers
[24]. However, this approach would heavily increase the required analog hardware, as an analog mixer
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would be required for each subcarrier. Such a large number of analog mixers would add considerably
to system complexity and introduce lay-out related problems such as leakage between the tracks.

Attempts to reduce the required number of analog mixers encounter limitations due to the required sub-
carrier spacing. To see why, consider the 'M-QAM’ blocks in Figure 3.1, each provides an |- and Q-value
at the same frequency; the data rate. If one would now add multiple of these outputs before mixing each
with its own subcarrier frequency, the individual components can no longer be distinguished because
they run at the same frequency. A hybrid combination of digital subcarrier mixing and analog mixing
would be a solution to this problem; the digital mixers provide the relative spacing between the channels
and the analog mixers translate the spectrum to the correct location in the intended spectrum, refer to
Figure 3.2. Note that summing channels without digitally integrating spacing between the carriers would
result in overlapping data.

—>  M-0AM

—>  M-04AM

—>  MoaM

1

Figure 3.2: Hybrid mixing could be used to ease the requirements on the DACs while limiting the number
of analog mixers. The digital mixers provide the relative spacing between the subcarriers. The analog
mixers translate a group of digitally spaced subcarriers (in this case three) to the correct location in the
intended output spectrum. The location of other subcarriers in that spectrum has been indicated.

As an alternative to the hybrid approach, it is also possible to perform subcarrier mixing fully in the digital
domain. This will reduce system complexity as no analog mixers are required to provide the correct
subcarrier frequencies and is closest to the original OFDM implementation. The disadvantage is that
(at least some of) the DACs will have to support the full bandwidth of the OFDM signal, increasing their
bandwidth requirements. Figure 3.3 illustrates how this process of subcarrier mixing in the digital domain

impacts the frequency spectra.
,#> l N
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| |,,#>
f

\4

[ 1

\4

A\ 4
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f After signal combination
Intended baseband spectrum DAC outputs in the analog domain

Figure 3.3: Splitting of the baseband constellation into smaller portions for processing in separate hard-
ware tracks.

Because of its simplicity and the fact that the DACs are typically fast enough to handle the full bandwidth
of the OFDM baseband signal (in the system as depicted in Figure 3.1 the DACs also have to process

As opposed to hybrid mixing, where the OFDM signal is effectively cut in pieces with narrower bandwidth, that are translated
to the correct frequency in the analog domain.
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the full baseband signal), in this chapter, the subcarrier frequencies will be mixed in the digital domain.
A discussion on this design decision will be provided in Chapter 5.

3.1.2 Digital hardware overview

In hardware terms, the digital part of a typical transmitter as included in Figure 3.1 will be replaced by
a new digital hardware section as shown in Figure 3.4. The optimum number of subcarriers to be pro-
cessed per DAC will be the subject of analysis in this chapter (in Figure 3.2 for example, 3 subcarriers
are converted using each DAC) as it will impact the PAPR of the signal at the input of each DAC.

Re
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bitstream
R
Re

—>  M-04M

Y

S It

——>»  M-04AM

Y

Figure 3.4: A simplified overview of the digital hardware of the proposed transmitter based on frequency-
domain signal splitting and parallel hardware tracks. By limiting the number of subcarriers to be converted
per DAC, its requirements can be eased. The optimum number of subcarriers will be subject to analysis
in this chapter. This design is based on subcarrier mixing in the digital domain.

The left side of Figure 3.4 shows the channels similar to those in an OFDM based transmitter (see Figure
3.1), see the 'M-QAM’ blocks. Each of these channels is mixed with its subcarrier. A number of these
subcarriers can be combined before conversion to the analog domain using a DAC. As mentioned, the
optimal number of subcarriers to combine will be explored in this chapter. Each of the rectangles in Figure
3.4 containing the subcarrier mixing, subcarrier summation and DAC will be referred to as a hardware
track.

3.1.3 Analog hardware considerations

The transmitter’s analog hardware may also benefit significantly from splitting along the frequency domain
as the parallel hardware tracks will deliver power concurrently to the load at a particular time instance.
To optimally benefit from the reduced PAPR, the required signal power should be generated when the
signal is still split, reducing the dynamic range of the to-be-generated signal and preventing part of the
problems related to a high PAPR as discussed in Section 2.2. There are three options to generate the
required analog power when the signal is still split:

» Implement the typical chain of DAC — Mixer — PA for each parallel hardware track.
* Increase the size of the DAC so that it can directly drive the mixer/load and omit the PA.

» Implement a 'regular-sized’ DAC and amplify this signal with a PA before mixing.
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The overview in Chapter 2 showed that PAs in the mmWave frequency range for 5G applications typi-
cally achieve efficiency figures less than 30 % at average output power. If the implementation that relies
on the DACs to deliver the output power would be feasible, the inefficient PA stages would be rendered
unnecessary, hopefully benefiting transmitter efficiency.

Therefore, in the remainder of this chapter, the design considerations related to the digital hardware
in Figure 3.4 and the complications of using DACs to provide the required output power for the analog
hardware will be analyzed.

Still, there are many options to implement the required analog hardware. Section 3.4 will provide a
detailed discussion on the design consequences related to its implementation.

3.1.4 Simulink model of important signal flows

To increase insight into the signal flows in the digital hardware schematic of Figure 3.4 and a straight-
forward implementation of the analog hardware by directly summing the DAC outputs, a Simulink model
has been designed, refer to Figure 3.5. Note that this example converts a single subcarrier using a single
DAC.

Subcarrier generation
0000 |[1x64] [1x64] [1x64] T |B4x1]
00 [1x64] [1x64] J_LL [1x64] | u Digital-to-Analog Conversion
A Signal combination and mixing

A =)

B

4] [64x1] B
Symbol generation L ooy PAiIl_Joal _’I’I | Re—_|[64x1 1/
i 7 \
Y 2 ax1]| X L‘L (64x1] [64x1] st || " Z . e [RX]
Random [64x1] LW [64x1h64"ﬁ o o4 /| I'JI el |
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Figure 3.5: Simulink model of the (baseband) transmitter schematic as included in Figure 3.4. Several
relevant signals have been indicated with a character, referring to the subfigures in Figure 3.6. In this
model, 1 subcarrier is converted with 1 DAC and the analog hardware consists of a simple summation
of DAC outputs.

Model details for this and all other Simulink models used in this chapter can be found in Appendix A, but
a brief explanation of the used blocks will be provided here.

Figure 3.5 illustrates how the parallel hardware tracks can be modelled in Simulink; each frame repre-
sents a single symbol and the number of elements is equal to the number of subcarriers used, in this
case 64 (refer to the requirements in Section 2.5).

Three important signals have been visualized using the model, refer to Figure 3.6. The data generated
in the 'Random Integer’ block are converted into QAM symbols using 1024-QAM mapping, refer to Fig-
ure 3.6b. Subcarriers spaced at orthogonal frequencies are then mixed with these QAM symbols. An
example of such a subcarrier has been depicted in Figure 3.6a.

After conversion to the analog domain, the signals are combined in the summation element, resulting in
the 'regular’ output of the iFFT in a typical transmitter. Figure 3.6¢ shows the real and imaginary parts of
this waveform. After upconversion, this signal can be transmitted.

Now that the transmitter basics have been covered, implementation details will be treated. The first

step is to determine the optimum number of subcarriers to convert using one DAC, the next section will
address this topic.
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(c) After summation of the DAC outputs in the analog domain,
the same signal has been restored that typically leaves the iFFT
block in an OFDM transmitter.

Figure 3.6: Visualization of three important signals as designated with the characters A, B and C in the
Figure of the Simulink model used to model transmitter signal flows, refer to Figure 3.5.

3.2 Analysis of PAPR reduction through frequency-domain splitting

This section will analyze to what extent the PAPR can be reduced when splitting up the OFDM signal in
multiple groups of one or multiple subcarriers. Subsequently, the impact of the number of subcarriers at
the input of a DAC on its requirements will be determined. As discussed in Chapter 2, the PAPR of an
OFDM waveform increases as more and more subcarriers are combined and a Gaussian distribution is
approximated.

As was also discussed in Chapter 2, statistical processes are involved in determining the PAPR. To make
the comparison between the cases with varying numbers of subcarriers fair, an estimate of the typical
PAPR of an OFDM signal will be determined by applying some clipping to yield an optimum in the balance
between quantization and clipping distortion, limiting the dynamic range and thus the PAPR. As will be
shown later, this optimum can be related to the BER of the processed signals, which makes comparing
different cases easier?.

The first part of the theoretical analysis in this chapter will therefore focus on this optimum in the digital-
to-analog conversion, which will now be analyzed for a varying number of subcarriers converted by a

2As the number of subcarriers that are combined increases, the PAPR increases. However, the relative likeliness that the
highest peaks occur decreases. This makes clipping generally more effective when the PAPR is high. In the end, what matters
is the linearity that can be achieved (e.g. the BER), hence, an optimum between clipping and quantization distortion will be used
that can be used to relate the PAPR to the BER.
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DAC.

3.2.1 The optimum between clipping and quantization distortion

In a transmitter, the discrete time-domain waveforms are converted into the analog domain by a DAC.
Fundamentally, the converted waveform has limited accuracy due to this quantization process. Linear-
ity requirements in 5G transmitters dictate a minimal SNR to enable the receiver to decode transmitted
symbols in presence of noise and distortion with an acceptable BER. Through scaling the number of
quantization levels (e.g. the number of conversion bits), the quantization distortion can be reduced.
Similarly, reducing the dynamic range while keeping the number of quantization levels constant will also
reduce the quantization distortion.

Hence, reducing the dynamic range by clipping the outer amplitude levels will benefit quantization dis-
tortion at the cost of the clipped signal power. Figure 3.7 illustrates this concept.
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Figure 3.7: Tolerating some clipping distortion to limit quantization distortion may yield lower overall

distortion. Visualized in the Figure is the distribution to which the I- and Q-parts of an OFDM waveform
adhere, a normalized Gaussian distribution.

When considering in-band signal quality only, the optimum SNR can be found by balancing the contri-
butions of clipping and quantization; this equilibrium will be used in the rest of this Chapter to determine
the required resolution for the digital-to-analog conversion process. The reader should note, however,
that the out-of-band signal leakage will be aggravated under very heavy clipping of the signal; if spectral
mask requirements are particularly strict, a different trade-off between clipping and quantization may be
required [8]. In this thesis, based on the requirements as presented in Chapter 2 and considering that
the presented design is meant as a coarse proof-of-concept, analysis will be based on in-band signal
quality only.

The following sections will first analyze the required DAC resolution for conversion of ’traditional’ OFDM
signals to form a baseline for the resolution improvement as a result of splitting up the DAC to reduce the
PAPR. A verification of this theoretical analysis will be performed in Simulink. In subsequent sections,
various methods to split up the OFDM signal into multiple subsignals along the lines of Figure 3.4 and
their impact on the required conversion resolution will be identified and characterized. For each of these
methods, verification will be performed in Simulink. The chapter will be concluded with an overview of
these results.

3.2.2 Quantization and clipping distortion in OFDM signals

The goal of this Section is to analyze the impact of balancing clipping and quantization distortion on
the PAPR for a typical OFDM signal to be able to determine the PAPR improvement when considering
splitting the signal. To be able to compute what the effect would be of clipping the outer amplitude levels
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on the distortion, the pdf of the signal can be used. As discussed in Chapter 2, when many subcarriers
are combined, the |- and Q-components of the time-domain OFDM samples will closely approximate a
Gaussian distribution®.

The probability density function of an OFDM signal

In Chapter 2, the mathematical definition for a Gaussian distribution was provided in Equation 2.3 [7].
As discussed, both the I- and Q-components of an OFDM signal adhere to this distribution.

For now, it will be assumed that enough subcarriers have been combined to approach the Gaussian dis-
tribution with sufficient accuracy, this assumption will be verified later. Integration over the full pdf yields
the total signal power P, ,,q; Which is thus equal to the variance (0%). The RMS value of the time-domain
waveform is then equal to the standard deviation (o).

Normalization of the signal power of the pdf in Equation 2.3 to unity will aid subsequent calculations and
will allow for comparison with results as published in literature (for instance in [8]):

1 (=
pla) = —=el %) (3.1)

in which x designates the signal values of either the |- or Q-component of an OFDM signal.

The closed-form expression in Equation 3.1 will now be used as basis in determining the distortion as a
result of clipping. Note the significance of the normalization of the signal power to unity; any distortion
components that will be derived in subsequent sections using the result in Equation 3.1 can be related
to a signal power of 1 to find the SNR.

Clipping distortion in OFDM signals

Referring back to Figure 3.7, if clipping is applied to the outer levels starting at some level + z., then
the signal values exceeding these levels form the total power of the clipped signal portions, Figure 3.8
illustrates this concept for the positive signal values.
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Figure 3.8: Zoomed part of Figure 3.7. Integration of the squared signal values out from the clipping
level gives the power of the clipped signal portion. As an example, clipping is applied at x = 3.

As Figure 3.8 illustrates, the signal values beyond the clipping level can be integrated to determine the
distortion as a result of clipping. By squaring the signal values, the distortion power can be determined.
Mathematically, this can be described as in Equation 3.2.

Putipped =2 / (- 20)? p(a) - do (32)

c

3In this Chapter, when OFDM signals are mentioned in relation to a DAC without explicitly mentioning the I- or Q-component,
still either the |- or Q-component is meant as each is converted by a separate DAC. In other words, analysis is based on normally
distributed signals.
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Note that it was assumed that the clipping distortion for the positive levels is equal to the clipping power
of the negative levels, hence the factor 2.

In [8], a closed-form expression for Equation 3.2 after substitution of the Gaussian distribution has been
provided:

’L'2.
V2-x.-et
/T

Peippea = (22 4+ 1) -erfc ( e > - (3.3)

V2

in which er fc is the complementary error function.

Equation 3.3 will be evaluated to determine the power of the portion of the signal that has been clipped.
Since the result in Equation 3.3 is based on a normalized signal power for x of 1, the signal-to-distortion
ratio can be easily calculated by inverting the result in Equation 3.3. First, the distortion as a result of
quantization will be examined.

Quantization distortion in OFDM signals

The remaining dynamic range after clipping is equal to 2 - z. and will be divided into quantization levels
along the number of conversion bits the DAC provides. This process creates distortion as an instanta-
neous signal value will be rounded to the nearest quantization level available. In literature, this so-called
quantization distortion is considered to be uniformly distributed over the Nyquist bandwidth for sine-
waves if the number of bits is equal to 7 or higher [25]. For a lower number of bits, quantization distortion
applied to sine-waves shows up as harmonic distortion.

For the (combination of) subcarriers as used in 5G systems, the number of bits required is typically higher
than 7 bit to achieve sufficient SNR. In this case, the concept of uniformly distributed distortion is valid,
which could be described by the following mathematical expression [25]:

2.2, \°
Pquantizam’on = (M) (34)

in which IV stands for the number of bits used in the conversion.

In case the optimum resolution is lower than 7 bit, this analysis will be revisited to determine its impact
on the validity of the results. Note that, similar to the result on clipping distortion, the result in Equation
3.4 is based on a normalized signal power of 1 and that the signal-to-distortion ratio can be determined
by inverting the result in Equation 3.4.

Optimum resolution for conversion of OFDM signals

A balance will now be sought between clipping and quantization distortion. First, assumptions that were
made in the derivation of both the expression for clipping distortion (Equation 3.2) and quantization
distortion (Equation 3.4) will be summarized:

» A Gaussian distribution was assumed to sufficiently model the combination of independently mod-
ulated subcarriers into the |- and Q-components of an OFDM signal.

» The portion of the signal to be clipped was assumed to be symmetrically divided over the extreme
positive and extreme negative amplitude levels.

« Distortion as a result of quantization was assumed to be accurately modelled with uniformly dis-
tributed distortion over the Nyquist bandwidth.
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In addition to these assumptions, an extra assumption is necessary to find the optimum resolution. As
both distortion mechanisms have different origins, careful consideration of their effect on the signal’s
linearity is required. To determine if both contributions can be summed, one has to know if the clipping
distortion is uniformly distributed such that it can be added to the uniformly distributed quantization dis-
tortion [8].

Clipping the signal leads to higher order harmonic distortion due to the abrupt signal changes. These
higher-order components are beyond the Nyquist frequency and will, without excessive Anti-Alias (AA)
filtering, fold back into the Nyquist band. This process looks scrambled as the harmonic components
are distributed across many different frequencies and the result approximates a uniformly distributed
'noise floor*. An additional assumption will therefore be made to allow summing of the clipping and
quantization components:

« Distortion as a result of clipping will be assumed to be accurately modelled with uniformly distributed
distortion over the Nyquist bandwidth.

When considering only the contributions of quantization and clipping to the distortion of the signal, a
specified BER can be achieved by increasing the resolution of the DAC and/or decreasing the clipped
portion of the signal until the combination of clipping and quantization distortion drops below a particular
level. This level is typically specified as a minimal SNR® which follows from analyzing the impact of
Additive White Gaussian Noise (AWGN) on the BER of M-QAM signals such as in [26], refer to Equation
3.5.

SNR = Psignal _ 1 (35)

Pcli’ pin, + P(uantization - .z _eﬁ .z 2
o e e (1) - 25+ (st
The results in Equations 3.2 and 3.4 can be plotted to visualize the distortion components, see Figure
3.9. Following the resultin Equation 3.5, to achieve a particular SNR, the inverted combination of clipping
and quantization distortion should be lower than the desired SNR.
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Figure 3.9: Distortion with respect to a normalized signal as a result of clipping (Pclip) and quantization
(PQ). An example of a sum of both components has been included (black line).

4In a way this is very similar to quantization distortion, where the many harmonic tones also appear scrambled and fold back to
form a noise floor.

5Note that the term SNR is used to reflect on the uniformly distributed distortion for both the clipping and quantization components
as if both form a noise floor. More technically correct would be the use of the Signal-to-Noise-and-Distortion Ratio (SINAD).
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Verification in Simulink

A Simulink model has been designed to verify the analysis presented in the previous Section, refer to
Appendix A. The basis of this Simulink verification is replication of the theoretical curve of the combined
clipping and quantization distortion as included in Figure 3.9 (for 8 bit resolution). Note that for this curve
a Gaussian distribution was used, which is asymptotically approached through increasing the number
of subcarriers. To keep simulation time within feasible limits, it has been assumed that 64 subcarriers
sufficiently approach the Gaussian distribution. The results can be found in Figure 3.10.
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Figure 3.10: Comparison of the theoretical distortion components and Simulink simulation results. The
light blue line is identical to the black line as visualized in Figure 3.9.

Several remarks regarding Figure 3.10 are in place:

» For low normalized clipping levels (e.g. up to 2.5 - RMS), the theoretically predicted distortion
closely matches the simulated SNR.

+ For high normalized clipping levels (e.g. from 4.5 - RM S upwards), the same is true.

+ In between these regions, the theoretical curve and simulated result differ up to 2 dB around 3.5 -
RMS. Noting that this discrepancy occurs at the point where the distortion components due to
clipping and due to quantization are expected to be roughly of equal magnitude, the assumption
that both components could be linearly added does not accurately hold. Considering that the results
are accurate within 2 dB nonetheless, no extensive analysis into the correct summation of both
distortion components was deemed necessary.

Peak-to-average power ratio of OFDM signals

The results as plotted in Figure 3.10 also provide information on the PAPR of a typical OFDM signal.
As an example, based on the settings as used to plot the results in Figure 3.10, the optimum amplitude
level to apply clipping would be equal to 3.8 - z g5 as here the combined distortion is lowest. This value
enables determining the PAPR through the relation as included in Equation 2.5:

2 . 2
pAPR = Zpeeil _ B8 wavis)” g 2 (3.6)

2
LTRMS TRMS

Typically, the PAPR is specified in decibels, in which case the result would be equal to 11.6 dB.
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3.2.3 Quantization and clipping distortion in split-up OFDM signals

This Section marks a turning point as the theoretical analysis will proceed to explore the novel system
concept as presented in this thesis.

Both the I- and Q-components of an OFDM signal can be split-up in multiple signals to reduce their PAPR.
As a result, the mathematical analysis as presented in Section 3.2.2 is no longer valid; the assumption
that a Gaussian distribution was applicable has been violated. To be able to compute the reduction in
PAPR and the resolution that is required for optimal digital-to-analog conversion, another method has to
be used to determine the pdf.

As the aim of this section is to determine the optimal resolution for a varying number of subcarriers
converted per DAG, it is instructive to have a look at the pdf of a single subcarrier first and analyze what
happens when multiple are combined.

The pdf of an OFDM signal with a small number of subcarriers

Mathematically, a subcarrier is a sine-wave running at its subcarrier frequency with an amplitude deter-
mined by its QAM symbol value. Figure 3.11 approximates the pdf of a sine-wave with amplitude 1 in
histogram format with a limited number of bins.
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Figure 3.11: A histogram of a single subcarrier (a sine wave) with an amplitude equal to 1. The distribution
of a sine wave has the shape of a bathtub.

A closed-form expression for the pdf as approximated in Figure 3.11 is [27]:

1

(z) = —F——
g /11— (x/A)?

in which A is the amplitude of the sine-wave, which in case of QAM modulated signals is
determined by the QAM symbol value.

(3.7)

To find a pdf for multiple subcarriers combined, convolution in the amplitude-domain can be performed
as each subcarrier has identical statistical properties and is independent [7]:

pcombined(x) =P (IL‘) ®p2($) ® ... ®pn($) (38)

In order to simplify the analysis, it will now be assumed that the subcarrier can also be sufficiently accu-
rately modelled with a uniform distribution stretching up to the sine-wave’s amplitude:
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p(a) = H(z + A) — H(z — A) (3.9)

in which H is the Heaviside step function.

To perform the convolution, the result in Equation 3.9 will now be transformed to the LaPlace domain
using the LaPlace transformation:

P(s) = /00 e st p(z) - dw (3.10)
0
Resulting in:
76AS
P(s) = <i - > (3.11)

If all subcarriers would take on the same amplitude (QAM symbol), finding the pdf of the combined signal
would be a matter of raising the result in Equation 3.11 to the power of the number of subcarriers and
transforming back to the time-domain. However, the amplitude of each carrier is a statistical process in its
own. As the QAM amplitude values of the subcarriers are discrete samples in a set sized /M elements,
it is difficult to substitute this distribution into the result of Equation 3.11. Instead, the combined pdf will
be computed numerically for a large set size and the resulting pdfs will be normalized and combined to
closely approximate the final pdf of the OFDM signal. Mathematically, this results in the following steps:

1. Determine values for the QAM amplitude of each subcarrier by randomly picking, with replacement,
fromaset {~¥M . -2 -1,1,2,.., Y1}

2. Compute the combined pdf for this run by evaluating:

n 1 _ LA(i)s
Pcombined<s) = H ( - ¢ ) (312)

- S S
i=1

3. Transform the result of Equation 3.12 back to the amplitude-domain using the inverse Laplace
transform.

4. For a set number of symbols, redo steps 1, 2 and 3. Since the results are multiple runs for the
same probability variable, they can now be averaged to find a close approximation to the pdf of a
subset of the OFDM signal.

Using the numerically approximated pdf, the clipping and quantization distortion components can now
be determined.

Using the numerically approximated pdf to determine distortion components

The results of the previous section have been determined numerically using MATLAB, resulting in a
discrete (sampled) expression for the pdf. To find the clipping distortion using Equation 3.2, integration
will have to be performed on these (sampled) numerical results of the previous section. An option to do
so is through the use of the midpoint rule. It estimates the area under a sampled curve by considering
two subsequent sample moments a and b by fitting a rectangle:

/abf(x)dx%(b—a)f(a;b) (3.13)

After applying the midpoint rule to Equation 3.2 and using Equation 3.4 to calculate the quantization
distortion of the remaining dynamic range, the optimum resolution for the DAC can be determined.

The distortion curves for a varying number of subcarriers per DAC have been visualized, see Figure
3.12.
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Figure 3.12: Distortion components for a varying number of subcarriers per DAC. Quantization distortion
curves have also been included, but do not depend on the number of subcarriers, only on the resulting
dynamic range.

Several remarks regarding the plot in Figure 3.12 are in place:

« With an increasing number of subcarriers combined, the clipping distortion for the same clipping
level increases and eventually saturates. Eventually, enough subcarriers have been combined to
approach the Gaussian distribution as visualized in Figure 3.9. The increment in clipping distortion
for the same clipping level between 8 and 16 subcarriers is at maximum smaller than a few dB.

» For a lower number of subcarriers combined, the clipping distortion drops faster as the clipping
level is increased. This is in line with the reduced PAPR, more signal power is concentrated closer
to the normalized RMS value of the signal.

* Note that the analysis implicitly assumed that the quantization distortion does not depend on the
number of subcarriers, but is directly related to the clipping level and the resulting dynamic range.

Optimum resolution for converting a limited number of subcarriers with a DAC

Similar to the OFDM case, when considering only the in-band signal linearity, for each of the distortion
curves, the optimum number of bits in terms of distortion can now be determined by considering the
combination of clipping and quantization distortion.

As an example, the optimum resolution for 1024-QAM modulated signals that should have a BER less
than 10~* has been plotted in Figure 3.13 for a varying number of subcarriers. Through analysis on
AWGN and related SNR and BER as in [26], the required SNR for a typical BER is known. Depending
on the number of subcarriers desired, the correct distortion curve from Figure 3.12 is selected and com-
bined with the correct quantization curve until the combined distortion drops so that the desired SNR has
been achieved.

Figure 3.13 indirectly provides information on both the PAPR reduction and the gain in resolution required
for each DAC. Table 3.1 provides an overview of these improvements. The PAPR values as included
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Figure 3.13: Optimum resolution and normalized clipping level to reach a BER of 10~* with 1024-QAM
for a varying number of subcarriers.

in the table have been calculated using Equation 2.5 from Chapter 2 in a similar way as the result in
Equation 3.6 had been established.

Table 3.1: Overview of PAPR improvement and gain in DAC resolution when splitting up an OFDM signal
into smaller signals. Resolution optimum is to achieve a BER of 10~* with 1024-QAM.

Number of | Optimum PAPR | Optimum DAC | Change in PAPR wrt | Gain in DAC reso-
subcarriers (Figure 3.13) resolution (Fig- | Gaussian case lution wrt Gaussian
per DAC ure 3.13) case

1 2.60%2 = 6.8 7.5 bits 2.49x lower (-4.0 dB) 1.0 bit

2 3.522 =124 8.2 bits 1.36x lower (-1.3 dB) 0.3 bit

4 3.86% = 14.9 8.4 bits 1.13x lower (-0.5 dB) 0.1 bit

8 4.022 = 16.2 8.5 bits 1.04x lower (-0.2 dB) NA

Verification in Simulink

Reusing the model that verified the analysis of the optimum in clipping and quantization distortion for
OFDM signals, the results in Figure 3.12 have been verified in Simulink. Figure 3.14 compares the
estimated results as plotted in Figure 3.12 to Simulink simulation results. Note that the distortion com-
ponents in Figure 3.12 have been visualized separately. In the Simulink model, one value for the SNR
can be determined after applying both clipping and quantization, refer to the model details in Appendix
A. Therefore, the combination of clipping and quantization distortion will be verified. The quantization
resolution has been set to 8 bit.

Several remarks regarding Figure 3.14 are in place:

* In general, the discrepancy between the Simulation results and the theoretical approximation is
larger than in the Gaussian analysis as visualized in Figure 3.10.

» Comparing the Simulink simulation results and the estimated distortion components, systematically
lower clipping distortion for a constant clipping level can be identified in the Simulink simulation
results. The contributions from quantization distortion that can be identified in the Figure match up
to a few dB accuracy.

28



T T 0

Theory 1 subcarrier
5 S — — —Theory 2 subcarriers 4.5
5 Theory 4 subcarriers
***** Theory 8 subcarriers
—S— Theory 16 subcarriers
Simulation 1 subcarrier
— — — Simulation 2 subcarriers
Simulation 4 subcarriers
***** Simulation 8 subcarriers

©— Simulation 16 subcarriers | |

o

o

Negative value of simulated SNR (dB)

-20 -

N
o

-25 -

N
o

-30 -

Distortion magnitude in dB
)
o

-35 -

&
a

-40 +

IS
o

EN
o
T
I
N
o

0.5 1 15 2 25 3 3.5 4 4.5 5
Clipping level normalized to RMS-value

Figure 3.14: Comparison of the estimated distortion components to Simulink simulation results. Quanti-
zation resolution has been fixed for all curves to 8 bit. The number of subcarriers converted per DAC is
varied, but note that the total number of subcarriers processed is always equal to 64.

» The reason for this difference is oversimplification of the mathematical analysis. Since the pdf of
the subcarrier sine waves was approximated with a uniformly distributed pdf, there exists mismatch
between the RMS values used in the theoretical approximation and those valid for sine-waves. The
RMS value of a uniformly distributed pdf is equal to that of a triangular wave and thus zpc.x/V/3,
leading to a mismatch factor in the x-axis values of roughly v/3//2 = 1.2 for the clipping distortion
components, which can indeed be identified in Figure 3.14.

+ As aresult, the gain in both PAPR and resolution has been slightly underestimated in Table 3.1.

The PAPR reduction as a result of splitting up the OFDM signal along the frequency-domain has now been
determined and verified using Simulink simulations. Before proceeding to exploring how the reduced
PAPR can be exploited in a transmitter, a short discussion on an alternative frequency-domain splitting
approach will be included.

3.2.4 Directly converting QAM amplitude levels

An additional implementation alternative to splitting up the OFDM signals into groups of subcarriers is
to perform direct conversion of the subcarrier amplitudes, e.g. having the DAC output square waves.
Through conversion of amplitude levels only, both the DAC’s sample rate and resolution can drop. In
case of a 1024-QAM signal, the number of bits required for conversion of both the I- or Q-component of
a single subcarrier would be equal to log2(1/1024) = 5, which is a significant reduction to the rough 9 bit
required in conversion of the full OFDM signal.

There are, however, two major problems with this approach which is why it will not be considered further
in this Chapter. First, similar to arguments used in the discussion on integration of subcarrier mixing in
Section 3.1.1, to prevent data from overlapping, subcarrier spacing would have to be integrated digitally
if multiple subcarriers should be converted per DAC. This would again increase the number of different
amplitude levels required and hence the DAC’s resolution requirement.

Second, to meet the SEM as defined in Chapter 2, pulse shaping is typically applied in transmitters.
Through pulse shaping, abrupt transitions between samples are softened to avoid ’jumps’ in the signal
which cause harmonic distortion, leading to violation of the SEM. Pulse shaping is applied in the digital
domain; if the DAC is optimized to convert only QAM amplitude levels, the number of quantization levels
might not be sufficient to apply pulse shaping with enough accuracy.
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3.2.5 Overview of PAPR reduction analysis as a result of frequency-domain signal splitting

Section 3.2 analyzed the impact of splitting up an OFDM signal along the frequency domain on the PAPR
of the resulting signals. The optimum in clipping and quantization distortion served as basis for this the-
oretical analysis. For the ‘traditional’ OFDM case, the combination of the calculated clipping distortion
in Equation 3.2 and the quantization distortion in Equation 3.4 resulted in the distortion components of
Figure 3.9.

Subsequent analysis on the effect of converting fewer subcarriers in each DAC resulted in the distortion
components as plotted in Figure 3.12. To provide an indication, the relative improvement of both the
PAPR and required conversion resolution for a 1024-QAM signal with a BER of 10~* had been provided
in Table 3.1. This specific, yet realistic, example indicated that to obtain significant reduction (more than
a few dB) in both PAPR and required resolution, no more than 1 subcarrier should be converted per DAC.

Along the requirements for 5G transmitters as dictated in the 3GPP requirements [2], hundreds of DACs
would be required to obtain the desired output signal if only 1 subcarrier would be converted with a single
DAC. Even if the marginal PAPR decrease of a factor 1.1 is accepted and a maximum of 4 subcarriers are
converted per DAC, the number of DACs required is excessive. These results provide a first indication
that the added benefit of frequency-domain splitting within the boundary of 5G transmitter requirements
is marginal. Putting aside the reservations on the amount of hardware required for the moment, the
benefit of the reduced PAPR as a result of signal splitting on the transmitter’s implementation will now
be analyzed.

3.3 Exploiting alleviated PAPR characteristics in transmitters

The overview presented in Section 3.2.5 has shown that the PAPR can be reduced with respect to the
‘traditional’ OFDM case by converting only a few subcarriers per DAC. This Section will discuss how the
transmitter should be designed to benefit from this PAPR reduction. Two distinct areas will be considered.
First, design considerations related to the digital-to-analog conversion process will be considered and
the impact of the lower PAPR on the DAC’s specifications will be analyzed. Second, it will be investigated
if the inefficient PA can be omitted by making use of the parallel DAC outputs.

3.3.1 Benefiting from signal splitting in the digital-to-analog conversion process

Within the boundary of the 5G transmitter requirements as presented in Chapter 2, the digital-to-analog
conversion process can be given shape. The subsequent sections will analyze DAC designs possible
within the design space and how the designs suitable for use with 5G NR benefit from reduced PAPR
and a reduction in resolution.

DAC architectures

DACs convert some sampled digital signal into a time-continuous waveform that has to be delivered to
a load impedance at some power level. A physical reference quantity is used to derive accurate output
levels that can be selected depending on the incoming digital code. In some cases, when the designer
can also implement the hardware preceding the DAC, there is an additional freedom in interpreting the
digital code representation.

The reference quantity from the physical domain on which the DAC is based is limited to one of four
options [25]: voltage, current, charge or time. Multiple output levels can be created from this reference
quantity through the use of a unary, binary or segmented structure. A full analysis on all possible DAC
implementations is beyond the scope of this thesis. However, some general remarks on each domain
will be provided and their compatibility with the 5G design space will be discussed.

Voltage-domain DACs

Voltage-conversion DACs make use of resistor strings to divide a reference voltage into smaller portions.
Due to fundamental limitations in matching of the resistors, resolution is roughly limited to 10 bit [25]. Ina
unary voltage-architecture, a resistor string is typically used, while binary architectures make use of so-
called R-2R resistor strings. Several techniques exist to further improve linearity and accuracy, mostly
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based on calibration techniques. Voltage-domain DACs require a buffer to drive a load and are most
widely used for low-performance conversion.

Current-domain DACs

Multiple weighted copies of a ’golden’ current-source reference together comprise a typical current-
domain DAC. Current-domain DACs can be classified into two distinct architectures: current-switching
and current-steering devices. In current-switching devices, unused currents are switched off to limit
dissipation. However, charging and discharging the current sources in switching is slow, limiting the
bandwidth of such designs. In addition, to reduce the code-dependent output impedance, a buffer is
required for this type of DAC, limiting the output swing and increasing power dissipation.

Current-steering DACs solve these typical problems by only steering the currents to either the supply
and the output in a single-ended architecture or between the positive and negative output in a differential
output. Consequently, all the current flows all the time (class A conduction), leading to relatively poor effi-
ciency. As no large capacitance has to be charged or discharged when changing codes, current-steering
DACs provide fast performance and are the topology of choice for high bandwidth, high performance
DACs.

Charge-domain DACs

In charge-domain DACs, charge is the information carrying quantity. Through a combination of charg-
ing of select capacitors in a capacitor bank and subsequent amplification of the resulting voltage, digital
codes can be converted to an output current. Charge-domain DACs are very efficient due to the small
charge packages required in the conversion. Although a buffer is required, slightly limiting the efficiency,
these DACs are the topology of choice for efficient implementations. Similar to voltage-domain DACs,
because a buffer is required, the bandwidth these DACs can achieve is limited.

Time-domain DACs

Signal information is contained in the succession of switching moments. Most of the time-domain DACs
make use of 1-bit systems, which benefits linearity as there are no inherent errors in the transfer curve.
However, because information is contained in the succession of switching moments, the bandwidth that
can be achieved is lower. Time-domain DACs are the architecture of choice for superior linearity at low
frequencies.

Compatibility with the 5G design space

The exact bandwidth of 5G baseband signals varies, but is in the range of hundreds of MHz [2]. In
realistic systems, the DAC has to be able to process some overhead in bandwidth to allow for feasible
AAdilters®. In many cases, oversampling and interpolation are applied to limit spectral leakage, further
increasing the bandwidth demands. As a result, bandwidth requirements close to a GHz are to be ex-
pected.

Such bandwidth requirements make the design of a buffered DAC very challenging as the buffer adds
an additional pole to the DAC’s transfer function, limiting its bandwidth. This demand rules out the use
of buffered DACs and dictates the use of current-steering DACs.

It should be noted that the bandwidth requirement can be alleviated by performing subcarrier mixing
partly in the analog domain along the lines of the technique as proposed in [24] and explained in Figure
3.2. However, this technique results in a significant increase in complexity as additional mixing has to
be performed in the analog domain.

Effects of resolution reduction in current-steering DACs

To analyze what the benefits of the reduction in resolution as presented in Table 3.1 would be to current-
steering DACs, typical architectures used for current-steering digital-to-analog conversion will be ana-
lyzed first.

8Typically, oversampling and subsequent FIR interpolation are used to place the first aliases as a result of digital-to-analog
conversion sufficiently far away to make anti-alias filtering feasible. For more detailed information on AA-filtering, the reader is
referred to treatment in literature, such as in [5].
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As with most DACs, current-steering devices can be designed to be either single-ended or differential.
For both implementations, the reference quantity can be copied using one of three options: a unary
architecture, a binary architecture or a combination of both called the segmented architecture. Figure
3.15 combines each of these options into a single figure. Shown in the Figure is a segmented DAC
architecture, which consists of a unary current-source section (here in red) and a binary section (in
green). Depending on the implementation, either the single-ended load is connected where only useful
current flows to the load and the rest is dumped in the supply rail, or the differential load is selected,
where all current flows to the load all the time and the voltage difference between the two sides provides
the output quantity.

Single-ended

Vout VDD
| | I I I I I I I I Vop
IEEEEEEEREREREREREREE
161, o cach 81 41 20 I b Yout:
LSB LSB LSB LSB LSB Diﬁ”erential

Figure 3.15: A schematic overview of a 7-bit segmented current-steering DAC. Depending on the imple-
mentation, either the single-ended load or the differential load is to be connected to the current-source
array.

The use of segmentation is a compromise between excessive amounts of hardware and large Differential
Non-Linearity (DNL) and Integral Non-Linearity (INL) errors as a result of transistor mismatch [25]. The
DNL describes the deviation between two analog values corresponding to adjacent digital values, while
the INL describes the deviation between the actual analog output measured for a code and the ideal
output value. On the one hand, a full binary implementation would reduce the amount of current sources
from 2V to NV but the large 'jumps’ in current when sources are steered lead to severe DNL [25]. On
the other hand, a full unary implementation requires the maximum number of sources, but has relatively
good linearity performance. Basically, the trade-off between the size of the binary and unary partitions
is related to the linearity demands of the architecture in which the converter is used.

To be able to evaluate the impact of the resolution reduction on the required number of current sources,
its impact on the segmentation trade-off has to be known.

Analysis of optimal segmentation in current-steering DACs
The largest DNL error occurs when the current-steering DAC steers from a binary section to the next
unary source, because these sources are largest. The variance of this DNL error has been characterized

in [28] as:
2 2 2 2
9 B O Lunary + OTant binary _ 92Npinary . O—Iun,ary + (2Nbinary _ 1)2 ' Ol binary (3 14)
ODNL, B--»U = 72 - 72 72 ’
LSB unary all binary

inwhichoy,,.... 01.:..., TEPresent the standard deviation of a unary source and of the sum
of binary sources respectively, I1,s5, Tunary, Laubinary are the LSB current source size, unary
source size and the sum of the binary source sizes respectively and Ny;yqry is the resolution
of the binary section.

The physical origin of the mismatch effects can be substituted to characterize the design parameters that
impact the DNL [25]. If the assumption is made that the gate area of the binary section is of equal size
as the gate area for a single unary source (which is typically roughly true as the binary sources summed
provide current of almost equal magnitude as a single unary source, refer to Figure 3.15), then:
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in which Ay,, is a technology conversion constant, 1 L is the current source’s active area
and (Vs — Vi) is the current source’s overdrive voltage.

Equation 3.15 allows estimating the division between unary and binary sources in the 'traditional’ OFDM
case of 8.5 bit and in the individual DACs after splitting where 7.5 bits would suffice (Table 3.1). The
spread in DNL as calculated by Equation 3.15 is not dependent on the DAC’s resolution. Since the limit
to this spread is set by the linearity specifications, the binary resolution will not scale when the DAC’s res-
olution does. A global decrease in resolution therefore scales the number of unary sources. To provide
an indication, using a current source area of 25 m?, an overdrive voltage of 300 mV and a mismatch
factor Ay,, = 3 mV um, the resolution for the binary partition can be estimated for both cases to be a
maximum of 5 bit [25].

If the binary partition is set to a size of 5 bit, then the reduction in area as a result of the reduction in
resolution from 8.5 to 7.5 bit can be estimated. In making 285 = 362 levels, 2° = 32 of these can be
binary. For the other levels, (36237;32) = 10.3 unary sources of 32155 (hence 11) are required. The total
occupied area is then equal to 12 unary sources. A similar analysis for the 7.5 bit case results in an
area of 6 unary sources. Assuming the current sources are of equal size, the area reduction per DAC is

therefore equal to a factor 2.

Considering that, within the design space of 5G transmitters, the number of subcarriers required is in the
hundreds or thousands, the required area becomes excessive. Already with converting 2 subcarriers in
a single DAC, the area of the smaller DACs combined would be equal to the original area of the DAC
converting the complete |- and Q-components of an OFDM signal. The use of signal splitting along the
frequency-domain to benefit the DAC requirements is therefore unattractive.

The next section will explore the use of signal splitting to generate the required output power and benefit
efficiency through omission of the inefficient PA stage.

3.3.2 Omitting the power amplifier

A major transmitter requirement is to maintain sufficient output power to allow the receiver to decode
the incoming signal at the other end of the wireless channel under presence of noise and distortion. In
mmWave applications, providing sufficient amplification with acceptable efficiency is difficult due to the
stringent linearity requirements and high PAPR. After splitting in the frequency-domain, multiple DACs
concurrently provide a fraction of the required power and at reduced PAPR. This section will explore if
these DACs can replace the inefficient PA stage.

Following from the specification for the minimum output power as provided in Chapter 2, an average
output power of 10 dBm and 10 dB PAPR will be assumed, leading to a peak power of 20 dBm.

First, the required output current for the DACs in case of a 'traditional’ OFDM transmitter will be calculated.
After that the impact of splitting up the signal along the frequency-domain on the required output current
for each DAC will be evaluated. Then, the need for a PA will be evaluated.

Output current of the DAC in an OFDM transmitter

An estimate of the required output current of a DAC will be provided when no PA is present in the signal
chain of a ’traditional’ OFDM transmitter. As the peak power requirement is most stringent, it will be used
to perform the subsequent analysis.

To generate 20 dBm peak output power in the 50 2 antenna load, assuming a sinusoidal signal, the peak
antenna current should be equal to roughly:

Pa7l —pea W
Incak—ant = Irns - V2 = thi:() V2= 63mA (3.16)
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Typically, to match the antenna’s impedance to the preceding hardware, impedance matching is applied,
further increasing this current. Here, impedance matching will not be considered as its exact implemen-
tation details are dependent on factors related to the PA’s exact implementation.

In an OFDM transmitter, as visualized in Figure 3.1, two DACs are generally used; one for the I-phase
component and one for the Q-phase component. Quadrature-separating the peak current as provided
in Equation 3.16 yields:

63 mA
Ipeak—DAC—OFDM = 5 =44.5mA (3.17)
The result in Equation 3.17 holds for each of the DACs. Note that incorporating impedance matching
and losses of the other circuits into this equation would further increase the required current.

Next, the effect of signal splitting on the required output current will be determined.

Output current of the DACs after signal splitting

Similar analysis on the required output current after signal splitting for each DAC will now be conducted.

On average, the sum of the DAC output currents should amount to an output power of 10 dBm (refer
to the specifications in Chapter 2), resulting in an average output current of 14 mA in a 50 Q2 load. With
every doubling of the number of DACs because of signal splitting, the average output current of each
DAC drops with a factor /2 as a result of power conservation.

The resulting maximum current can be determined using the PAPR analysis as conducted in the begin-
ning of this Chapter; if 16 or more subcarriers are combined in a single DAC, the PAPR of the combined
signal would be equal to 10 dB. For fewer subcarriers converted per DAC, it drops along the results in
Table 3.2.5. For 10 dB PAPR, the peak current at peak output power is a factor v/10 - /2 higher than the
average RMS value, due to the 10 dB PAPR and the conversion factor for the RMS value of a sine-wave.

Equation 3.16 relates the number of DACs to their peak current. Note that this Equation assumes that
the PAPR at the input of each DAC is equal to 10 dB. For a lower number of subcarriers converted per
DAC, the /10 factor will have to be adapted according to the result in Table 3.2.5.

Pont—ava (W ~loga(n)
IpeakaACfsplitting = tzligd() . (\/5) -v/10 - \/5 (318)
oa

in which the power '—log2(n)’ indicates that the power per DAC halves and hence the RMS
current decreases with a factor /2 with every doubling of the number of DACs and the total
number of DACs (sum of |- and Q-DACs) is given by n.

Evaluating the need for PAs after signal splitting

Equations 3.17 and 3.18 provide the peak output currents of the DACs for the traditional OFDM trans-
mitter and transmitter based on signal splitting respectively. Now, in evaluating the need for a PA, it is
not so much the ability of the DAC to provide the required output current (it can be scaled by combining
multiple DACs in parallel for instance) that is limiting the ability to omit the PA, but the linearity of the mix-
ers following it [5]. In an OFDM system, the mixer handles a relatively small signal and the PA provides
the required power gain.

Performing upconversion on signals with excessively large swings will introduce strong non-linearity
mainly as a result of gain compression, violating the strict linearity requirements for 5G NR transmitters
as discussed in Section 2.5. Appendix B provides an overview of non-linearity mechanisms in mixers.
The upper limit to the input current’s magnitude with which the mixer can still upconvert the signal with
sufficient linearity has to be known to be able to evaluate the need for PAs. More detailed analysis into
this limit will now be provided.
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Figure 3.16: Schematic of a fully differential current-driven passive mixer.

Due to the fact that currents are readily available at the DAC outputs and due to their superior linearity
performance, the use of current-driven passive mixers has been investigated in more detail. Figure 3.16
provides a schematic of a typical current-driven passive mixer.

Extensive simulations into the linearity of current-driven passive mixer implementations in 22FDX tech-
nology have been conducted in a parallel project within the Integrated Circuit Design group at the Uni-
versity of Twente [29]. Results show that the implementation as depicted in Figure 3.16 based on N-type
Metal Oxide Semiconductor (Field-Effect Transistor) (NMOS) devices has its 1 dB compression point at
-8 dBm (referred to 50 2), which would come down to a peak current of 2.5 mA. Even without consider-
ing any back-off from the 1 dB compression point, this would require 630 DACs according to the result
in Equation 3.187, which is unacceptable. Therefore, two implementations with improved linearity have
been considered as well, refer to Figure 3.17.

e %_%—\_

Transmission gate Bootstrap switch

Vin+
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Figure 3.17: Schematic overview of a typical transmission gate and bootstrap implementation.

Simulations show that the transmission gate implementation achieves a 1 dB compression point of -4
dBm [29]. Again, without considering back-off from this compression point, the maximum peak current
would be equal to 4.0 mA, requiring roughly 250 DACs, still surmounting to infeasible amounts of hard-
ware.

At the time of publication of this thesis, no results on a bootstrap implementation were available for the
22FDX technology. However, the results on an NMOS or transmission gate implementation show that
excessive amounts of hardware are required to upconvert the signal with sufficient linearity and a boot-
strap implementation is not expected to boost the -4 dBm compression point of the transmission gate

Solving Equation 3.18 for a maximum peak DAC current after splitting of 2.5 mA yields n = 630 with an average power of 10
dBm (is 10 mW).
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implementation to acceptable values in the range of 5 - 10 dBm. Implementing a PA in each chain would
allow for reducing the magnitude of the current the mixers have to handle while still meeting the require-
ment on transmitted signal power. Unfortunately, since the analysis in the beginning of this Chapter has
shown that only when converting a single subcarrier per DAC the PAPR of each signal would be reduced
by -4 dB, each of these amplifiers would be just as inefficient as those presented in Chapter 2 as the
PAPR at the input of each PA would still be equal to roughly 10 dB, refer to Table 3.1.

Nonetheless, there might be applications where the linearity requirements are less strict or fewer sub-
carriers are required. To fully evaluate the effectiveness of splitting the signal for these applications, the
design considerations related to signal combination in the analog-domain also have been explored. The
next section will cover these considerations.

3.4 Signal combination in the analog domain

To complete the feasibility study on a transmitter design based on frequency-domain signal splitting,
design considerations related to combination of the parallel DAC outputs into the antenna load will be
treated in this Section. In line with the analysis in the previous section, a situation will be considered
where the PA may be omitted. To avoid having to upconvert signals with a large magnitude, each DAC
will be followed by its own mixer. Figure 3.18 provides the architecture of the signal combination in the
analog domain. Together with the digital hardware as included in Figure 3.4, these provide a schematic
overview of the complete transmitter.

'In-phase’ hardware

i C :

E . E 1Q-combiner

! 26 GHz '

Digital | ] To
hardware : B .' ; ! antenna

: | :

: | | ' 'O-phase’
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Figure 3.18: Situation sketch of signal combination in the analog hardware. Visualized are the DAC
outputs of the in-phase subcarriers which are upconverted to the desired carrier frequency of 26 GHz in
each hardware track and subsequently combined. Similar hardware is required for the quadrature-phase
Subcarriers. Both summed signals are combined in the I/Q-combiner before going to the antenna.

As discussed in Section 3.3.1, each DAC will be implemented using a current-steering architecture. To
benefit linearity, differential signals will be used allowing cancellation of even-order harmonic distortion.
It will be assumed that the mixers will be implemented as current-driven passive mixers, allowing con-
necting the ’positive’ outputs to sum their current and the ‘negative’ outputs, similar to the situation as
depicted for the differential load as in Figure 3.15.

The goal of omitting the PA was to improve upon its inefficient implementation. However, implementing
the transmitter using the hardware as depicted in Figure 3.18 will introduce three new mechanisms that
degrade efficiency. To be able to evaluate whether the implementation as in Figure 3.18 would be more
efficient than the PA design examples provided in Chapter 2, these mechanisms will be discussed in this
Section.

First, current-steering DACs have finite output impedance [25]. In a traditional transmitter, the output
impedance of the current-steering DAC is typically much higher than that of its load, resulting in negligi-
ble power loss. However, after signal splitting, the number of DACs in parallel has increased significantly.
Section 3.4.1 will evaluate the impact of the finite output impedance of the DACs when multiple are con-
nected in parallel on the efficiency.
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Second, since the full output power is now continuously generated by the DACs?, the mixers have to
process full signal power continuously. In addition to the dynamic switching dissipation that is normally
present in traditional OFDM transmitters, this introduces additional dissipation in the on-resistance of the
mixers. Section 3.4.2 will provide an estimate of the additional dissipation as a result of the larger signal.

Third, each of the DACs is fundamentally independent as it treats a subset of subcarriers which are per
definition orthogonal to the subcarriers processed by other DACs. One DAC may try to pull the load,
while the other may want to push it. As a result, part of the power generated by the DACs will cancel out
in the load. This degrades efficiency, Section 3.4.3 will investigate this phenomenon.

3.4.1 Current leakage due to finite DAC output impedance

In this section, the impact of the finite DAC output impedance on the transmitter’s efficiency will be
analyzed. Consider the schematic as visualized in Figure 3.19. Each current-steering DAC has been
modelled as a single current source. The mixer on-resistance was assumed negligible for this analysis.

——» 'Negative' DAC outputs
'Positive' DAC outputs
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Figure 3.19: Schematic situation sketch for the driving conflicts. Mixer on-resistance was assumed
negligible.

The ideal current sources as visualized in Figure 3.19 are typically implemented in CMOS using a cas-
code MOSFET stage [25], [30]. The limited output impedance of such a topology will lead to current
leakage.

Several assumptions will be made to allow for an analysis that will increase insight into the magnitude of
these leakage contributions:

+ To benefit simplicity, no capacitive elements will be modelled.
* The mixer on-resistance was assumed to be negligible.
» The DACs will be assumed to be sufficiently accurately modelled using a single cascode stage.

» The DACs will be assumed sufficiently linear to allow for the use of linear signal analysis techniques.

Applying these assumptions leads to the situation sketch as included in Figure 3.20a. Note that the
current source providing the bias current has been modelled as a perfect source and not as a transistor
implementation, because it provides a DC current. The limited output impedance of this source will also
impact the output impedance of the DACs and should be considered. The Small-Signal Equivalent Cir-
cuit (SSEC) of this circuit has been included in Figure 3.20b and allows determining the transfer function
from a single DAC to the load. Through the superposition principle, the complete transfer function can
subsequently be derived.

Solving the SSEC in Figure 3.20b through current balance in the v,,;-node and substitution of the re-
maining expressions yields the result in Equation 3.19. The full derivation can be found in Appendix
C.

8Note that this is a direct result of the use of current-steering DACs; full current flows continuously, even if the voltages to be
generated are close to zero.
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(a) Modelling of the individual DACs (b) Small-signal equivalent circuit for analyzing the transfer function of a
as cascode sources. single DAC to the output.

Figure 3.20: Circuit schematics for the analysis of current leakage when driving a single load with multiple
DACs.
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Through the superposition principle, the result in Equation 3.19 holds for each of the DACs as depicted
in Figure 3.19. Several remarks regarding Equation 3.19 are in place:

» The impedance transformation as a result of the cascode transistor desensitises the impact of
current leakage on the transconductance gain.

« If the transconductance of the transistors converting the input voltages is increased, the leakage
decreases.

* A higher load impedance will increase the current leakage. Keeping the load impedance as low as
possible (e.g. through impedance matching) will benefit the efficiency.

» The output impedance of the bias current sources should be as high as possible to limit leakage.

Verification of Equation 3.19 with a simple quadratic MOSFET model in LTSpice (see Appendix A) con-
firms the dependence on the number of DACs, see Figure 3.21 for an example with the transconductance
set to 4 m.S, the load impedance set to 50 2 and Z,,,s set to 100 k2 (the output impedance of the tran-
sistors follows from the bias current required to set the right transconductance for each device). The
magnitude is slightly off due to the omission of modelling of the body effect.

The result in Figure 3.21 can be replotted for more sources in terms of the relative degradation in effi-
ciency with respect to a single source, see Figure 3.22. If more DACs are placed in parallel, the leakage
into the finite output impedances increases.

Figure 3.22 indicates that the leakage becomes severe if the number of DACs is increased heavily, but
is relatively small if only a few DACs are used.

3.4.2 Dissipation in the mixers

As a result of the 360 degrees conduction angle (class A) of current-steering DACs and the fact that full
power is now being generated before the mixers, the dissipation in the mixer on-resistance increases.
Similar considerations have been evaluated for the 22FDX technology in recent research on 'mixer last’
transmitters [31].

Aside from linearity considerations, when it comes to dissipation in the mixer transistors, there is a trade-

off in choosing a large transistor to limit the on-resistance (less dissipation in this resistance due to the
signal current) and choosing a small transistor to limit the dynamic switching losses (less energy required
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to charge and discharge the parasitic capacitances).

The first contribution as a result of the mixer on-resistance can be determined by considering that the
DACs collectively provide peak power all the time®. Based on the specification in Chapter 2, peak power
is 20 dBm. Given the 50 2 load, the peak current flowing through all mixers combined is equal to 63
mA. Now, modelling the on-resistance as a function of transistor size (through the number of transistor
fingers, as in [31]), the total dissipation in the on-resistance of the mixer transistors can be defined as:

AN?  Ron-single—fi
63 m ) .Ron single— finger (3.20)

V2 nf

in which Ry, —singie— finger 1S the on-resistance of a mixer transistor with only 1 finger and n f
is the number of transistor fingers'®.

Pon—resistance = (

Note that the result in Equation 3.20 is independent of the number of DACs used, as the output current
of the DACs is scaled such that the output power requirement is met.

In case of the dynamic switching losses, the number of DACs does play a role, as it scales the number
of mixer transistors of which the parasitic capacitances have to be charged/discharged. In [31] an ap-
proximation of th