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Abstract

Even though many search engines already excel when it comes to text document retrieval, retrieving
spoken content is an entirely different matter. Furthermore, the paralinguistic dimensions of lan-
guage have been widely neglected in spoken content retrieval. The focus has been only on the content
of what is said, ignoring the ways of how things are said. This master thesis argues that also the style
of spoken content is important to listeners, and that implementing stylistic search and recommenda-
tion capabilities could substantially benefit search and recommendation systems of spoken content.
This research focuses on searching for and recommending podcasts. We present our results on what
kind of stylistic features of podcast content listeners care about, and how these features can form
higher level stylistic categories. Furthermore, we report the results of our experimentation on the
technical suitability for using the stylistic features as basis for automatic podcast recommendation.
Our core findings are that podcast listeners have clear ideas on what kind of stylistic content matters
to them, and that many of these stylistic features can be used for automatic podcast recommendation
based on the information captured from the podcast audio signal.
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Chapter 1

Introduction

In this section, increase in podcast popularity is discussed and some problems in finding relevant au-
dio content are presented. Additionally, benefits of improving spoken content retrieval systems, and
more specifically the benefits of modelling stylistic characteristics of spoken content, are discussed.
Finally, the research goals and approach are introduced.

1.1 Increasing Popularity of Podcasts

The amount of new types of digitally stored casual speech in the form of interviews, lectures, de-
bates, radio talk show archives, and educational podcasts is increasingly available [1]. For example,
YouTube has around 300 hours of video uploaded to it every minute [2]. One of the forms of audio
media which has really gained popularity during the past years are podcasts [3]. As of 2019, there
are 90 million monthly podcast listeners in the United Sates, twice as many as in 2015. Podcast
usage is driven by a younger generation looking for information, entertainment, and distraction. [4]
Podcasts are a particularly appealing form of entertainment when the listener’s visual attention is
required elsewhere. They are also an attractive option for pastime when for example commuting,
cleaning, or exercising [5].

The increasing popularity of podcasts can also be seen in the commercial interest of companies.
Many companies are moving towards products that enable making and finding podcasts easier. For
example Spotify, a music streaming platform, has recently acquired Gimlet Media and Anchor, two
popular podcast creators. Spotify has also re-designed its app to make podcasts more prominent to
the user [6]. Google has added functionality to its search engine to facilitate finding podcasts based
on the topic of discussion, as well as added support to their home assistant for playing podcasts
[7]. On the content supply side, tens of thousands of podcasts are produced on a daily basis [5].
While the popularity of podcasts is increasingly growing, podcasts suffer from the same challenges
as other spoken content. When it comes to enabling users to find relevant content to consume and to
building scalable spoken content retrieval systems, the industry still has many challenges to tackle.
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1.2 Challenges of Spoken Content Analysis

From the end user’s perspective, searching and browsing for relevant spoken content can be a chal-
lenge. This is true for any kind of spoken content from for example oral history archives, to lectures,
or news. However, in our study we concentrate on podcasts. Podcasts are an interesting focus for
our study not only because of their increasing popularity, but because from the perspective of au-
dio processing, podcasts are a diverse and a challenging subset of audio media. When it comes to
format, podcasts are a more free form of spoken audio than for example traditionally studied broad-
cast news. Podcasts can come in the form of interviews, informal chats, debates, stories, and much
more. In addition to this, podcasts can contain many different kinds of sound effects and music.
This rich format makes podcasts particularly interesting for us, and hence in our research we will
be focusing on podcasts. However, our research can have implications to a wider range of spoken
content. Therefore, we discuss the challenges of spoken content retrieval in a wider context before
concentrating on podcasts for the rest of our report.

Spoken content does not afford the same sort of skimming through or jumping back and forth
as text does. Additionally, the browsing is limited in terms of speed, as a recording is more limited
by the recorded speed of talking. The average reading speed of most adults is around 200 to 250
words per minute. In comparison, an experienced public speaker would deliver his or her speech at
arate of about 160 words per minute. While speaking faster is possible, 160 words per minute is the
rate which is generally considered to be comfortable for most listeners [8]. Being able to help users
to find relevant content in a way where the users would not have to listen through many irrelevant
documents before finding something worth-wile would improve the user experience of the retrieval
system. For this, modelling content of the spoken documents as accurately and as richly as possible
is required.

Traditionally, in order to describe spoken content, audiovisual data in digital libraries has been
labeled manually. However, considering the recent increase in amount, availability, and type of
audiovisual data, manual tagging is not a sustainable approach. [9] Information on the spoken doc-
uments’ content is often mostly limited to metadata, entered manually either by the creators or by
the curators of the database. This introduces different problems for the two groups. The content
creators are not a unified group, and thus their skill and interest level at entering relevant metadata
may vary. Additionally, since they are so disparate, it is unlikely that they would adhere to the same
standards, and could use different terms for the same thing, which in turn complicates the informa-
tion representation schemes in the databases and retrieval systems. Database curators on the other
hand, while likely to be more unified in their categorisation, are faced with the problem of having an
enormous amount of content, and with the previously mentioned limits on speed which is inherent
to audio content, the rate at which this information can be entered is significantly lower than the
rate at which it is produced. Therefore, automatic approaches for modelling and describing spoken
content media are needed.

One common automatic approach to modelling and describing spoken content is to run the audio
through an automatic speech recognition system which transcribes the spoken words to text. In this
case the spoken documents, after transcription, could be treated similarly to text documents [1].
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However, traditionally this approach has focused solely on the content of what is said ignoring the
style of how things are said. Spoken language carries much more information than just the spoken
words. For example, it carries information on the speaker’s emotion, attitudes, and personality.
Additionally, the audio media might contain music and other sounds, which are also ignored by
the current text transcript approach. Whereas text transcripts are needed for topical search and
recommendation, they do not capture the richness of stylistic information carried by audio-media.
This stylistic information might be important to users. Users might want to, for example, search
for stylistically similar content, or would benefit from recommendations, which in addition to topic
consider the stylistic characteristics of the recommended media. Therefore, there is a need to address
“how” spoken content documents are in addition to “what” is said in them. A first step to modelling
the “how” is to understand what kind of stylistic characteristics of given spoken content media users
care about. Secondly, since manually tagging spoken content is slow, an automatic approach is
needed. Some stylistic characteristics of “how” a spoken content document is can be addressed
in text transcripts, but also in the audio. We focus on audio based analysis only, which does not
require text transcripts. An advantage to this approach is that it does not require use of automatic
speech recognition systems which are expensive and slow to scale across languages and different
user contexts.

Solving the issues of accurate and rich content descriptors would bring benefit to many different
applications of spoken document retrieval. In the case of podcasts, being able to model the podcast
content not only in terms of what is said but also in terms of the stylistic characteristics could enable
better discovery of relevant podcasts, both in terms of search and recommendation. Consequently,
this would bring more relevant traffic to the podcast content creators. On a broader level, finding
methods to better describe spoken content would benefit for example media professionals, who
often search media from broadcast archives to create new content, such as in news segments or
documentaries, as it would bring them more accurate and desirable search results. Furthermore, it
would bring similar benefits to researchers going through speech archives, who might be looking
for stylistic content of certain kind.

1.3 Research Goals and Approach

In this report we present our research on what kind of stylistic characteristics of podcasts the podcast
listeners care about, and how well these characteristics are suited for enriching automatic podcast
search and recommendation systems. Therefore, this research focuses on two research questions:

RQ1: What stylistic characteristics of podcasts do listeners find interesting or important for
their podcast listening experience?

RQ2: How suitable are the listener perceived stylistic characteristics of podcasts for automatic
podcast recommendation and search based on the attainable information from the podcast
audio signal?

The research focuses on podcasts, because we believe that podcasts are an application area where
search and recommendation can be made more interesting for the user by adding stylistic character-
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istics to the podcast content modelling. As podcasts are spoken content media, which is not only
consumed for its informative content, but also for pastime and entertainment [10] we believe that
podcasts would benefit from accessing content based on the content’s stylistic characteristics more
than for example media such as broadcast news which are mainly meant for transferring factual in-
formation. Podcasts are also an interesting focus area for the study of spoken content retrieval and
speech processing at large because of their unpredictable and unstructured nature. Podcasts mostly
consist of natural speech which does not have any pre-determined format and can include many
different styles and formats. For example, the format of a podcast can be an interview, a chat, a
monologue, or a dialogue. Podcasts might contain a lot of speaker overlap or they might have music
which is overlapping with speech. Spoken content retrieval research has only recently started to
move towards diverse and unstructured media and as such modelling podcast content is a nearly un-
explored research area. Understanding how the stylistic characteristics of podcasts can be modelled
could lead to improved user experience when browsing for relevant podcasts. Additionally, it could
form a basis for information retrieval approach that can then be applied to other spoken content, for
example, to audio books or any other spoken content which could benefit from being accessible by
its stylistic characteristics.

This study uses a mixed method approach to answer the research questions RQ1 and RQ2. Be-
cause the research consists of two distinct research questions, the research is divided into two phases,
one for each question. First, a qualitative approach is used to answer the research question RQ1. A
quantitative approach is selected for answering the second research question RQ2. The qualitative
approach for answering RQ1 comprised user research with participatory design workshops. The
quantitative approach for answering RQ2 consisted of developing a program to detect stylistic char-
acteristics identified in the first phase and observing the value distributions of the characteristics. A
framework of stylistic podcast characteristics was devised in order to map out a possible structure
of these characteristics. This framework was used to structure and aid the research approach. The
framework can be seen in Figure 1.1. The framework together with examples are discussed in more
detail below.

The stylistic characteristics of podcasts are broken down to three levels of abstraction namely,
stylistic categories, stylistic features and low level acoustic features. From now on these three levels
are referred to as discussed below. The stylistic categories are the top level categories podcasts could
be categorised to. The stylistic categories can be defined by mid level stylistic features. Finally,
the stylistic features could be modelled by low level acoustic features of the podcast audio signal.
We envisioned that a high level stylistic category could be, for example, “funny podcasts”. The
stylistic category consists of different mid level stylistic features. In the case of the example “funny”
we envisioned that the mid level stylistic features could be for example “presence of laughter” or
“jokes”. Then in turn all of these stylistic features would hopefully have some low level acoustic
features which could be used for automatic detection of the stylistic features directly from the podcast
audio. To refer back to our example, laughter for example could be detected by using Mel-frequency
cepstral coefficients of the audio. By building the whole pipeline we hope to ultimately be able to
automatically model and detect the stylistic categories (‘“funniness” in the example) from the podcast
audio.
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mid level mid level mid level
stylistic feature 1 stylistic feature 2 -
(laughter) (jokes) stylistic feature 3

low level
acoustic feature 1
(intensity patterns
in spectrograms)

low level low level low level low level
acoustic feature 2 acoustic feature 3 acoustic feature 4 acoustic feature 5

Figure 1.1: Framework for stylistic podcast characteristics

The framework guided our method selection and research design. Additionally, the framework
influenced our decision on selecting what stylistic characteristics to focus on during the second
research phase. We approached podcast listeners in order to understand their perceptions of the top
two levels of the framework. The first step was to find out if podcast listeners perceive any stylistic
variations in the podcasts they listen to and if they care about the stylistic variations. If this were to
be the case, it was of interest what kind of stylistic characteristics listeners cared about. The results
of the fist research phase guided our focus during the second research phase and our work on the two
lower levels of the framework: the stylistic features and the underlying low level acoustic features.
We planned to work on the two bottom levels of the framework by, if possible, using open source
speech processing tools to automatically compute information on the stylistic features. Connecting
all the three levels of the framework to one coherent implementation was left for future work.



Chapter 2

Background

In this section the theoretical context and background of the thesis project is presented. More specif-
ically, the research area of spoken content retrieval is described. Then, the field of automatic speech
recognition and its challenges in the context of speech content retrieval are discussed. Finally, par-
alinguistics together with affective content analysis are explained.

2.1 Spoken Content Retrieval

Spoken Content Retrieval (SCR) is defined as the task of returning speech media results that are
relevant to an information need expressed as a user query [11]. In contrast, another commonly used
term in similar context: “spoken document retrieval” has historically referred to retrieval techniques
for content with pre-defined document structure, such as stories in broadcast news. However, as the
field has matured it has become clear that there is a need for much wider variety of documents which
do not always have a pre-structured format. Therefore, “speech retrieval” [12] was re-adopted to all
documents with or without clear document boundaries. Spoken content retrieval concentrates on
speech as the returned content, not as the modality of query input. In addition, it can also include
retrieval of multimedia documents which contains speech, e.g. video. [11] In this study, the term
spoken content retrieval is used as defined above.

2.1.1 Spoken Content Retrieval Systems

Although the architecture of SCR systems might vary depending on the use scenario, the general un-
derlying components remain more or less the same. The SCR architecture can according to Larson
[11] be divided in seven abstracted components: query, retrieval system, ranked results, visualisa-
tion and playback, speech collection, speech recognition system, and index. The user inputs a search
query which attempts to express the information need to the retrieval system. Often the query is a
highly under-specified representation of the information need. Therefore, part of the retrieval sys-
tem’s purpose is to automatically enhance this specification so that it can return useful results to the
user. [11]
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The retrieval system matches the query with the items in the collection. To be able to do this,
the retrieval system consults the index. The index contains features which represent the items in
the collection and often also time-codes indicating the time points within each item associated with
occurrences of these features. Indexing features can be for example terms consisting of words and
phrases derived from the spoken content or speaker identities. Additionally, the index often in-
cludes weights for each indexing term, indicating how important they are. The exact form of the
index depends on the application of the SCR system. For example, some systems return only whole
documents. In such cases, providing time-codes of related index terms is not useful. [11]

The indexing features are often generated by the speech recognition system that processes the
material in the speech collection at indexing time. However, metadata and rich transcripts that
include for example labels indicating who spoke when are also important sources of information
for creating the index. The output of the SCR system is a list of often ranked results, a set of
results ordered in terms of their likelihood of potential relevance to the query. The results can be of
different formats depending on the use scenario. For example, whole documents can be returned,
or a dynamically adjusted audio interval, or an entry point to the audio can be provided to the
user, depending on the system’s purpose. Finally, the SCR system offers the user visualisation and
playback of the individual results, where the user can listen to the retrieved content. [11]

The method of creating an index and what features the index contains depends on the information
retrieval system and its purposes. A basic example of a indexing system is the boolean indexing
system. The main idea of boolean indexing is to keep a dictionary of terms (sometimes referred to
as a vocabulary). For each term (a normalised word), a list of documents where the term occurs
is kept. Each item in the list is called a posting. Thus, this list is often called a posting list. A
dictionary is built by looping through each normalised token in the document, organising the tokens
in alphabetical order, and merging multiples of the same token. Each document in the document
collection is assigned a unique serial number known as document identifier. The input to indexing is
then a list of pairs of term and document identifiers. Results to a boolean search query are obtained
by finding an intersection of documents where all the specified query terms occur (or not occur).
[13]

2.1.2 Using Metadata for Indexing

Podcast retrieval is an example of when adding information from the podcast’s metadata to the index
and using it together with the transcript can improve retrieval performance. A podcast’s metadata
is often comprised of information such as the title of the podcast show, the title of the episode, the
descriptions of the show, and the description of the episode. Looking into metadata can be useful
for example when the user’s information need involves speaker identity. This information is more
likely to be provided in the metadata than in the spoken content of the podcast. Nevertheless, it
is important to note that the quality of the added metadata can vary significantly between podcast
creators. It is also worth noting that many internet search engines currently use metadata alone to
index podcasts. [11]
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2.1.3 Using Automatic Transcripts for Indexing

In spoken content retrieval systems, text transcripts which are used for content modelling of the re-
trieved documents are often produced by Automatic Speech Recognition (ASR). Automatic Speech
Recognition systems computationally map an acoustic signal to a string of words [14], thus con-
verting the spoken language to text. If such a system is used to produce a text transcription of the
spoken content, different natural language processing techniques can be used to tag the document
with certain indexing labels. For example, word frequencies can be used to understand the topics
discussed in the document, and could be used for tagging the document with search keywords in
addition to the metadata already existing in the document.

In the context of SCR, ASR has been traditionally used in so called “listening typewriter”
paradigm, where the goal of the ASR system is to generate a written transcript of spoken content as
accurately and as domain independently as possible. More recently, ASR approaches have shifted
towards outputs which can provide indexing terms (words and phrases) for SCR systems. The index-
ing systems have evolved from earlier approaches of “wordspotting”[15] to “Spoken Term Detection
(STD)” and “Spoken Utterance Retrieval (SUR)”. Unfortunately, STD and SUR are both blind to
the overall context of the document. They return only word and utterance based matches. In other
words, these systems do not even attempt to match results with the underlying need for a specific
sort of content. [11]

2.1.4 Challenges in Using Automatic Transcripts for Indexing

Podcasts are often characterised by heterogeneous spoken audio which varies widely in quality. The
audio can for example contain multiparty conversations, monologues, unpredictable subjects, in ad-
dition to background noises and music. Additional variations can be caused by for example the
quality of recording, variable speaking styles, and showing emotion or state of mind by laughing,
swearing, or crying. These factors are all known sources of ASR errors and hence introduce major
challenges when using ASR for creating indexes. [3] Consequently, spoken content retrieval sys-
tems may have to suffice with ASR text transcripts with error rate as high as 50% [11]. Additionally,
although ASR transcript generation times have decreased in recent years due to hardware improve-
ments, the computation time is still something which should be considered, especially with respect
to the huge amounts of available audio data which needs processing [3].

Uncertainty of how accurately an ASR system recognises the spoken words is an additional
challenge to using ASR for spoken content retrieval. Furthermore, out-of-vocabulary words add
to this challenge. How should the system deal with words which are not in it’s language model
and how should this problem be solved? Building a larger vocabulary for the ASR system is not
a solution, since language is in constant growth and new words enter the vocabulary steadily. On
a similar note, ASR systems depend on the language they have been trained on, and training an
ASR system for many languages would require significant resources. Finally, it is important to keep
in mind that speech media is not fully represented by its transcripts. Other aspects of the media
will also influence the relevance of the search result to the user’s information need. In the case of
video, it is intuitively clear that the user probably has some idea of what kind of visual content their



CHAPTER 2. BACKGROUND 9

search query should return. However, even with audio only documents, the user might prefer to
attain results of a certain speaking style, certain speaker, a result of certain length, or speech media
of certain quality and format. [11]

2.2 Stylistic Dimensions of Speech

The constantly growing collections containing speech data for entertainment, documentation, and
research purposes have changed the needs of audiovisual content retrieval from generic categories
such as sports and news to something more complex, where for example different kind of nuances
in speech or emotions could be used to categorise the media. Therefore, ideas from paralinguistics
and affective content analysis could potentially provide ideas to enrich the resolution in which spo-
ken documents can be retrieved. By utilising the paralinguistic and affective levels of speech the
documents could potentially be categorised not only in content categories (e.g. news, lectures, talk
shows) but also in stylistic level (e.g. fast paced, calm, happy).

2.2.1 Paralinguistics

The term paralinguistics is generally used when referred to non-lexical properties of speech. These
properties communicate information such as clues on the speaker’s emotions and attitudes well
as functional information on whether a spoken utterance is a question or where the focus of the
utterance is. In contrast to paralinguistics, the term extralinguistics, refers to other speaker qualities
which are informative in the sense of giving clues of the speaker’s age, gender, and other physical
conditions. For example, Laver [16] uses the term paralinguistic for signals of affective information
through tone of voice and conversational interaction regulations, and the term extralinguistic for
voice qualities identifying the individual speaker. Prosody, a term within paralinguistics, is a term
to group together a collection of speech features such as pitch (fundamental frequency), loudness,
and tempo or rthythm of the speech. All of these features can reveal useful information about the
speaker’s emotional state, personality, state of mind, or for example the speaker’s gender and age.

2.2.2 Affective Content Analysis

Affective content is defined by [17] as those video or audio segments which can evoke strong emo-
tional reactions such as cheer or fear in the viewer. Affective content analysis is a research field
which aims to automatically detect such segments from various media types such as audio, text,
video, or images. In [18] affective content analysis is defined as the interdisciplinary research space
of computational linguistics, psycholinguists, consumer psychology, and human-computer interac-
tion which looks at online communication in various forms. Being able to automatically label af-
fective states in spoken content has the potential to increase user experience without the additional
personnel costs otherwise required by manual annotation [19]. For example, ability to search for
content with certain emotional tone (e.g. sad, happy, excited) could provide the user with increased
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control over the retrieval process and increased accuracy of the retrieved results corresponding to
the user’s information need.

2.2.3 Emotion Theories

The most frequently used emotion categories in the field of video affective content analysis are Ek-
man’s six basic emotions [20]: happiness, sadness, anger, disgust, fear, and surprise [21], [22], [23],
[24], [25], [26], [27], [28], [29], [30]. These emotions are universal and are considered the building
blocks of more complex emotions. They also have distinctive neural and physiological components,
distinctive subjective experience, and distinctive regulatory and motivational properties [31]. Ek-
man reused the idea of universal emotions originally expressed by Darwin. In "The Expression of
the Emotions in Man and Animals" [32] Darwin deduced the universal nature of basic emotions.
The model assumes that the basic emotions are automatically triggered by objects or situations in
the same way everywhere in the world.

Other commonly used emotion theories for affective content analysis are PAD (pleasure, arousal,
dominance) emotion model and Component Process model. The PAD emotional state model is a
psychological model developed by Albert Mehrabian to describe and measure emotional states.
PAD model can be computationally more practical than Ekman’s six basic emotions, since it affords
quantification of emotions as well as models the dynamic nature in them. Thus, the PAD model is
useful in situations where it is not feasible to categorise affect into discrete emotional categories.
The PAD model uses three numerical dimensions: pleasure (P), arousal (A) and dominance (D)
to represent all emotions on a continuous scale. The pleasure dimension is defined as positive
versus negative affective states where higher evaluation of stimuli is being associated with greater
pleasure. The arousal-non arousal dimension is defined in terms of level of mental alertness and
physical activity. For example boredom and relaxation are defined to be on the lower end of the
spectrum. Dominance-submissiveness dimension is defined as a feeling of control and influence
over one’s surroundings and others versus feeling controlled or influenced by situations and others.
Examples of this dimension are anger, power, and boldness versus anxiety, fear, and loneliness. [33]

The Component Process Model developed by Klaus R. Scherer is another common emotion
theory. This model emphasises the dynamic and recursive emotion processes which is evoked by
an event central to the individual’s needs, goals, and values either in a threatening or supporting
way. The component process model breaks the emotion process to distinct components: appraisal,
motivational effect, psychological and motor response patterns, multi-modal integration area, and
categorisation and verbal labelling. [34] The component process model is used in for example study-
ing emotion dimensions and format position because it is the only model of emotion that predicts
testable effects of emotion on vocal expression [35].

The PAD model carries similarities to the energy-stress model of Thayer [36]. Thayer’s model
is based on Russell’s model of affect [37]. In Thayer’s model, the axes are energy (arousal, y-axis
low to high) and stress (valence, x-axis from negative to positive), with four quadrants equating to
contentment, depression, exuberance, and anxious/frantic. Thayer’s model is especially adapted to
analysing mood in music and is often used in studies which classify music according to emotions.
Thayer’s model is for example used in studies [38] and [39].



Chapter 3
Related Work

In this chapter, the related work on spoken content retrieval, affective content analysis, and on pod-
cast content modelling are presented.

3.1 Spoken Content Retrieval: Applications

Spoken content retrieval (SCR) has been applied in many different application areas. One of the
early use cases was gaining better access to broadcast news. First to radio news [40][41], and later
to televised news [42]. Something specific to note about broadcast news is that they have a limited
scope of topics, as well as a predefined structure. Both of these characteristics make the tasks of
SCR easier than for example in the case of completely natural speech. Another important use case
in the early phases of SCR was the search of spoken mail messages (voice messages) [43] [44] [45]
[46].

Other, more recent research and application area of SCR, involves less planned, more sponta-
neous speech. This kind of speech could for example occur in the context of a conversation or other
less formal settings. Examples of this new application area include search of meetings, [47] [48],
call center recordings [49], collections of interviews [50][51], historical archives [52], lectures [53],
and political speeches [54]. All of the previously stated works and systems are related to enabling
searching and browsing spoken content media based on its topical content, but do not go into ap-
proaching spoken content from a stylistic perspective. However, it is important to note that the best
methods for indexing audio data can differ depending on the goal of the system [55]. Thus, it is
crucial to understand the user scenarios and how they could best translate to a highly effective SCR
system. In “Spoken Content Retrieval: A Survey of Techniques and Technologies” [11] it is noted
that the differences in user scenarios can comprise both the differences between user needs and the
differences between the underlying spoken content collection, for example in terms of language,
speaking style, topic, stability, and structure.

11
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3.2 Affective Content Analysis

This section presents a short summary on the often used acoustic features for affective content anal-
ysis, briefly presents two examples of studies where music was grouped according to different emo-
tions, and introduces couple of studies on detecting intense moments or highlights from audio- and
audiovisual content.

3.2.1 Approaches and Features in Affective Content Analysis

There are many different methods and approaches to automatically extract affective content from
auditory data as summarised in the article: "Video Affective Content Analysis: A Survey of State-
of-the-Art Methods" [17]. The article presents an overview of methods and features used for affec-
tive content analysis of videos. For our study, the visual aspect of videos is ignored. However, the
common practises on how to analyse audio for affective content is of interest. The article, for exam-
ple, explains that audio can be divided into music, speech, and environmental sounds. Performing
such division is recommended as a first step for carrying out affective content analysis on the audio.
The articles [56] and [57] present work on segmenting audio to speech, music, sounds, and silence.
The articles [58] and [59] describe work on separating voiced and unvoiced segments by using for
example zero crossing rate together with other audio features.

After the audio has been segmented to these different audio types, audio features correlat-
ing with emotions can be extracted. For example, psychological research has shown that psycho-
physiological characteristics like air intake, intonation, and pitch characteristics vary with emotions
in speech [60]. Based on psychological studies many prosodic speech features such as loudness,
speech rate, pitch, inflection, rhythm, and voice quality have been used for emotion recognition
from speech [17]. The studies [61] and [62] show that inflection, rhythm, voice quality, and pitch
are commonly related to valence, while loudness and speech rate relate to arousal. When it comes to
discrete emotions features such as pitch levels can potentially indicate feelings such as astonishment
or boredom [17]. On the other hand, a study in [63] shows that spectral features, like Mel-Frequency
Cepstrum Coefficients (MFCC), are also effective features when estimating the continuous values
of emotions in 3D space (PAD model). Speech features are commonly the most used and useful
acoustic features for affective content analysis, followed by music and environmental sounds.

3.2.2 Emotion Detection in Music

The area of emotion detection in music is interesting because music can be consumed very similarly
to podcasts; it can be listened to for entertainment, and for pastime when for example commuting
from one place to another. Therefore, methods from music content modelling could potentially be
useful for better understanding of podcast content.

In [38] music is categorised according to its mood clusters, valence and arousal. The study
bases its mood clusters on Thayer’s emotion theory [36] on two dimensional axis of stress/valence
and energy/arousal. The study used 80 music clips where 20 clips represented each of the four
mood clusters (contentment, depression, exuberance, anxious/frantic). The labelling of the clusters
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was done manually by the authors. The train and test sets consisted of 20 second clips of music.
The music files were down sampled to 16kHz, 16 bit mono, and further segmented into frames of
32ms spanning the duration of each clip. The intensity, timbre, and rhythm were extracted and used
as input for a Gaussian Mixture Model classifier. In [39] the emotional dimensions of arousal and
valence are detected in music for the purpose of enabling search and recommendation of music
based on the music’s mood. The study used intensity as a feature for detecting arousal, and rhythm
regularity as well as tempo as features to detect valence. As in the aforementioned study [38], this
study also used Gaussian Mixture Models as the chosen classification tool. This method yielded an
average precision and recall of 80%.

3.2.3 "Hot Spots" and Other Highlights in Audio Media

In addition to the direct application of SCR, some studies exist on how a part of SCR could be made
more effective, or how the capabilities of SCR could be enriched. For example, a study [64] from
2003 assessed if "hot spots" could be detected from audio recorded meetings by both humans and
potentially by automatic computation. The study’s motivation stemmed from the desire to find ways
to summarize, browse, and retrieve important information from lengthy archives of spoken content.
In the study, "hot spots" were defined as "regions in which participants are highly involved in the
discussion", for example heated arguments or points of excitement. The results showed that locations
of "hot spots" are agreed upon by human listeners. Additionally, inspecting prosody features showed
that there are differences in FO and energy based feature values of voiced segments between of "hot
spots" and non-"hot spot" regions of the meeting. These differences could potentially be used for
automatic detection of "hot spots". A study [65] from 2008 also concentrated on detecting "hot
spots". It modelled vocal interactions for text-independent detection of involvement in multi-party
meetings. The study found that laughter is an important component in detecting "hot spots".

Another study focused on detecting sports highlights from audio and video media [66]. This
study used features such as pitch, F1-F3 center frequencies, and spectral center of gravity which
were extracted from the commentators speech to measure the “level-of-excitement" in the media.
According to the same study, previous research on audio-based features for detecting excitement
have focused on detecting broad events like cheering, music, applause, or speech characteristics,
and employed this information with heuristics to identify exciting plays.

3.3 Related Work on Podcasts

Research on podcast search and recommendation is still a relatively new field. The existing studies
have mainly focused on the use of podcasts in different contexts, rather than on browsing, searching
or recommending podcasts [67] [10] [68] [69]. These studies have explored the use of podcasting
in specific domains such as in education or mobile environments. Additionally, the motivation for
listening to podcasts have been studied by for example Chung in [10] where quite general moti-
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vations such as “voyeurism/social interaction/companionship”, “entertainment/relaxation/arousal”,
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“education/information”, “pastime/escape”, “habit”, and “convenience” were identified. At first,
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in this section, a study on genres for internet content is briefly presented. Then, studies on pod-
cast research goals, on predicting podcast popularity features, and on non-textual characteristics of
podcasts are presented.

3.3.1 Genres for Internet Content

The study "Assembling a Balanced Corpus from the Internet" from 1998 possesses similar research
goals as our research. Therefore, it is interesting to review the methodology of this study. The
study aims to understand what text based genres and styles users think exist on the World Wide Web
(WWW) in 1998 and develops an automatic system for classifying content to these genres. The
study is carried out by first sending out questionnaires to students in Stockholm University and Royal
Institute of Technology in Sweden, asking them about which genres they think WWW comprises
of. The answers are subsequently grouped to 11 genres, after which the 11 genres are sent to the
participants of the questionnaire and checked against their opinion. Next, an automatic classifier
is build to sort text to these 11 categories: “Informal/Private”, “Public/Commercial”, “Searchable
indices”, “Journalistic materials”, “Reports”, “Other running text”, “FAQs”, “Link Collections”,
“Other listings and tables”, “Asynchronous multi-party correspondence”, and “Error messages”.
The classifier uses different textual features of language such as word frequencies, certain keywords,
and type/token ratios as input features to the classifier. The study concludes that the impressions
users have of genre can be elicited and to some extent formalized for genre collection. [70]

3.3.2 Podcast Retrieval Engine Optimisation According To User Search
Goals

Besser’s study [71] aimed to discover how podcast retrieval can be better optimized to meet the
needs and search goals of users. First, a user study was conducted and then experiments on different
podcast retrieval systems were carried out. The user study was designed to identify users’ underlying
goals in podcast search, the strategies used to gain access to podcasts, and how currently available
tools influence podcast search. First, an online survey was conducted and then it was used as a basis
for conducting diary studies and contextual interviews. After this, experiments were conducted
on different types of podcast retrieval systems to determine how they performed in respect to the
identified user goals and needs.

The user study revealed that podcasts are often seen as rather personal sources of information,
often displaying the podcast host’s personal views and opinions instead of stating purely factual
information. The study participants were found to favor podcast topics such as technology, news,
and entertainment.

A variety of search strategies were used to gain access to podcasts, such as query-based search,
directed and undirected browsing, and requested and unrequested recommendations. For query-
based search, Besser identified a set of categories classifying the underlying search goals. The
categories consisted of searches for person names, searches for podcasts for which the title or a
quotation from an episode is known, and searches for information about a general topic or about
a current issue or event. The study also found that goals and search strategies for podcast search
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may be strongly influenced by the perception of the capabilities of the current search systems, most
notably the perceived lack of tools for online audio search.

The experiment phase of this study tested retrieval performance with respect to the newly iden-
tified user search goals. The experiments showed that the performance of three different types of
podcast retrieval systems, one based on metadata, one based on content indexing, and one on mixed
systems, vary depending on the search strategy. For example, metadata indexing outperformed con-
tent indexing for title queries.

3.3.3 Features Predicting Podcast Popularity

In [72] Larson addresses the challenge of automatically identifying which podcasts have the highest
potential for listener appeal. The study proposes a framework of features which could be used to
predict listeners’ podcast preference. The features are sorted to categories which are: “Podcast
Content”, “the Podcaster”, “‘the Podcast Context”, and “the Technical Execution” of the podcast.
“Podcast content” consists of features such as whether the podcast has a strong topical focus or
appearance of (multiple) on-topic guests. “The Podcaster” category comprises of qualities of the
host such as speech rate, use of conversational style, presence of affect, use of humor, and lack of
hesitation. “The Podcast Context” includes features such as podcast page or metadata contains links
to related material or that the podcast makes references to current events. “The Technical Execution”
comprises of qualities of the technical execution of the recordings, such as signature intro/opening
jingle, background music, studio quality recording (no unintentional background noise), editing
effects (e.g. fades and transitions). In the light of the research goals of our study, the categories of
“The Podcaster” and “The Technical Execution™ are the most interesting for us, since many of the
aforementioned features (for example speech rate) could be automatically detected from the acoustic
features only.

3.3.4 Non-textual Characteristics of Podcasts

Extracting non-textual characteristics of podcasts from the podcast audio signal was explored in [5].
They experimented both with different audio features and automatic classification models, as well as
two different podcast characteristics; namely seriousness (funny vs serious) and energy (energetic vs
non-energetic). The study presents an Adversarial Learning-based Podcast Representation (ALPR)
that captures non-textual aspects of podcasts and can predict the seriousness and energy of podcasts.
The study also reveals factors which correlate with podcast popularity.

The study collected a podcast dataset of 88,728 episodes and crowd-sourced labels for a ran-
domly sampled subset by using Amazon Mechanical Turk platform. The audio snippets were man-
ually labelled with seriousness and energy scores by using scales which ranged from calm to ener-
getic and from humorous to serious, respectively. The non-textual characteristics, seriousness and
energy, were chosen based on an iTunes analysis and based on published literature. 850K iTunes
reviews of podcasts were collected and the most mentioned adjectives of the most highly ranked
podcasts were examined. The top adjectives were funny, entertaining, and hilarious. This lead the
authors of the study to research detecting the non-textual characteristic of seriousness in podcasts.
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The non-textual characteristic, energy, was chosen for the study based on a literature review of mu-
sic recommendation literature [73], [74], which suggested that rhythm, on a scale from fast to slow,
and how energetic the sounds are, on a scale from energetic to calm, are important attributes for
context-aware music recommendation. Since consuming contexts for music and podcasts are simi-
lar, energy was selected as a non-textual podcast characteristic for the study with a prediction that
it might be important for a podcast listening experience.

First, the study experimented with existing audio modelling techniques. The used audio features
included MFCC [75], IS09 [76], and IS13 [77], and the detection algorithms utilised standard deep
neural network based representation learning frameworks [78]. The study found that these methods
resulted in sub-optimal prediction performance, because they could not capture complex variations
in podcasts. To address this limitation the study experimented with adversal learning [79] and inves-
tigated an unsupervised learning algorithm that progressively builds podcast representations from
fine-graded spectrogram details. Only the maximum of first 10 minutes of each podcast episode
were used for the experimentation. The study found that their adversarial learning-based podcast
representation captures subtleties of complex audio spectrograms and achieves significantly better
performance in predicting non-textual attributes of energy and seriousness than the first explored
methods.

The study also conducted some podcast popularity prediction experiments and found that incor-
porating the adversarial learning-based podcast representation into topic based popularity prediction
lead to a significant performance gain. The study revealed some factors that correlate with podcast
popularity. For example, the perceived energy correlated positively with popularity. Also topics
related to family, politics, crime, and food were positively correlated. Extensive use of functional
words was negatively correlated with popularity.

3.4 Conclusions of Chapter 3

Only recently the field of spoken content retrieval has moved to research retrieval and applications of
audio media which contains unstructured natural speech, of which podcasts are an example. How-
ever, research on unstructured natural speech has concentrated on enabling searching and browsing
spoken content media based on its topical content, neglecting the other stylistic dimensions of spo-
ken content such as paralinguistic information. The best indexing methods can differ depending on
the goal of the retrieval system. Therefore, it is important to consider additional ways of enriching
podcast representations beyond the topical content.

In affective content analysis a common practise is to divide audio into music, speech and envi-
ronmental sounds before doing any other analysis. Psychological research has shown that prosodic
features like speech rate, intonation, and pitch characteristics vary with emotions in speech. This
had lead to many studies using prosodic features for emotion recognition from audio. Additionally,
spectral features like MFCCs are effective for affective content analysis. Work exists on emotion
detection in music. Also other kind of affective content, “hot spots” and other highlights have been
detected in audio media. These regions of high engagement have been detected in meetings and in
sports’ audio and video media. However, work on emotion detection in podcasts is close to non-
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existent.

Related work on podcasts has mainly concentrated on the use of podcasts in different contexts
rather than on browsing, searching or recommending podcasts. However, in [72] a set of podcast
characteristics for predicting listeners’ podcast preference were compiled. These characteristics
could potentially be useful for personalised podcast search and recommendation experiences. In [5]
non-textual characteristics, seriousness and energy, of podcasts were automatically detected from
spectral features of the first 10 minutes of podcast episodes’ audio. Both of these studies [72],
[5] have researched podcasts from the perspective of popularity. Our study builds on the stylistic
characteristics identified in [72] and [5] but does not limit itself to popularity prediction. Instead,
it aims to understand stylistic characteristics of podcasts in a wider context from the perspective of
podcast listeners’ listening experiences.



Chapter 4

Research Question 1: User’s Perspec-
tive

In this chapter the research question RQ1 and the selected method are presented in more detail.
Additionally, the results and the analysis of the results of the first phase of the research are presented.

4.1 Objectives

The goal of this research phase was to understand if podcast listeners care about the stylistic char-
acteristics of podcasts, and if so, what stylistic characteristics listeners find interesting or important
for their podcast listening experience. Hence, this chapter answers to the research question RQ1:
“What stylistic characteristics of podcasts do listeners find interesting or important for their
podcast listening experience?”” We narrow down the scope of stylistic features to features which
can be observed by listening to the podcast audio and which can be verbalised by the podcast listen-
ers. We broke Research questions RQ1 down to sub-questions, which can be seen below.

RQ1.1: What stylistic features can listeners observe and verbalise in podcasts? Both in terms
of what features they like and do not like in podcasts.

RQ1.2: What are listeners’ perceptions on what kind of stylistic categories exist among pod-
casts based on the stylistic features they care about?

RQ1.3: How well do stylistic features identified from literature and by experts match listeners’
perceptions on stylistic features and categories?

RQ1.1 refers to the middle level stylistic features from our framework. RQ1.2 refers to the top
level stylistic categories from our framework and RQ1.3 refers to both, the stylistic features and the
stylistic categories from our framework.

18
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4.2 Methodology

The study employs a qualitative user research approach in order to answer the above research ques-
tions. This choice was motivated by the research aim of understanding podcast listeners’ perspective
on stylistic podcast characteristics on a detailed level. Consequently, we needed as many ideas and
opinions on stylistic characteristics of podcasts from the study participants as possible. One of the
better ways to do this is via participatory design workshops. However, we are aware of the limi-
tations of this approach, in particular that the results of this approach cannot be generalised to a
wider population, but that they need a further quantitative analysis for validating their potential for
generalisation beyond the study sample. The selected approach for the qualitative user study was
to carry out three participatory design workshops with three participants for each workshop. This
lead to altogether nine participants for the study. Participatory design is an approach to engineering
technological systems that seeks to improve them by including users in the design process. It is
motivated primarily by an interest in empowering users, but also by a concern for building systems
better suited to user needs. [80] The workshops were carried out in May 2020.

4.2.1 Participants

We recruited nine podcast listeners for our user research. The participants listened to podcasts at
least once a month and came from various cultural and professional backgrounds. The represented
nations were Finland, Germany, India, Latvia and Spain. The professional backgrounds were dental
care, electrical engineering, interaction technology, law, corporate communication and event orga-
nization, economy, human computer interaction, and medicine. Two of the participants were male
and the rest female. The participants were 20-29 years old and recruited from the social network
of the main author. The sample age was motivated by podcast usage being typically driven by a
younger generation [4].

The frequency of podcast listening among participants varied from daily listening to the said
minimum of once a month. Most of the participants listened to podcasts at least once a week.
The types of podcasts the participants usually listened to varied from science, news, politics, eco-
nomics, documentaries, true crime, and culture to humour and gossip podcasts, football, advice
shows, entertainment podcasts (e.g. celebrity gossip, funny stories), and to lifestyle podcasts related
to meditation and philosophy. The participants reported that they listened to podcasts from Spotify,
YouTube, Google Podcasts and Yle Areena. The demographic and podcast listening information
were collected from the participants anonymously by using a short online survey.

Another participant recruitment criteria was that the participants were able to express themselves
in English without limitations due to the study being carried out in English. The participants were
also required to have sufficient knowledge in IT and access to a personal computer in order to join
and participate in the online workshops.
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4.2.2 Tools and Materials

The workshops were carried out in an online format due to the outbreak of the COVID-19 pandemic
which lead to a work from home policy of the host organisation. The workshops were carried out
by using Google Hangouts, Google Drive, and Mural. Google Hangouts is an online conference
tool which allows real time video calls with a group of several participants, as well as sharing a
participant’s screen and recording the meeting’s audio and video. Google Hangouts was used for
meeting the participants and for orally guiding them through the workshop exercises. Google Drive
is a cloud storage solution which users can use to upload, store, and share content. Google Drive was
also used to make selected podcast episodes available for the participants so that they could listen
to the episodes during the workshop. Mural is an online tool which people can use to collaborate
in real time and to write and arrange notes and text. It has many functionalities for facilitating
a brainstorming session such as a timer, ways to hide and show content, and to “summon” all the
participants to the part of the board where the facilitator is. Mural was used to organise and facilitate
writing down and organising sticky notes during the workshops. Mural was also used later on in the
analysis of the workshop results as a tool to organise and summarise the workshop results.
Fourteen podcast episodes were selected for the workshops. Participants were instructed to listen
to these podcast episodes during the first workshop exercise (workshop exercises are described in
more detail in Section 4.2.3) in order to observe what stylistic features they cared about in podcasts.
This set of episodes was selected for the workshops as opposed to the participants freely browsing
and listening to any podcasts they find in order to guarantee that the participants listened to many
different types of podcasts from different podcast genres. The selection of the podcast episodes
was done in the following way. First, a set of interesting stylistic features was gathered. These
features (Table 4.1) were selected based on a existing literature on a framework for predicting podcast
preference [72]. Additionally, we added some of our own expert ideas (Table 4.2) on potentially
interesting stylistic features to the set. The stylistic features were later introduced to the workshop
participants in the third workshop exercise to test which of these stylistic features participants found
relevant for their podcast listening experience. During the workshop podcast selection and the third
workshop exercise all of these stylistic features were handled together as one set. In other words,
any distinction between stylistic features from existing literature and our expert ideas was not made.

Table 4.1: Stylistic features from existing literature.
FROM EXISTING LITERATURE

Audio quality (low, high, varying) Signature intro / opening jingle Background music (with/without simulta-
neous talking)
Atmospheric sound/Sound effects Editing effects (e.g. fades, transitions, Ads present
music to signal change of topic or situ-
ation)
Showing emotion Speech rate (slow, medium, fast) Different personalities/attitudes

Multiple people One person
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Table 4.2: Expert ideas on interesting stylistic features.
EXPERT IDEAS

Excitement Clapping Laughter

Swearing Other vocalisations “wowow”, “gggshh”,  Social multi-party conversation
“yea”’, “mm”, “ha”, “arrr”

Interruptions A lot of silence Conversational style

Serious Light mood News reading/reporting style

Explainer/Lecturing Informative Storytelling

Monologue Interview Chat

Calm Boring Lively

Discussion Gender (females, males, mixed gender)  Age

The workshop podcast episodes were collected by looking for podcasts while paying attention
to the merged set of stylistic features (Tables 4.1 and 4.2). The goal was to have a small collection
of podcasts which vary a lot in style. The small size of the podcast set was motivated by the need to
be able to browse through it during a workshop. The podcasts were collected by browsing different
podcast genres in the music and podcast service Spotify. A visual feature matrix was created to
represent which podcast episodes had which stylistic features in them. This way it was easy to
verify visually that all the interesting stylistic features were covered by the selected podcasts and
that the podcasts contained different stylistic features from each other. Both the main researcher and
the academic thesis supervisor listened to the podcasts individually and marked down the stylistic
features they observed in the podcast episodes in order to create this matrix. It should be noted that
the feature matrix does not represent the absolute truth on what stylistic features each of the selected
podcasts contain, but presents the opinions of the main researcher and the thesis supervisor. This
method is justified by the purpose of simply collecting a set of varying styles of podcasts without
making any attempts to present precise claims on the stylistic features for each podcast. Thus, we
argue that the carried out expert analysis was sufficient for this purpose.

Once the podcast episodes were selected for the workshops, they were renamed with random
numbers so that the name of the podcast episode would not influence the participants’ perceptions
of the podcast. The selected podcast episodes, the podcast shows they belong to, their genres on
Spotify, and the random numbers (rand) used for re-naming the files can be seen in Table 4.3
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Table 4.3: Podcast episodes selected for the workshops.

EPISODE SHOW GENRE RAND
Editor’s Picks: March 16th 2020 Economist Radio Politics 52
Checks and Balance: Getting a grip Economist Radio Politics 69
How Grassoline Works Stuff you should know Educational 11
385- Shade 99% Invisible Educational 42
#406: Bob Iger - CEO and Chairman of Dis-  The Tim Ferriss Show Business & Technology 45
ney

Estee Lauder - “Dedication” Great Women of Business Business & Technology 23
Taking Her on a First Date VIEWS with David Dobrik and Jason Nash Comedy 50
Dealing Drugs in Miami VIEWS with David Dobrik and Jason Nash Comedy 43
A Hawaiian Hookup culture & A Wedding Anna Faris Is Unqualified Comedy 55
Showdown

ICYMI - “Porch Pirates” Steal Holiday Pack- ~ The Daily Show With Trevor Noah: Ears Editon ~ Comedy 90
ages

Emmy - Pregnancy Test Everything Is Alive Comedy 70
Sebastian, Alex and Alex, Russian Dolls Everything Is Alive Comedy 22
859 - Sleepy Ticket to Ride | Bored Game Un-  Sleep with me NA 13
boxing

bargain Knifepoint horror NA 4

4.2.3 Procedure

The workshops were conducted in English. Each workshop took two to three hours and were con-
ducted in groups of three participants. The workshops focused on answering the questions: RQI.1.
What stylistic features can listeners observe and verbalise in podcasts? Both in terms of what fea-
tures they like and do not like in podcasts. RQ1.2. What are listeners’ perceptions on what kind
of stylistic categories exist among podcasts based on the stylistic features they care about? RQ1.3.
How well do stylistic features identified from literature and by experts match listeners’ perceptions
on stylistic features and categories? Three corresponding exercises were designed to produce an-
swers to these three questions, respectively. The participants were guided through the exercises one
exercise at a time, and the following exercises were revealed only after the previous exercise was
completed. The first half of the workshop (~1hour) was spent on introduction, ice breaker, the first
exercise, and a break. The second half of the workshop (~1hour) was spent on the second and third
exercise and wrap up of the workshop. Below are descriptions of each exercise.

Exercise 1: Stylistic Features

The first exercise was designed to answer What kind of stylistic features listeners can observe and
verbalise in podcasts. In the first exercise the participants were instructed to individually listen to
the given 14 podcast episodes. The participants were instructed to make note of things they liked
or did not like in the podcasts other than the discussed topic or content and write these observations
down while listening to the 14 podcasts. The observations which were pleasant to the participants
were written on pink sticky notes and the unpleasant observations were written on blue sticky notes.
The participants were instructed to write down one observation per sticky note and also write the
name of the podcast audio file on the sticky note, so that the observations could be mapped back
to the podcast episodes. After around 10 minutes of listening and writing observations the partici-
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pants were instructed to share their observations and write down clarifications on the sticky notes if
needed. After that the participants had another round of listening to the 14 podcasts, writing down
more observations and discussion on their observations. After the first exercise the participants had
a break for about 15 minutes.

Exercise 2: Stylistic Categories

The second exercise was designed to answer what are listeners’ perceptions on what kind of stylistic
categories exist among podcasts based on the stylistic features they care about. In the second exer-
cise the participants were asked to look at the sticky notes they had created during the first exercise,
discuss the sticky notes, and together group the sticky notes to categories which made sense to the
participants. An empty scale on which to place the sticky notes was provided in order to help the
participants to reflect on and group the sticky notes, as well as to hopefully provide an additional
level of detail through which to understand the stylistic categories. The use of a scale as part of the
structure of the stylistic categories was inspired by the use of scales “funny - serious” and “ener-
getic - non-energetic” in [5] for non-textual podcast characteristics of seriousness and energy. The
participants were instructed to freely name the dimensions of the scale as well as assign a name to
the category. The participants had the freedom to not place all the sticky notes to the categories, if
the placement did not seem suitable for them. They also had the freedom to add things to the sticky
notes or create new sticky notes if they felt like something was missing from the categories they
created. The participants were instructed to create as many categories out of the sticky notes as they
saw fit. The participants were also encouraged to discuss the groupings with each other as much as
possible. Around 30 minutes of time was reserved for this exercise, but if the participants needed
more time to discuss the sticky notes’ placement, more time was granted.

Exercise 3: Stylistic Features from Existing Literature and from Experts

The third exercise was designed to answer how well do stylistic podcast features identified from
existing literature and the stylistic features suggested by us fit to listeners’ perceptions on stylistic
podcast categories and their perceptions on which stylistic features are important for their podcast
listening experience. In the third exercise, new sticky notes on yellow background were introduced
to the participants. The yellow background was chosen in order to differentiate these sticky notes
from the participant generated ones. The yellow sticky notes contained stylistic features picked from
previous research on podcasts [72] as well as the exert ideas on what might be interesting features.
This set of stylistic features were the same set as which guided the selection of the podcast episodes
for the workshops (Tables 4.1 and 4.2).

The participants were told to go through the yellow sticky notes, discuss them, and if the yellow
sticky notes fit to the categories from the second exercise, group them to these categories. The
participants were given the freedom to create new categories for the yellow sticky notes if they
thought that the sticky notes were relevant for their podcast listening experience, but that the sticky
notes did not fit to any of the existing categories. The participants were also instructed to move
aside any yellow sticky notes which they found irrelevant for their podcast listening experience.
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During the grouping of the sticky notes to the categories participants were encouraged to discuss
the groupings with each other as much as possible. Around 30 minutes were used for this exercise.
Again, if the participants required more time to group and discuss, it was granted.

4.2.4 Analysis

The workshop results from the first exercise were analysed with the help of Mural by gathering all
the sticky notes together, grouping the sticky notes based on the stylistic observation described on
them, and counting the number of sticky notes in each formed group. For example, all sticky notes
which mentioned music were organised to a group called "music". The frequency of sticky notes
in each such group were calculated. This number was then divided over the total number of sticky
notes to calculate the percentages of the sticky notes in each group. The percentages were plotted
into a bar plot to visualise which type of observations were most frequent. The grouping was done
independently by two experts, the author and the author’s industry supervisor, who had not seen the
author’s groupings prior to his grouping.

The results from the second and third exercise were analysed by manually going through all the
participant generated categories and by observing what kind of categories were created, and what
kind of sticky notes were placed under the category. After going through the categories, similar and
overlapping categories were combined by the main researcher. This was done in order to summarise
the results to a comprehensive form. For example, the categories from the second and third exercise
called “Ways of Speaking” and “Speaking’ had sticky notes in them which were all related to speak-
ing style and voice qualities. Examples of such sticky notes were the speech rate of the podcasters,
clear speaking style or unclear voice, swearing, and other speech related observations. Furthermore,
both of these categories had similar scales. The “Ways of Speaking” scale was labeled "annoying -
enjoyable" and “Speaking” was labeled "unpleasant - pleasant". Hence, these two categories were
combined to one category, by the main researcher, called "Speaking Style and Voice Qualities". The
other categories were analysed by following a similar prosedure.

Finally, an example of a filled in framework of stylistic podcast characteristics was given by
completing it with the workshop results of one of the summarised stylistic categories. This was
done in order to demonstrate how the workshop findings fit to the framework defined by this study.

4.2.5 Original Plan and Influence of COVID-19

The workshops were originally planned to be carried out face-to-face in a conference room with
physical sticky notes. The idea was that the hands on exercises where the participants would be
writing physical sticky notes and moving around a board to place the sticky notes, would help the
participants stay engaged and stimulate creativity. However, a couple of weeks before the planned
workshop dates, the COVID-19 virus spread to Europe and caused a global lock-down. Due to
world-wide governmental guidelines to social distance oneself and a ban on conducting on-site user
research, the workshops were forced to move to an online setting. This decision was also affected by
the relatively tight schedule of the thesis project, since it was estimated that the lock-down situation
would last past the set end date for the research and report writing.
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However, the online format was not detrimental to the workshops to any large degree. The online
tool used for writing down and grouping sticky notes, Mural, fulfilled the same function as writing
sticky notes and moving them around on a physical board, expect without the need of being in the
same room. Furthermore, we found that the online format had many benefits. It was easier to recruit
people from various backgrounds due to not having to limit our recruitment to Stockholm where the
main researcher was situated. It was also easier to make the podcasts available to the participants
for listening, as they provided their own computers and audio equipment, and to save and process
the results of the workshops in a digital format. Additionally, it was easier to facilitate conversation
on the generated sticky notes due to the researcher having a constant overview available on all the
sticky notes, as well as the ability to zoom in and out of the sticky notes.

4.3 Results

This section reports the results of the first phase of the research. It walks through the results of the
three workshop exercises and by doing so answers the three sub-questions of the research question
RQI.

4.3.1 Exercise 1 Results: Stylistic Features

In the first exercise the participants were asked to write down stylistic features they observed in
the podcasts they listened to during the workshop. They were asked to write the observations they
liked on pink sticky notes and the observations they did not like on blue sticky notes. Example
of what kind of observations the participants made can be seen in Figure 4.1. The sticky notes
from the workshops were gathered together and grouped based on the observations written on the
sticky notes. This was done in order to analyse the frequency of each observation. An example
of the grouped sticky notes can be seen in Figure 4.2. The percentage of the sticky notes in each
group over the total number of sticky notes was calculated and visualised in Figure 4.3. This helped
us to gain a quick overview of which kind of stylistic features were mentioned most often by the
participants. In the next section, we report the stylistic features in order from the most mentions to
the least mentions.
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Answers from participant 2 in exercise 1 during workshop 1

Background sound
that transmits a
feeling underlying
what is spoken
about (22.wav)

Playing excerpts
/audio of
recordings such as
news or speeches
(42.wav)

Nice, deep
and clear
voice of
speaker
(42.wav)

Preference

for younger

voices (i.e.
42.wav)

Figure 4.1: Workshop answers of one participant from the first exercise. The liked features are

Female voices
are more
difficult to sound
bad on
podcasts (in
general)

Several
people
having a
conversation
22.wav

Working with
music - a song -
at the
beginning
(55.wav)

Female voices
often sound
more soft to

the ear
(22.wav)

Energy makes it
possible to feel
like "being there
inthe
conversation"
(43.wav)

Audience
(listeners)
responses and
strong
interaction (
90.wav)

written on pink, disliked features on blue notes.

Extremely long
sentences or
little breaks
between

(23.wav)

Ads (i.e.
11l.wav,
23.wav,
52.wav,
70.wav)

Strong
accents
(52.wav)

Winy voice,
sounds like
she starts

crying soon
(70.wav)

Voice of the

speaker is

annoying -
4.wav, 13.wav

American way
of
over-emphasi
ng words

(23.wav)

Mumbling
(50.wav)

Some poeple speak
so horrible that | do
not understand how
they got this job -
male, older voice in
52.wav
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Sounds like speaker is
not swallowing enough
- bad to listen to (ftwav,
13wav, 4wav) -
extremely in 52wav

Monotonous
way of
speaking (in
general) (i.e.
45.wav)

Sounds like an
echo (like the
myc is far from
the speakers<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>