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ABSTRACT 

In this study an integrated rainfall-runoff – inundation model and a flood forecasting procedure has been 

developed for Nyabugogo catchment and Kigali city in particular.  The study area has a size of 454 km2. In 

recent years, Kigali city in Nyabugogo catchment has suffered from frequent flooding. Recent flood 

simulation studies in the area were based on the 1D2D hydrodynamic flood model. For those studies 

boundary inflow discharges have been simulated by the lumped HEC-HMS rainfall-runoff model. In this 

study, OpenLISEM model approach has been used that is a fully distributed model designed to simulated 

overflow runoff and related flooding. OpenLISEM is able to simulate spatially distributed patterns of 

model inputs that, for this study, are represented at grid resolution of 90 m × 90 m.   For runoff and flood 

simulation purposes, bias corrected CMORPH rainfall estimates have been used as meteorological forcing 

inputs. Catchment characteristics required by the OpenLISEM, such as DEM, soil properties, and channel 

network, were mostly collected from global databases or adopted from previous studies. Four 2-day 

flooding events have been simulated in this study. By absence of gauged streamflow time series, for model 

calibration the simulated streamflow by the HEC-HMS model served as target. Optimized model 

parameters served simulation of all four events as well as flood forecasting procedure. For forecasting, 

ECMWF precipitation forecasts are tested that were merged with corrected CMORPH rainfall estimates. 

The performance of the forecasts was assessed with lead times from 12 to 48 hr. 

With respect to CMORPH rainfall estimates, findings on bias correction method show that the Time 

Variable method with window length of three days is best performing. For model calibration, the RVE of 

four events is 11.47%, 7.30%, -0.72%, and 8.70%, respectively. With reference to previous HEC-HMS 

simulation results, the difference in the magnitude of maximum streamflow discharge is acceptable (mean 

-27.84%) but with some differences in peak time delay. Most inundated area created by the OpenLISEM 

simulation is from effects by accumulated rainfall and depressions in local scale, while no clear flooding 

was shown as a result of channel bank inundation. Generally, the OpenLISEM is able to simulate the 

outlet streamflow discharge but not the inundation in Kigali city in this study. The distribution of the 

channel network, the depth of subsurface soil layer, and the initial moisture content are the most 

important model inputs and have large effect on the model results. In flood forecasting, the average 

RMSE of for four events with lead times from 12 to 48 hr is 171.4, 1119.2, 1027.5, and 4895.6 m3/s, 

respectively. The overall performance of flood forecasting is considered acceptable but not excellent. Only 

few forecasted hydrographs can fit the simulated counterparts well while the performance of the rest 

forecasts is not satisfactory. It was revealed that the accuracy of the forecasts does not decline 

considerably as lead times increase, this presumably by effects of the relatively short lead times (12 to 48 

hr) and short forecasting interval (12 hr). 
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1. INTRODUCTION 

1.1. Background 

A flood is an overflow of water that inundates land that is usually dry. Floods frequently occur in a global 

scale and account for about one-third of global natural hazards (Cosgrove & Rijsberman, 2014). Effects of 

flood disasters, including economic and societal damage, have a tendency to worsen over time. Compared 

to geological catastrophes, weather-related disasters including floods have shown a more significant rising 

both in numbers and in financial losses over recent years (Romang et al., 2011). Flood events can result in 

extremely dire consequences, not only for environmental systems but also to stability of human societies. 

In urban areas, floods often cause serious problems. Flood events damage buildings and may make 

thousands of citizens homeless. Poor drainage systems also contribute to damages because of insufficient 

drainage capacity. In fact, most modern cities suffer from floods when heavy storms occur. In some 

developing countries, the situation becomes even worse when cities expand at high speed but still rely on 

existing drainage systems without improvement and extension (Mark, Weesakul, Apirumanekul, Aroonnet, 

& Djordjević, 2004). Therefore, a number of governments and organizations around the world are making 

efforts on reducing the losses on lives and finance caused by floods. Various solutions and projects, such 

as FLOODsite, Flood Control 2015, and International Levee Handbook, aim to build and improve flood 

protection systems and constructions to minimize the consequences of flood events (Krzhizhanovskaya et 

al., 2011). 

Rwanda, known as the “Country of a Thousand Hills” because of its mountainous topography, is one of 

the countries suffering from frequent flood events. Floods, mostly riverine floods and flash floods are 

severe threats to Rwanda since it has steep hills, dense river network and vast wetlands. Kigali city, the 

capital of Rwanda, has experienced not only frequent but also more extreme floods since the 2000s 

because of climate, location, topography and inadequate drainage systems. floods commonly are flash 

floods that are of short time period. Floods commonly only last from several hours but also could last few 

days depending on rainfall patterns that cause the flooding. In 2006, 27 percent of buildings in Kigali City 

were located in flood-prone areas, on which the residents, infrastructure, and social activities were 

endangered because of flash floods (Habonimana, Bizimana, Uwayezu, & Tuyishimire, 2012). The 

economic and social values of this area and its vulnerability to flash floods are the main reasons for 

choosing Kigali City as the area of interest for the study. 

Some measures have been taken to reduce the consequences of flash floods. For example, relocation of 

residential buildings and infrastructure was operated in Kigali city base on the flood risk analyses done by 

Bizimana & Schilling (2010). It is necessary to understand the characteristics of floods before taking 

actions on flood management. Therefore, numerical models can be a suitable option in flood risk analysis 

and management through simulation and prediction in channels and floodplain (Horritt, Di Baldassarre, 

Bates, & Brath, 2007). 

Flood forecasting is one of the practical solutions to the development of flood mitigation measures. It is 

able to provide an alarm or early warning of potential floods few hours or days in advance, so to allow for 
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evacuation, temporary construction and other measures to reduce the effects of floods. Hydrological 

models are commonly used in the flood forecasting procedure. According to  UNISDR (2002), rainfall-

runoff model may be needed to provide runoff estimates but also more complex models with coupled 

channel flow and overland flow runoff models may be needed in flood studies. Whereas a lumped rainfall-

runoff model requires relatively few data and only provides channel runoff as model output, a distributed 

model requires much more data but offers more details about runoff production in the upstream area but 

also may provide flood extent in the flood prone area. 

1.2. Literature Review 

1.2.1. Flood Modelling 

There are many definitions of “a model”, most of which state that a model is a simplified representation 

of real world for specific purposes. According to Rientjes (2015), a “hydrologic model” is “a simplified 

representation of a (part of) hydrologic system by means of a mathematical model, model parameters, 

state-variables, meteorological stresses and possibly boundary conditions”. Figure 1.1 illustrates a diagram 

of the inputs required for a numerical physically based hydrologic model. 

 

Figure 1.1 Diagram of a numerical physically based hydrologic model. Source: Rientjes (2015). 

Modelling in urban areas is complicated, mainly because of the complex topography of a city and the fact 

that it is complicated to represent geometry of buildings and infrastructure. To overcome the latter, 

assumptions can be made that water flows on the roads and the junctions when a major flood event 

occurs in a dense city (Mignot, Paquier, & Haider, 2006). Furthermore, in many less developed countries 

measurements on runoff and streamflow discharges as well as observation on flood characteristics are not 

available, complicating calibration and validation of a model. Therefore, an adequate assessment of the 

performance of a hydrological model becomes one of the major problems for model development. 

The flood model used in this study is the Limburg Soil Erosion Model (LISEM), which is a physically 

based flood model that also can simulate soil erosion. The model is a flash flood model that simulates 

infiltration excess runoff for extreme rainfall events. Interflow and/or rapid subsurface flow are not 

considred as runoff constributig processes. OpenLISEM, an open source model adapted from de Roo, 

Wesseling, & Ritsema (1996), is able to simulate hydrologic processes and sediment processes during a 
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single rainfall event within a catchment. Figure 1.2 indicates the model structure only containing the 

hydrologic processes since the sediment processes were not taken into account in the study. In simulating 

ruoff, a part of rainfall becomes interception whereas the rest reaches the ground. Rainwater can eather be 

stored in the subsurface soil layer by means of infiltration, or be stored by effects of depressions and high 

surface roughness. Rainfall becomes Hortonian overland flow when rain rate exceeds infiltration rate, that 

also can be. when the soil layer is saturated. Overland flow joins channels in the lowest part of simalated 

local scale subcatchments so to result in channel flow. Flow equations used in computing these hydrologic 

processes can be found in Baartman, Jetten, Ritsema, & de Vente (2012). 

 

Figure 1.2 Flow chart of hydrologic processes in the OpenLISEM. Source: Bout & Jetten (2018) 

The simulation of water flow plays an essential role in flood modelling. In the OpenLISEM software 

(version 3.96) three approaches of flow approximations are applied that are , 1) channel flow follows a 1D 

kinematic wave, 2) flooding from the channels follows a 2D dynamic wave and 3) both 1D knimatic wave 

and 2D diffusive wave can be selected for overland flow approximation (Jetten & van den Bout, 2017). 

When 1D knimatic wave is selected, a flow network was created from DEM map. The flow direction for 

each cell only depends on the topographic slope and is fixed during simulation. Diffusive wave 

approximation takes the water depth into account but only solves mass balance and neglects inertial terms 

in computation. Dynamic wave solves both mass balance and momentum balance, which is necessary in 

shallow water simulation. 

In the last version of ‘OpenLISEM Harzard’  (i.e., 1.0), which is used in this study, some changes in flow 

approximations have been made. At present channel flow follows 1D diffusive wave, and both overland 

flow and flood inundation follow a 2D dynamic wave. Therefore, there is no distinction in the compution 

principles of overland flow and flooding, and the water depth on the land surface represents the depth of 
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flooding. The equations of the three flow approximations and the difference among them is explained in 

Bout & Jetten (2018). 

In recent years LISEM has been used for flash flood simulation in several studies in Kampala, Uganda. 

Sliuzas, Flacke, & Jetten (2013) studied the effect of urbanization on flooding in Lubigi catchment (28 

km2) in Kampala, in which a 1:10 year rainstorm was simulated using an observed rainfall event. The 

maximum rain intensity during the rainstorm is over 100 mm/h. Mhonda (2013) used LISEM in the same 

area and set it up with spatial resolution as 10 m,  simulation period as 500 min, and time step as 10 sec. 

Habonimana (2014) did some further work in the same areaand run the model with spatial resolution as 

20 m,  simulation period as 2300 min, and time step as 10 sec. The simulation period was set longer to 

allow almost all the runoff caused by the intense rainfall to reach the outlet. Both studies applied fine 

spatial resolution for an ideal representation of urban elements. A rain gauge located in the city was the 

main source of rainfall data available. Simulations with rainfall estimates from Weather Research Forecast 

(WRF) model with 10 min temporal resolution and 1 km spatial resolution was used in this study as well. 

Previous ITC students have contributed to the work of flood simulation and analyses in Kigali city. 

Manyifika (2015) developed a rainfall-runoff model for the upstream areas to the actual flood prone area 

in Kigali for which high resolution (5-20 m) 1D2D SOBEK models were developed. Whereas for the for 

runoff simulation in Nyabugogo catchment a HEC-HMS model was developed and calibrated using 

observed rainfall and discharge in the period 2011-2013, for the commercial hub of Kigali city the 1D2D 

SOBEK flood inundation model was developed. Ali (2016) further developed the 1D2D SOBEK model 

and assessed the effects of urbanisation and infrastructure on flooding. 

1.2.2. Satellite Rainfall Estimates (SREs) 

Satellite products, such as Climate Prediction Center Morphing Technique (CMORPH), Tropical Rainfall 

Measuring Mission (TRMM) Multisatellite Precipitation Analysis (TMPA), and Precipitation Using 

Artificial Neural Networks (PERSIANN) can provide spatially variable rainfall data in near-global scale. 

For instance, CMORPH is able to provide rainfall data with 8 km spatial resolution at the equator and 30 

minutes temporal resolution. 

All the rainfall data from satellites products contain uncertainties. Several studies intercompared SREs for 

the east Africa region with outcome that CMORPH proved to be more accurate to represent the gauge 

rainfall compared to products from, e.g., TRMM, TMPA or PERSIANN. Haile, Habib, & Rientjes (2013) 

described that CMORPH is widely used in hydro-meteorological applications around the world because of 

its high temporal and spatial resolutions. Habib, Haile, Sazib, Zhang, & Rientjes (2014) concluded that 

CMORPH is a suitable product to estimate rainfall for simulation of flood events. However, studies show 

that rainfall estimations from satellite products are prone to error (i.e., bias) resulting from systematic and 

random errors. 

To identify a suitable satellite rainfall product to represent rainfall distributions in the Nyabugogo, and 

neighbouring catchments, Sendama (2015) performed a study on CMORPH, Rainfall Estimates (RFE) 2.0 

and TRMM 3B42 v7 products and concluded that CMORPH is preferred since it best represented in-situ 

based rainfall patterns. Sendama (2015) showed that for the period 2009-2013 a bias factor of 0.67 (the 

ratio between accumulative daily SREs and accumulative daily in-situ measurements) and a mean error 

with -1 mm/day compared to in-situ measurements. In the rain gauges overlapping with this study 
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(Gitega, Kigali_aero, and Cyinzuzi), the overall bias is 0.82, 0.85, and 0.61 respectively. As such, 

CMORPH only shows little underestimation of in-situ based rain estimates. By these findings CMORPH 

was selected for use in this study.  

1.2.3. Weather Forecasting Products 

Global ensemble forecasting systems are able to provide weather forecasts including rainfall forecasts. For 

instance, the European Center of Medium-range Weather Forecasting (ECMWF) can provide weather 

forecasts including rainfall at 0.25° spatial resolution and 6 hr temporal resolution with lead times from 0 

to 10 days (ECMWF Directorate, 2012). Buizza et al. (2005) compared the weather forecasting results 

based on ECMWF, the Meteorological Service of Canada (MSC0), and the National Centers for 

Environmental Prediction (NCEP), which are all weather forecasting systems. Though none of them can 

fit the reality reliably, the overall performance of ECMWF was considered the best. 

Haile, Tefera, & Rientjes (2016) developed a simple flood forecasting model for the Benue basin of 

918,872 km2 (Niger river basin) through HEC-HMS simulation using ECMWF rainfall forecasts. Rainfall 

estimates preceding the flood forecast window was represented by Tropical Rainfall Measuring Mission 

(TRMM), this by lack of in-situ rainfall data. The simulated stream flow discharges were compared to the 

observed counterparts during the flood events. With the lead times from 1 to 6 days, ECMWF rainfall 

forecasts were possible to provide moderately accurate results in flood forecasting for Benue basin. 

Roulin & Vannitsem (2005) developed hydrological prediction system using a water balance model to 

simulate streamflow at a storm event with lead times from 1 to 9 days. The model was developed for the 

Demer catchment of (1775 km2) and the Ourthe catchment (1616 km2) in Belgium and was with two 

rainfall inputs: ECMWF rainfall forecasts and historical observed rainfall on the same calendar dates with 

the storm event in the past 30 years. Compared to the results based on historical observation, the results 

based on ECMWF forecasts were proved to perform better. 

Benninga (2015) assessed the performance of streamflow forecasting using lumped HBV rainfall-runoff 

model for the Biała Tarnowska river catchment of 956.9 km2. ECMWF rainfall forecasts and historically 

observed rainfall on the same calendar dates with the event served as meteorological inputs respectively. 

Low, medium, and high flows were defined according to discharge thresholds with the exceedance 

probability of 75% and 25% compared to the observed discharge of past years. Historically observed 

rainfall performed better in the low flow forecasts, while ECMWF forecasts provided better results in the 

high flow forecasts. In terms of flooding forecasting, ECMWF were probably better inputs as flooding is 

associated with high streamflow. The performance of forecasting is generally the best for lead times of 2 

to 5 days. 

1.2.4. Digital Elevation Model (DEM) Map 

Availability of an accurate Digital Elevation Model is prerequisite to the development of a flood model. A 

DEM map with a suitable resolution and a good accuracy can be a good representation of the topography 

in the study area used in flood modelling. Evaluation on a DEM map can is on the accuracy of its 

geolocation and elevation, e.g. by field surveying as shown in Ali (2016) for Kigali flood prone area. 

Commonly used elevation models in flood modelling are the Shuttle Radar Topography Mission (SRTM) 

DEMs and the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) DEMs. 
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SRTMs are available at 90 and 30 m spatial resolution from 60 degrees north latitude to 54 degrees south 

latitude (Van Zyl, 2001). Rodriguez, Morris, & Belz (2006) did a global assessment on the performance of 

SRTM and showed absolute geolocation error, absolute height error, and relative height error in Africa of 

respectively 11.9 m, 5.6 m, and 9.8 m with 90% confidence. 

The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) provides a DEM with 

30 m spatial resolution along the tracks of spacecraft. Fujisada, Bailey, Kelly, Hara, & Abrams (2005) 

evaluated its geolocation and vertical accuracy and got the value of better than 50 m and about 20 m 

respectively. The root-mean-square error (RMSE) of ASTER is ± 8.6 m claimed by US Geological Survey 

(USGS) (Hirano, Welch, & Lang, 2003). 

Schumann et al. (2008) assessed the performance of DEM from LiDAR, contours and SRTM in deriving 

water stages and suggested a lower accuracy of SRTM than the other two. Nevertheless, for large and 

homogeneous floodplains, SRTM is still a potential DEM source in initial vital flood simulation due to its 

moderately good accuracy. Jarihani, Callow, McVicar, Van Niel, & Larsen (2015) applied SRTM and 

ASTER in hydrodynamic modelling and concluded that they are suitable products for data poor areas 

after calibrated and validated using control point dataset. 

1.2.5. Land Surface Properties 

In distributed rainfall-runoff modelling, surface properties representations often serve estimation of 

interception, micro storage and surface flow (both channel flow and overland flow). Different values on 

properties can be applied to different land cover type according to Jetten & van den Bout (2017). 

Manning’s n is an essential parameter used in Manning’s Equation to compute the flow velocity and 

discharge on the slope surface and in the channel. It represents the resistance of the surface and is one of 

the most effective parameters in surface flow modelling. Chow (1959) and West Sacramento City Hall 

(2002) provided tabulated values of Manning’s n for specific land cover types in floodplain and channel 

types. It is noticeable that the Manning’s n values of both surface and channels are not pre-set or static 

and can be optimized during the model calibration. 

Random roughness is a coefficient used in empirical equations to compute maximum water storage at 

local depressions, which can store water before it becomes overland flow. To measure random roughness 

is costly, labor intensive and time-consuming thus roughness values often are defined by model sensitivity 

and calibration procedures. Mwendera & Feyen (1992) found an empirical relation between Manning’s n 

and random roughness from statistical methods. Onstad (1987) claimed that apart from the soil type, 

several factors have effects on the random roughness as well, especially tillage and rainfall. 

1.2.6. Soil Properties 

In this study, the infiltration process is simulated using Green and Ampt (Green & Ampt, 1911) 

approximation. It assumes that soil properties do not change in the vertical direction. The soil above the 

wetting front is saturated while the soil below is not and a sharp wetting front results. For modelling the 

initial soil moisture content need to be defined and set. For calculation of infiltration, soil properties, 

including saturated hydraulic conductivity, porosity, average suction at the wetting front, and initial 

volumetric soil moisture content, are main inputs required by the method. (descriptions modified after 

Mein & Larson (1971)) 
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The difficulty to set initial soil moisture content of the unsaturated soil layer in the OpenLISEM 

constitutes a major source of uncertainty in hydrological modelling. This since spatially distributed pattern 

of the initial soil moisture content as required by the model is not available and thus a substantial obstacle 

in the procedure of model initialization (Noto, Ivanov, Bras, & Vivoni, 2008). In this study, the initial soil 

moisture content was firstly set to 0.7 of the porosity and adjusted in the later tests. 

Due to the lack of field measurements related to the hydraulic properties of the soil in the study area, 

global soil databases became the major sources of soil information in this study. SoilGrids is a data archive 

system combining publicly available soil profile data and remote sensing data. It can provide several 

estimations of numeric soil properties and soil classification based on the World Reference Base (WRB) 

and United States Department of Agriculture (USDA) classification systems in a global scale with 250 m 

resolution (Hengl et al., 2017). 

The Food and Agriculture Organization of the United Nations (FAO) soil database was established from 

a statistical analysis of the 4353 soil profiles. Global maps are available at a scale of 1 to 5 million. It 

contains some soil physical and chemical properties, most of which in topsoil (0-30 cm) and subsoil (30-

100 cm) (Batjes, 1997). After collaborated with other databases, it is now known as the Harmonized 

World Soil Database with a spatial resolution of approximately 1 km at the equator. It was obtained from 

many sources and comprehensive (Jones & Thornton, 2015). 

Based on the surveys and analyses of soil samples, Rawls, Brakensiek, & Miller (1983) provide the 

parameter values needed in Green and Ampt infiltration equation for different types of soil. Saxton & 

Rawls (2006) also provided tabulated properties for different soil types through laboratory experiments. 

Besides, they developed Soil Water Characteristics, a computer program which aims to transfer soil texture 

to soil classification and provide physical and chemical properties based on experiments (“Soil Water 

Characteristics,” n.d.). 
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2. OBJECTIVES, RESEARCH QUESTIONS AND STUDY 
AREA 

2.1. Problem Statement 

Kigali city has experienced frequent flash floods in recent years that shortly developed (2-6 hr) after a 

rainstorm occurred. An understanding on characteristics of floods and catchment runoff behaviour is 

needed for development of flood mitigation measures or early warning. As such development of a 

hydrological model in this area is relevant but not trivial. For the study area, the hydro-meteorological in-

situ data is not only scarce, but data also is of poor quality. The lack of in-situ data especially with respect 

to river geometry, soil properties, and flood extent is a main obstacle. Hence, remote sensing and global 

databases are alternatives to obtain the catchment and meteorological information needed for modelling. 

Previous flood modelling in Kigali city was based on 1D2D SOBEK model, with simulated catchment 

runoff from the separate HEC-HMS model that served to estimate the river inflow to the flood model 

domain. The estimated runoff hydrograph from HEC-HMS served as the SOBEK inflow boundary 

condition for the flood events. HEC-HMS is a conceptual rainfall-runoff model ignoring spatial variability 

and rainfall-runoff relation in each sub-catchment was obtained using simple methods. Reference is made 

to Manyifika (2015) and Ali (2016) for detailed description on the approaches. To overcome the 

limitations of such approach, a distributed, integrated rainfall-runoff – inundation model is required to 

simulate spatially distributed patterns of meteorological inputs, catchment characteristics, and hydrological 

processes. Besides, an integrated rainfall-runoff – flood inundation model that solves the combined model 

water balance, such approach would enable to represent in respective time and space domains the 

hydrological and flow processes during a flood event. 

With the help of rainfall data from different sources (in-situ measurements, remote sensing, and 

meteorological forecasts) for runoff modelling, it could serve flood simulation as well as flood forecasting. 

For the area observations on floods are essentially absent, so the flood assessments in this study and 

LISEM model approach focused on comparing model performance to previous simulation results in 

Manyifika (2015) and Ali (2016). It is noted that results in both studies could not be verified by detailed 

and accurate field observations but the overall patterns on flood dynamic were not considered unrealistic 

by respective researches with expert knowledge on the area. As such for this study discharge and flood 

extend results provided by Manyifika (2015) and Ali (2016) served as a benchmark for assessing simulation 

results in this study that are for the same events. The accuracy of flood forecasting was evaluated when 

rainfall data from various sources were selected as inputs. 

2.2. Objectives 

The main objective of this study is to develop an integrated rainfall-runoff – inundation model and a flood 

forecasting procedure for Kigali city with possible rainfall inputs from in-situ measurements, remote 

sensing products and weather forecasts. 
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The specific objectives are: 

• To assess the performance of CMORPH rainfall estimates and ECMWF rainfall forecasts using 

in-situ measurements, 

• To correct the biases of CMORPH rainfall estimates based on in-situ measurements, 

• To develop and calibrate a rainfall-runoff – inundation model simulating historical flooding 

events using OpenLISEM simulation, 

• To evaluate the performance of the flood forecasts when ECMWF rainfall forecasts combined 

with CMORPH estimates serve as meteorological inputs. 

2.3. Research Questions 

The research questions are: 

• What bias correction scheme is the most effective for flood modelling purposes? 

• What are the most sensitive parameters and settings in the OpenLISEM model? 

• What is the performance of the model in simulating historical flooding events? 

• What are the potentially inundated areas according to simulation? 

• What are the main sources of uncertainty in model development? 

• How to evaluate flood forecasting model performance? 

• How is flood forecasting performance affected by increasing forecasting lead times (12 to 48 hr)? 

• How does the uncertainty in rainfall forecasts affect the accuracy of flood forecasting? 

2.4. Study Area 

Rwanda is in the central eastern part of Africa, between 1 degree south latitude and 3 degrees south 

latitude, 29 degrees east longitude and 31 degrees east longitude. The size of Rwanda is 26338 km2. It is a 

mountainous country and has a high elevation in the entire country with the lowest point at 950 m a.s.l. 

Nyabugogo catchment is a major catchment covering the central, eastern, and northern part of Rwanda. 

The area of Nyabugogo catchment is 1661 km2 including lake Muhazi. Kigali city, the capital of Rwanda, is 

located at the downstream of Nyabugogo catchment with the most densely urbanized area with high 

population. Nyabugogo river, the main river in the catchment, starts from lake Muhazi and flows through 

the commercial hub of Kigali city where it causes flooding. The entire catchment is divided into 12 sub-

catchments including the floodplain where Kigali city is located in. Considering the area for the model, 9 

sub-catchments with a total area of 454 km2 was selected as study area. Figure 2.1 shows the location of 

Nyabugogo catchment and the study area. 
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Figure 2.1 Study area. 
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3. DATA AND METHODOLOGY 

3.1. Conceptual Framework 

For this study a coupled rainfall-runoff and inundation model and flood forecasting procedure must be 

developed for Kigali city and Nyabugogo catchment using OpenLISEM simulation. Figure 3.1 illustrates 

the main steps of this study. Rainfall estimates from CMORPH and ECMWF were utilized as the 

meteorological forcing in flood simulation and forecasting procedure after bias correction based on in-situ 

rainfall measurements. Data representing catchment characteristics were adopted from Manyifika (2015) 

and Ali (2016) and further collected from global databases. The observed and simulated discharge data 

during flooding events served in developing and calibrating the model. Forecasting results were compared 

to the previous simulation after calibration. 

 

Figure 3.1 Flow chart of methodology. 
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3.2. Data Processing 

3.2.1. Rainfall 

Rainfall data obtained from in-situ measurements are typically considered as the most accurate and 

representative data of the catchment. In-situ rainfall data was collected by Manyifika (2015) from Rwanda 

Meteorology Agency (WMA). Four rain gauges in or close to the study area (Gitega, Kigali_aero, 

Rubungo, and Cyinzuzi) were selected using Thiessen polygons to represent spatial distribution of rainfall. 

The time series of all the selected gauges is from 2009 to 2013 with a daily interval. In this study, recorded 

in-situ rainfall measurements that caused reported flooding situations mainly served to correct rainfall data 

from other sources. Figure 3.2 indicates the location of these four gauges and the areas they represent. 

 

Figure 3.2 Location of four selected rain gauges and the area they represent using Thiessen polygon. Source: 
Manyifika (2015). 

Given the size of the basis area, the temporal resolution of the in-situ rainfall (i.e. daily) is too coarse to 

meet the demand of flood simulation and forecasting purposes. Thus, sub daily rainfall estimates from 

CMORPH were selected to represent the distributed rainfall during the extreme events due to its better 

spatial and temporal resolution compared to other satellite products. CMORPH data was downloaded 

through ISOD toolbox in ILWIS software with 8 km spatial resolution and 30 min temporal resolution.  

In the flood forecasting procedure, precipitation forecasts from ECMWF were used as the rainfall inputs. 

They were downloaded on http://apps.ecmwf.int/datasets/data/tigge/levtype=sfc/type=cf/ with 0.25° 

spatial resolution and 6 hr temporal resolution. The precipitation forecasts were released twice in a day, at 

00:00 and 12:00. 

http://apps.ecmwf.int/datasets/data/tigge/levtype=sfc/type=cf/
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3.2.2. Discharge and Flooding Events 

The Yanze and Rusumo sub-catchment, the lake Muhazi sub-catchment, and the entire Nyabugogo 

catchment (at Nemba station located in the downstream part of Kigali) are gauged. The discharge data was 

collected from Rwanda Natural Resources Authority (RNRA) and Integrated Water Resources 

Department (IWRMD). The overlapping time series of these four discharge stations is from 2011 to 2013. 

Manyifika (2015) did some field work to establish and construct rating curves of the stations, making it 

possible to convert water level to river discharge. It is assumed that the rating cure remained the same 

during the flood events simulated for this study. Discharge time series of four gauging stations are 

indicated in Figure 3.3. The three gauged sub-catchments were excluded in this study, and the discharge 

data of them is used as boundary flow in the model. 

 

Figure 3.3 Discharge of four gauging stations from 2011 to 2013. Source: Manyifika (2015). 

Manyifika (2015) selected four flooding events from 2011 to 2013 according to the peaks of hydrographs 

in Nyabugogo main river and rainfall values on the corresponding dates. Since the study provided 

simulated streamflow discharge in all sub-catchments during these events with high temporal resolution 

(30 min), the same events were selected in this study to transfer the simulation results to become boundary 

flow and base flow discharge. For each selected extreme rainfall event, the period of simulation was two 

days, the specific dates of them are listed below: 

• 29th and 30th November 2011; 

• 3rd and 4th May 2012; 

• 31st October and 1st November 2012; 

• 11th and 12th March 2012. 

3.2.3. DEM Map 

The elevation map collected from the local government proved to be not of good accuracy in the area 

with high altitude values. It is considered not a suitable product for the study area that contains much 

mountainous area. Concerning global DEM products, DEM maps from SRTM were proved to perform 

better than those from ASTER in some studies. Therefore, DEM maps from SRTM were selected to 
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represent the elevation in this area. DEM maps with 30 m and 90 m resolution can be chosen. Due to the 

large area of the catchment and the limitation of computation time, a coarse resolution (90 m) was applied. 

The DEM maps from SRTM were downloaded on https://earthexplorer.usgs.gov/. The elevation of the 

study area ranges from 1354 m to 2237 m with the lowest elevation and the catchment outlet in the 

southwest part, which is indicated in Figure 3.4. It is worth mentioning that the elevation is an integer, so 

the distinction between two adjacent cells is also an integer. It is an obvious drawback of SRTM and might 

influence the results. 

 

Figure 3.4 SRTM DEM map. 

3.2.4. Land Cover and Surface 

A base map database covering entire Rwanda was collected by Manyifika (2015) from RNRA. The base 

map database contains a vector land cover map. It was rasterized with 90 m resolution, which is shown in 

Figure 3.5. Urban area representing Kigali city is located in the south part of the study area, and the rest 

part is mostly covered by agricultural lands and forest. Each land cover type was given the corresponding 

properties, including random roughness, Manning's n, vegetation height, and fraction covered by 

vegetation according to the recommended values provided by Jetten & van den Bout (2017). The 

classification in the land cover map is slightly different from the one in the manual, so the most similar 

class is used when no class in the manual is the same as the land cover map.  

https://earthexplorer.usgs.gov/
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Figure 3.5 Land cover map. Source: Manyifika (2015). 

The other factors describing water storage effects (i.e. Leaf Area Index (LAI) and the maximum canopy 

storage capacity (Smax)) are not available in the table. LAI was calculated from the fraction covered by 

vegetation (Cover). The equation used is below: 

𝐿𝐴𝐼 =
𝑙𝑛⁡(1 − 𝐶𝑜𝑣𝑒𝑟)

−0.4
 

de Jong & Jetten (2007) found the statistical relation between Smax and LAI for various types of 

vegetation. Different empirical equations were applied to different kinds of vegetation to compute Smax 

from LAI. The equation of crops was applied on all the agricultural land, and the vegetation type of forest 

plantation area was assumed to be broadleaved forest. LAI of built-up area was very low due to its low 

Cover, and Smax of built-up area was set as 0. Cover, LAI and Smax of open land were all 0. 

Table 3.1 Roughness and vegetation parameters 

Parameter Random roughness Manning's n Plant height Cover LAI Smax 

Unit cm - m - - mm 

Open land 0.5 0.1 0 0 0.00 0.00 

Closed agriculture 1 0.03 1 0.8 4.02 2.85 

Forest plantation 1 0.1 5 0.8 4.02 1.15 

Built-up area 0.5 0.05 5 0.1 0.26 0.00 

Open agriculture 0.7 0.03 0.5 0.5 1.73 1.78 

Irrigation 1 0.03 1 0.8 4.02 2.85 
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The parameters of each land cover type are indicated in Table 3.1. In LISEM, area of crusted and 

compacted surface involves a different set of hydraulic properties of the soil, and no infiltration process 

was included area of hard surface. They are ignored in this study because of the lack of detailed 

information. A road network containing tarred roads and untarred roads is available from the base map, in 

which only the tarred roads should be considered as impermeable. Regarding the road widths range in an 

extensive range in this study, and the number of tarred roads is too small to affect the computation of 

infiltration, a road network was excluded in the model due to the coarse spatial resolution of the model. 

Concerning Manning’s n value of the main river channel, 0.048 was set in this study according to Chow 

(1959). 

3.2.5. Soil Properties 

Two global soil databases, Soilgrids and FAO, were compared to each other. Compared to FAO database, 

Soilgrids database has finer spatial resolution and more useful information. It was then selected, and soil 

data was downloaded on http://www.soilgrids.org/ provided at 250 m * 250 m resolution. The database 

contains classified soil maps based on WRB and USDA classification respectively. It also offers the soil 

texture, including the content of sand, silt, and clay in the soil in 7 depths (0, 5 cm, 15 cm, 30 cm, 60 cm, 

100 cm, 200 cm). 

 

Figure 3.6 Soil class map based on Soilgrids database. 

Soil properties serve for the simulation of the infiltration process. The maps with the content of sand and 

clay were calculated by averaging the content of sand and clay in 7 depths separately. The average content 

of clay and sand up to 200 cm ranges from 26% to 47% and from 30% to 54% respectively. The soil was 

classified according to the content of sand and clay in it through Soil Water Characteristics Program. The 

http://www.soilgrids.org/
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soil in this area includes five texture classes: clay (C), clay loam (CL), loam (L), sandy clay (SaC), and sandy 

clay loam (SaCL). The soil class map after classification is presented in Figure 3.6. The soil in the urban 

area mainly consists of C and SaC, and the rest mainly consist of CL, SaC, and SaCL. L only occupies a 

minimal proportion and hardly visible from the map. 

Table 3.2 Hydraulic parameters of soil 

Parameter Ksat Porosity Suction 

Unit mm/h - cm 

L 3.4 0.463 8.89 

SaCL 1.5 0.398 21.85 

CL 1 0.464 20.88 

C 0.3 0.475 31.63 

SaC 0.6 0.43 23.9 

Saxton & Rawls (2006) and Jetten & van den Bout (2017) provided tabulated relation between soil texture 

and soil hydraulic properties based on laboratory experiments and regression methods. The soil properties, 

including saturated hydraulic conductivity (Ksat), suction at the wetting front, and porosity were applied. 

It is worth mentioning that according to the literature, Ksat is very low for all types of soil in the study 

area. The low values result in low infiltration rates thus infiltration excess overland flow can relatively 

quickly be generated by the model. The infiltration in the soil on the land surface and the seepage in the 

channel is simulated separately. On account of scarce information about the soil in the channel, no 

seepage is included in the model. The hydraulic properties of soil used in this study are shown in Table 

3.2. 

3.3. CMORPH Bias Correction 

Satellite products might generate large errors in detecting precipitation, including random errors and 

systematic errors. The systematic errors (biases) of rainfall estimates from CMORPH require bias 

correction based on the rainfall data from rain gauges. The basic procedure of bias correction is to 

multiply SREs by the bias factor to result in a new and more accurate set of satellite rainfall estimates for 

use in modelling. Three bias correction schemes by Habib et al. (2014) are selected for this study: Time 

Space Variable (TSV), Time Variable (TV), and Time and Space Fixed (TSF). The equations are: 

Time Space Variable: 

𝐵𝐹𝑇𝑆𝑉 =
∑ 𝐺(𝑖, 𝑡)𝑡=𝑑−𝑙
𝑡=𝑑

∑ 𝑆(𝑖, 𝑡)𝑡=𝑑−𝑙
𝑡=𝑑

 

where i is the rain gauge number, t is the day number, and l is the length of a time window (days) for bias 

calculation. Different lengths of time window can be compared and applied. G and S represent the 

accumulative rainfall values of each gauge and its corresponding CMORPH pixel during the time window 

respectively. The bias factor is variable with respect to gauges and dates. 

Time Variable: 

𝐵𝐹𝑇𝑉 =
∑ ⁡𝑡=𝑑−𝑙
𝑡=𝑑 ∑ 𝐺(𝑖, 𝑡)𝑖=𝑛

𝑖=1

∑ ⁡𝑡=𝑑−𝑙
𝑡=𝑑 ∑ 𝑆(𝑖, 𝑡)𝑖=𝑛

𝑖=1
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where n in the numerator is the total number of rain gauges within the entire domain of the study area, in 

this study 2. G and S represent the accumulative weighted average values of all gauges and the average 

values of CMORPH during the time window respectively. The bias factor is still variable with respect to 

dates but lumped in spatial. 

Time and Space Fixed: 

𝐵𝐹𝑇𝑆𝐹 =
∑ ⁡𝑡=𝑇
𝑡=1 ∑ 𝐺(𝑖, 𝑡)𝑖=𝑛

𝑖=1

∑ ⁡𝑡=𝑇
𝑡=1 ∑ 𝑆(𝑖, 𝑡)𝑖=𝑛

𝑖=1

 

where T is the full duration of the time study period, in this study 2. G and S represents the accumulative 

weighted average values of all gauges and the average values of CMORPH during the simulation period 

respectively. The bias factor is lumped both in temporal and spatial context. (description modified after 

Habib et al. (2014)) 

Since the gauge rainfall data is in a daily interval which is different from CMORPH, half-hourly estimates 

of CMORPH rainfall data were accumulated to match the temporal resolution of gauge rainfall. When bias 

factors of each gauge were computed, rainfall estimates in each gauge were compared to the CMORPH 

pixel values where it is located. It is noted that two gauges (Gitega and Kigali_area) fall into the same 

CMORPH pixel. When the bias factors of the entire study area were computed, the weighted average 

estimates were compared to the average CMORPH estimates in the area. 

3.4. Channel Network 

3.4.1. Dimensions 

A channel network is necessary to be added to a DEM map in flood modelling. The area of study is in the 

Nyabugogo commercial hub where the Nyabugogo river flows through. Besides, three tributaries 

contribute to flow in the main river, so inflow from connected sub-catchments have to be taken into 

account. The collected base map contains a map of drainage system including main Nyabugogo river and 

several tributaries. The locations of the channels were defined using the drainage system map. The DEM 

map of the channel was extracted from the SRTM DEM map. A description of the exact procedure is 

denied here and reference is made to PCRaster software (Pcraster Team, 2011) 

In LISEM, the width of a channel can be set smaller than a grid size of the DEM. The channel is assumed 

to cross the centre of a grid cell, while the elevation of the river bank is set to be the elevation of the 

DEM grid cell. The cross-sections are assumed to be trapeziums or rectangles, and the dimension of a 

channel is determined by the width and depth of the channel, and the side angle of the river bank. 

The dimension of the channel is a significant factor as it determines the channel’s capability in storing and 

transporting water thus directly affecting inundation and flooding events. Due to lack of field 

measurements, the width of the channel was achieved by measuring the channel width using the available 

orthophoto for this study. The depth of the channel was derived from the field measurements of the river. 

The average value of width and depth along the river flowing through the city are 9.16 m and 2.99 m 

respectively that served parameterization of the channels. Cross-sections are assumed to be rectangles, so 

the angle of channel side was set to 0. In order to create a gradual changing channel dimensions and avoid 

errors resulting from rigorous changes of cross-section shapes, the dimension was set the same along the 
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channel using the average measured values. Due to the absence of measurements in the upstream part of 

the main river and the tributaries, the average dimensions of the river section through the city were 

applied to the entire channel network. In reality, often the width of a channel typically keeps increasing 

from upstream to downstream, and dimensions of tributaries are usually smaller than those of the main 

river. By lack of data narrowing or widening of channels had to be ignored in this study. As a 

consequence, a major simplification was made in representing the dimensions of the channel, which would 

have significant effects on the results. 

3.4.2. Strahler Stream Order 

It is common knowledge that the distribution and density of channels affect results of modelling since 

channel density affects catchment response times by routing effects. In LISEM a Strahler stream ordering 

(Strahler, 1952) was applied to determine the channel drainage system with specified density of the 

channel network. PCRaster software (Pcraster Team, 2011) was used to identify respective stream orders. 

The order index of the main river is 7, the indices of the tributaries attached to it are 6, and the indices of 

the streams connected to these tributaries are 5.  

 

Figure 3.7 Three channel networks selected from the base map database with Strahler order indices from 5 to 7. 

For this study three channel networks were defined: with highest stream order of 7, 6, and 5, respectively. 

All three networks are connected to the branches in the sub-catchment out of the area that served model 

boundary outflow. The three networks were tested, and one of them was selected in developing the model 

based on the results. To evaluate the effect of the channel network density on runoff, the model was run 

with, initial soil moisture content was 0.8 of porosity value of the soil in Table 3.2 and the soil depth was 

20 cm. By applying a shallow soil layer and a high initial soil moisture content, the amount of infiltration 
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was limited to 18 mm and caused a raise in the ratio between runoff and rainfall. All other parameters 

were fixed and had assigned values obtained from literature. The distribution of the channels with 

increasing density (i.e., lower order) are shown in Figure 3.7. 

3.5. Sensitivity Analyses 

Sensitivity analyses were performed to indicate how the results, particularly the discharge, change with 

respect to the model parameters. The main purpose of the sensitivity analyses on parameters is to 

determine which parameters are more efficient to calibrate a model. CMORPH rainfall data after bias 

correction during Event 1 and the characteristics of Nyabugogo catchment were applied. 

By the LISEM structure, runoff production by interflow and/or subsurface flow is not included and thus 

only runoff produced by infiltration excess overland flow contribute to surface runoff and flooding. When 

assuming that seepage at the bottom of a soil is not possible in a model (i.e. an impermeable bottom is 

considered) water will be stored in a cell that possible could become saturated by infiltration. Therefore, 

the depth of subsurface soil layer which affects infiltration is a significant factor in LISEM. A shallow soil 

layer is likely to become fully saturated when a rainstorm occurs, while a deeper one is capable of storing 

more water and thus less runoff will be generated. However, the information of soil depth has to be 

achieved from in-situ measurement which is not possible in this study. Hence, different soil depths (10, 

15, 20, 30, 50, 100, and 150 cm) were tested separately. The initial soil moisture content was assumed 0.7 

of porosity, which is a moderate value. The porosity values are listed in Table 3.2. 

Five parameters are involved in the equations computing hydrological processes in LISEM, including 

Manning’s n of slope (surface) and channel, Ksat of slope and channel, and initial soil moisture content. 

Due to the uncertainty in data on land surface properties and on soil data, these parameters have to be 

adjusted to represent catchment characteristics better. They can be set as a ratio to the original values, 

which multiplies the value of every pixel in the original map at the same time. Seepage from the channel 

was not included in this study, so Ksat of the channel bottom was not activated resulting in a no-flow 

condition. Manning’s n of the land surface and channel respectively, and Ksat of the soil was increasing or 

decreasing sequentially by 20%, 40%, and 60% while other parameters and settings remained unchanged. 

Different initial soil moisture contents (0.5 to 0.9 of porosity) were tested. According to the analyses 

above, which is stated in Section 4.3.1 and 4.3.2, the second channel network was selected, and the soil 

depth was set as 20 cm. 

3.6. Model Calibration 

The observation interval of the historically observed discharge is daily that for this study area is inadequate 

for flood modelling purposes. As an alternative, the target of model calibration was to fit the main river 

discharge from LISEM simulation to results obtained in Manyifika (2015) that was based on HEC-HMS 

simulation. 

The simulation period for each event was two days. Before simulation, the channel flow domain was 

initialized for the day that preceded the rainfall events. The target base flow was adopted from Manyifika 

(2015). The LISEM outlet discharge was reported every 1 min, which is the same as the computation time 

step. Following the sensitivity analyses results, channel networks and depths of soil layer were fixed. The 

first target of calibration was to fit the volume of total discharge during the simulation period, as it 
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indicates the water balance of the model. In flooding events, inundation is usually generated when the 

discharge approaches a high flow event value, in this study highest peak flow event values for each event 

are considered. The second target was to fit the peak flow volumes for each rainstorm. When initial soil 

moisture content increases, both total discharge and highest discharge increases. In this case, when Ksat 

increases in a limited range, highest discharge still increases, while total discharge decreases. Manning’s n 

of the land surface and the channel were not adjusted as these were not very sensitive parameters. Ksat of 

the soil during four events was set as the same value to represent the soil properties in this area. Since 

LISEM was developed to simulate a single event, initial soil moisture was set different in each event. 

An objective function, Relative Volumetric Error (RVE) (Haile, Tefera, & Rientjes 2016), was selected to 

assess the model performance. Apart from it, the error in the volume of peak discharge, Δ, was also used 

in the assessment. Both are used to assess if LISEM is able to simulate the peak volume and peak 

discharge respectively. The equations are: 

Relative Volumetric Error: 

𝑅𝑉𝐸 =
∑ (𝑄𝑜𝑏𝑠,𝑖 − 𝑄𝑠𝑖𝑚,𝑖
𝑛
𝑖=1 )

∑ 𝑄𝑜𝑏𝑠,𝑖
𝑛
𝑖=1

∗ 100% 

where 𝑄𝑜𝑏𝑠,𝑖 is HEC-HMS simulation, 𝑄𝑠𝑖𝑚,𝑖  is LISEM simulation, and n is the number of simulation 

steps. The total volume of discharge (m3) during the simulation period was calculated from reported 

discharge in every time step (m3/s). 

Difference Δ: 

𝛥 =
𝑄𝑠𝑖𝑚,𝑝𝑒𝑎𝑘 − 𝑄𝑜𝑏𝑠,𝑝𝑒𝑎𝑘

𝑄𝑜𝑏𝑠,𝑝𝑒𝑎𝑘
∗ 100% 

where 𝑄𝑜𝑏𝑠,𝑝𝑒𝑎𝑘 is peak discharge of HEC-HMS simulation, and 𝑄𝑠𝑖𝑚,𝑝𝑒𝑎𝑘 is peak discharge of LISEM 

simulation. Two peaks and difference Δ in every event were computed and compared separately. 

The optimum values of RVE and difference Δ are both 0, which means a small difference in the 

magnitude of total and peak discharge. Visual inspection was also required in fitting the hydrograph. 

3.7. Flood Forecasting 

The model was calibrated to fit the main river discharge from LISEM simulation to results obtained in 

Manyifika (2015) based on HEC-HMS simulation, and optimum model parameters were achieved after 

calibration. Flood forecasting procedure was then performed to evaluate if LISEM is capable of simulating 

the discharge with ECMWF rainfall forecasts serving as the meteorological inputs of the model. In the 

flood forecasting procedure, the simulation period was set at two days (48 hr). 

The principle is explained in Figure 3.8. ECMWF forecasts were released every 12 hr, so the forecasting 

was operated with lead times from 12 to 48 hr. When the lead times changed, different combinations of 

rainfall inputs (ECMWF and CMORPH) were used in the model, while the model parameters and initial 

conditions remained the same as set during calibration. The temporal resolution of ECMWF and 

CMORPH inputs should match to make the results of forecasting comparable. Since the temporal 

resolution of ECMWF forecasts is 6 hr, also CMORPH estimates were defined for every 6 hr. 
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When the flood forecasting with 48 

hr lead times were operated, 

ECMWF rainfall forecasts released 

at 0 hr served as rainfall inputs and 

covered the entire 48 hr. 

 

When the lead times became 36 hr, 

the first 12 hr was treated as past 

time, and rainfall inputs in the first 

12 hr were replaced by bias-

corrected CMORPH rainfall 

estimates. ECMWF forecasts 

released at 12 hr were used in the 

remaining 36 hr. 

 

When the lead times were 24 hr, 

CMORPH estimates were used in 

the first 24 hr, and ECMWF 

forecasts released at 24 hr were used 

in the remaining 24 hr. 
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When the lead times were 12 hr, 

CMORPH estimates were used in 

the first 36 hr, which was treated as 

past time. ECMWF forecasts 

released at 36 hr were used in the 

last 12 hr. 

 

CMORPH rainfall estimates were 

treated as actual observation, so 

simulation results when CMORPH 

estimates covered the entire 48 hr 

reference to when the forecasted 

ECMWF rainfall inputs were used. 

Figure 3.8 Procedure and rainfall inputs of flood forecasting using ECMWF precipitation forecasts and corrected 
CMORPH estimates with lead times from 12 to 48 hr. 

The forecasting procedure can be applied to all the four flooding events. However, the biggest rainstorm 

in Event 2 occurred at the midnight of the second day, and the peak discharge resulting from it appeared 

on the third day of the event. Therefore, it was considered not meaningful to perform a forecasting 

procedure with lead times of two days as it could not capture the peak discharge. In addition, the rainfall 

estimates of CMORPH pronouncedly deviate from in-situ measurements in Event 2. It might lead to 

unreliable simulated results and thus not suitable to use in the evaluation of the performance of the 

forecasts. Thus, the forecasting procedure was operated in Event 1, 3, and 4. 

Similar to calibration, quantitative assessment served to assess the performance of forecasting. Regarding 

scores or measures to indicate the quality of forecasts, Jolliffe & Stephenson (2003) provided a number of 

scores suitable for different kinds of forecasts. For instance, continuous ranked probability score (CRPS) 

is widely used in evaluating probabilistic forecasts, and anomaly correlation coefficient (ACC) can be used 
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in evaluating forecasts in spatial fields. However, due to the very small number of forecasts in this study, 

basic scores are the most appropriate. Root Mean Square Error (RMSE) was selected to reflect the 

deviation between results achieved from ECMWF forecasts and CMOPRH estimates in each time step. 

The equation to compute RMSE is: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑄𝑜𝑏𝑠,𝑖 −𝑄𝑠𝑖𝑚,𝑖)

2𝑛
𝑖=1

𝑛
 

where 𝑄𝑜𝑏𝑠,𝑖 is simulation based on CMORPH estimates, 𝑄𝑠𝑖𝑚,𝑖 is simulation based on ECMWF rainfall 

forecasts, and n is the number of simulation steps. The unit of RMSE in this case is m3/s and the best 

value of it is 0. 
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4. RESULTS AND DISCUSSIONS 

4.1. CMORPH Rainfall Estimates 

4.1.1. Bias Correction 

Figure 4.1 indicates for each flood event the daily average rain values for the study area from in-situ 

measurements and raw CMORPH estimates for a time period that covers 15 days before a flood event 

and 2 days after the onset of the event. CMOPRH succeeds to capture the highest rain values on day -5 

and 1, two days before and during Event 1. In Event 3 and 4, CMORPH and in-situ measurements have 

the same outstanding dates, including day -7, -4 and -1 in Event 3, and day -5, -2 and 0 in Event 4. 

However, the magnitude of rainfall detected from CMORPH is not so accurate. Among these four events, 

the performance of CMORPH is the worst in Event 2. It provides miss detection when no heavy rainfall 

occurs and fails to capture all the heavy rainfall, especially on day 1 during the event, when in-situ 

measurements detect a rainstorm and a flood event is recorded. 

  

  

Figure 4.1 Daily average rain values for the study area from in-situ measurements and raw CMORPH estimates for a 
time period that covers 15 days before a flood event and 2 days after the onset of the event 
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Table 4.1 listed the bias factors of CMORPH using Time Variable method with length of time window 

from 2 to 7 days for the eight days of the four selected events as well as the mean values and the standard 

deviation of them. The standard deviation of all dates is in a low range in Event 1, 3, and 4, which shows 

that errors of CMORPH in theses dates mostly results from systematic errors. Therefore, the selection of 

the length of time window is likely not to have major effect on the flooding results in these three events. 

Table 4.1 Bias factors of CMORPH using Time Variable method with the length of time window from 2 to 7 days. 

Time window (d) 7 6 5 4 3 2 Mean Std. 

Event1 day1 1.13 1.16 1.09 1.09 0.98 0.85 1.05 0.12 

Event1 day2 1.01 0.95 0.95 0.84 0.73 0.79 0.88 0.11 

Event2 day1 1.10 1.06 0.77 1.41 1.30 3.68 1.55 1.07 

Event2 day2 1.10 0.81 1.49 1.48 3.79 5.63 2.38 1.91 

Event3 day1 0.54 0.50 0.56 0.56 0.57 0.75 0.58 0.09 

Event3 day2 0.51 0.58 0.58 0.59 0.81 1.07 0.69 0.21 

Event4 day1 1.31 1.66 1.65 1.65 0.96 0.89 1.35 0.36 

Event4 day2 1.81 1.80 1.80 1.20 1.14 1.55 1.55 0.31 

Concerning Event 2, it is shown in Figure 4.1 that the most variance between CMORPH estimates and in-

situ observation is on the second day, on which rain gauges detected heavy rainfall but CMORPH did not. 

In fact, the highest discharge peak of this catchment from 2011 to 2013 appears around the dates of Event 

2, which proves that the estimates from in-situ observation is more accurate. It seems that CMORPH 

misses a large quantity of rainfall detected by the rain gauges on the second day of Event 2 while its 

estimates on the first day match in-situ measurements well. Therefore, the target of bias correction for 

Event2 is to largely raise the rain values on the second day and maintain the values on the first day at a 

similar range. A three-day time window is then the most appropriate for Event 2. Therefore, the time 

window in calculating bias factors was set at three days although a longer window, for instance seven days, 

is more commonly applied as shown in (Habib et al., 2014). The bias factor of each day was computed 

separately, and it was in the middle of the time window. 

Table 4.2 Bias factors of CMORPH using three methods with length of time window as three days. 

Method Gitega Kigali_aero Rubungo Cyinzuzi TV TSF 

Event1 day1 1.04 0.84 0.72 1.19 0.98 0.85 

Event1 day2 0.97 0.77 0.62 0.68 0.73 0.85 

Event2 day1 2.41 0.64 1.40 0.00 1.30 3.68 

Event2 day2 6.09 1.22 3.64 2.09 3.79 3.68 

Event3 day1 1.17 0.27 0.62 0.27 0.57 0.75 

Event3 day2 1.08 0.25 1.05 1.01 0.81 0.75 

Event4 day1 0.84 1.56 0.09 1.47 0.96 0.89 

Event4 day2 0.89 1.75 1.12 1.26 1.14 0.89 

Mean 1.81 0.91 1.16 1.00 1.28 1.54 

Time Space Variable, Time Variable and Time Space Fixed methods of bias correction were used to 

compute bias factors of CMORPH in each rain gauge and the whole study area. The factors of eight days 

in four events were computed using a three-day time window and are shown in Table 4.2. Bias factors in 

each gauge were obtained using the TSV method, and the TSF method considers an event as an ensemble 
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and provides the same factor for two days in it. Bias factors on two days of Event 2 are very large (3.86) 

and are outliers among the eight days and provide enormous values, which is consistent to Table 4.1. 

Except them, most factors are around 1 provide moderate values. In general, CMORPH failed to capture 

a significant number of rainfall values during Event 2 but did not underestimate rainfall values significantly 

in the rest days (Figure 4.1). 

Except Event 2, the feature of these factors is apparent. Among the four rain gauges, the performance of 

CMORPH is the best in Gitega and much better than the others. The other gauges have factors that vary 

substantially. Due to the limitation of sample numbers, no clear relation between rain gauges and the 

magnitude of bias factors is found. Concerning the entire study area, factors computed using spatially 

lumped methods (TV and TSF) all are around 1. It can be concluded that spatially lumped methods tend 

to provide more continuous values compared to the factors in a single rain gauge. The overall 

performance of CMOPRH in this area is considered acceptable. 

The density of rain gauges in the study area is relatively low, in which only four gauges are located in the 

area that is of size 454 km2. To reduce the effects of occasional extreme values in a single gauge, using one 

factor for the entire area seems to be more proper. As the variance between the factors in two days within 

an event should not be neglected, the Time Variable method was selected to correct CMORPH estimates 

for flood simulation. 

4.1.2. Rainfall Patterns 

Figure 4.2 shows the rainfall time series during the events of CMORPH raw data and after bias correction 

using the scheme explained before. The period of Event 2 was extended by one day as a rainstorm occurs 

at the midnight of the second day, and it is the same in flood simulation. These lines represent the average 

values in the whole study area, therefore the spatially distributed patterns are not indicated. All the four 

events have two storms, and there is no rainfall in the rest of time in the two days. According to the 

graphs of raw CMORPH, the first storm usually starts from 10:00 to 14:00 on the first day and lasts for 

about 6 hr, and the second one usually starts from 8:00 to 12:00 on the second day and lasts for about 12 

hr. It seems that the rainstorms leading to flooding in this area share some similar feature and heavy 

rainfall usually starts at about noon. The first storm is more continuous and has much higher maximum 

intensity, while the second one has lower intensity and a longer duration, which usually lasts to the night. 

After bias correction, all the rainfall with highest intensity is reduced except in Event 2, in which raw 

CMORPH provides very slight rainfall. According to corrected CMORPH, the highest intensity of the 

second storm in Event 2 and 3 becomes higher than that of the first one. Among the four events, the 

maximum intensity and accumulative amounts of rainfall are higher in Event 1 and 3 and lower in Event 2 

and 4, which might lead to a difference in the outlet discharge and the inundated area. 
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Figure 4.2 Rainfall time series from raw and corrected CMORPH estimates in two-day events. The period of Event 2 
was extended by one day as a rainstorm occurs at the midnight of the second day. 

Figure 4.3 illustrated the spatially distributed patterns of accumulative rainfall during the four events from 

CMORPH raw estimates and bias-corrected estimates. Pixels carrying the highest values, which are dark 

blue in the images, are more frequently observed in raw data. Most of them overlap with the boundary of 

the study area, which reveals that heavy rainfall also occurs in the other sub-catchments when these 

flooding events occur. These amounts of water from the other sub-catchments were represented using 

sub-catchments inflow of the model, the values of which are based on HEC-HMS simulation. After bias 

correction, those highest values were reduced, and the pixels with dark blue are not observed anymore. It 

seems that the extremely high values are reduced by means of bias correction, both in temporal and spatial 

aspects. Besides, the deviation among the pixels in an image decreased after bias correction. Event 2 is 

exceptional since raw CMORPH only detected minimal rain values and the rain values were primarily 

increased after bias correction. 
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Figure 4.3 Spatially distributed patterns of accumulative rainfall in two day events in the study area from raw and 
corrected CMORPH estimates. 
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4.2. ECMWF Rainfall Forecasts 

The total rainfall values for two-day events from in-situ measurements and ECMWF forecasts with lead 

times from 2 to 7 days are compared in Figure 4.4 (a). The different values in one line represent the 

updated forecast estimates for decreasing forecast lead times from day 7 to the day in-situ data is shown. 

In the graphical representation on updated forecast, lead times are shown backward in time to allow direct 

comparison with in-situ observations at respective days. Considering in-situ measurements as the most 

representative estimates, the performance of a forecast can be reflected by the variance between it and in-

situ measurements. There is no definite relation between lead times and the magnitude of forecasts or a 

regular trend of these forecasts. Besides, the accuracy of forecasts does not reduce remarkably as lead 

times become longer in these events. Regarding the difference among the forecasts with changing lead 

times, Event 1 and 2 have more continuous forecasts and lower standard deviation (2.57 mm and 3.44 

mm) among these values, while Event 3 and 4 have higher (9.47 mm and 6.98 mm). 

A comparison between accumulated total rainfall estimates from ECMWF forecasts with two day lead 

times to, raw and corrected CMORPH, and in-situ measurements are shown in Figure 4.4 (b). Histograms 

show that raw CMORPH overestimates rainfall compared to in-situ data except for Event 2. When raw 

CMOPRH estimates largely deviate from in-situ data, bias correction is able to reduce the deviation, which 

is also observed in Figure 4.3. After correction, the difference between CMORPH and in-situ 

measurements is in an acceptable range. In Event 2 and 3, ECMWF forecasts match the in-situ 

measurements very well. 

  

Figure 4.4 (a) ECMWF rainfall forecasts for two-day events with lead times from 2 to 7 days and in-situ 
measurements. The different values in one line represent the estimates on the same dates with different lead times. 

(b) Total rainfall estimates for two-day events from various sources. 

Figure 4.5 shows the spatial patterns of ECMWF precipitation forecasts with 48 hr lead times. These 

images represent accumulative rainfall, the periods and the scales of which are the same as Figure 4.3. 

Apparently, the spatial resolution is much coarser than that of CMOPRH, which is a drawback of this 

product. The study area is covered by only four pixels, and none of them falls completely in it. Besides, 

the values from the four pixels in an image are mostly close to each other. Compared to corrected 

CMORPH estimates, ECMWF 48 hr forecasts provide more rainfall in Event 1 and 2, similar rainfall in 
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Event 3, and much less rainfall in Event 4. It is reflected in Figure 4.4 (b) as well and results in discharge 

disparity in the flood forecasting procedure. 

  

  

Figure 4.5 Spatial patterns of ECMWF precipitation forecasts with 48 hr lead times. The values represent 
accumulative rainfall during a two-day event. 

4.3. Model Development 

4.3.1. Strahler Stream Order 

Three channel networks based on Strahler stream order are tested for flood simulation in this study. The 

total lengths of the three networks are 46, 134, and 215 km respectively. The length increases noticeably 

when more streams with lower order are added to the network. The hydrographs obtained by these 

channel density representations are shown in Figure 4.6 (a). It can be seen that the outlet discharge 
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increases dramatically when 6th order rivers are added to the network. The peak discharge of channel 2 is 

close to 4 times of channel 1. The discharge is even larger when 5th orders are combined, but the variance 

is not as considerable as the former though the rise in the total length is more massive. 

The reason of the discharge variation is explained in Figure 4.6 (b), which indicates the proportion of 

outlet discharge, surface runoff (water remaining on the land surface at the end of simulation), and 

infiltration in three simulations. It is evident that the amount of infiltration is not affected by the density 

of channels. When the density rises, more water flows to the catchment outlet in the same simulation time, 

and less water is left on the land surface. 

However, the shift in time when maximum discharge appears is somewhat surprising in a manner that the 

peak time delays instead of advancing as the channel density increases. Manning’s Equation is applied to 

the surface water flow simulation, and the velocity of channel flow is normally much higher than that of 

overland flow. Consequently, a denser channel network can converge more water from the land surface 

promote it to flow faster along the channel. The change of velocity can be directly observed from the shift 

of peak time. Figure 4.6 (a) suggests that there is no considerable difference between the water flow 

velocity in channel flow and surface flow in LISEM. 

  

Figure 4.6 (a) Hydrographs from simulations using channels with Strahler orders from 5 to7. (b) The proportion of 
water processes (ratios between them and total rainfall) with respect to Strahler orders in three simulations. 

A possible explanation reason is that in the principle the computation of channel flow is different from 

that of overland flow. In overland flow, water is possible to be stored in local depressions in the cells 

lower than all surrounding cells, affecting the magnitude of discharge at catchment outlet. In channel flow, 

however, the depressions which are lower than both the upstream and downstream cell elevations are 

lifted (sink-fill operation) to create a continuous channel flow. Therefore, the magnitude of outlet 

discharge rises with respect to a denser channel network since less water is stored in the depressions. 

The maximum water depth on the land surface during the entire simulation period is an indicator of 

flooding extent. Depressions in a single cell and valleys can also be located at a low elevation in the local 

cell and much higher elevation in the surrounding cells. Figure 4.7 shows the difference in it between the 

simulations with three networks. Initial soil moisture was not a high value, thus there is no inundation on 

most of the cells. It can be seen that there is no big difference in most areas, but distinct change in some 
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cells where new channels are added. The decrease of maximum water height in these cells is evidence that 

some local depressions are eliminated by defining channels. Thus, water in these cells tends to converge to 

the main river instead of being stored on the surface. 

Most of the 6th order rivers are the main rivers in the sub-catchments where they are located in, so they 

have more capability in collecting surface flow. Moreover, as streams with relatively higher orders, their 

sizes can be approximated to be the same as the main river. The dimensions of the smaller and lower 

order branches are more difficult to estimate due to the absence of measurements. Thus, channel with 

Strahler order 6 was selected to represent rivers in the study area. 

  

Figure 4.7 Difference in the maximum water depths during simulations between Strahler orders indices of 7 and 6, 
and 6 and 5 (unit: m). 

4.3.2. Model Parameters 

Figure 4.8 (a) shows the simulated streamflow hydrographs with depths of the soil layer from 10 to 150 

cm. It is shown that only the results with 10 and 15 cm soil layer deviate from the others. The discharge is 

extremely sensitive to the depth when it is smaller than 20 cm. When the depth exceeds 20 cm, the value is 

indifferent to the results. It appears that less rainfall is stored by means of infiltration and it takes less time 

for water to fill in the soil layer when a shallower layer is applied. In addition, the system should have a 

quicker response and the peak time of discharge is expected to advance. However, it is not directly 

observed in the analysis of channel networks. 

Figure 4.8 (b) illustrates the ratio between infiltration and rainfall with respect to the depths of the soil 

layer. When the depth is larger than 20 cm, the rate becomes stable and maintain at about 85%, which a 

very high value. As a result, very less runoff would be generated, and no flooding would occur. A 

shallower layer is preferable to avoid too much infiltration, but an excessively shallow layer might be 

problematic in calibration due to high sensitivity. A moderate value, 20 cm, was selected in this study. 

More runoff can be achieved by defining higher initial soil moisture. 
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Figure 4.9 presents the hydrographs when the model was run with different parameters, including initial 

soil moisture, Ksat in downward, i.e., vertical ‘Z’ direction across soil depth, Manning’s n of the land 

surface, and Manning’s n of the channel. The indicators of initial soil moisture (0.5 to 0.9) are relative 

values (ratio between absolute initial soil moisture and porosity). The graphs show that the initial soil 

moisture is effective on the outlet discharge only when exceeding 0.7. When the value is close to 1, which 

means the soil layer is almost fully saturated, the discharge rises significantly. 

  

Figure 4.8 (a) Hydrographs with depths of soil layer from 10 to 150 cm. (b) The ratio between infiltration and rainfall 
with respect to depths of soil layer. 

The indicators of Ksat, Manning’s of the channel, and Manning’s n of the land surface (-60% to +60%) 

represent the change of these parameters. For instance, +20% in the graphs of Ksat means that Ksat 

values in the entire area were increased by 20% from the original values in literature. The model was then 

run with adjusted Ksat values and the other parameters remained unchanged. Due to the relatively low 

original values, an increased Ksat does not make a lot of difference on the results. A decreased Ksat leads 

to an apparent rising of discharge by means of reducing infiltration. A changed Manning’s n of land 

surface creates a change in magnitude and a shift in time of the discharge peak. When Manning’s n of the 

land surface is lower, the maximum discharge is larger, and the peak time advances. However, the variance 

of both the maximum discharge magnitude of the shifting of peak time is minimal. The change in 

Manning’s n of the channel sections causes almost no difference to the results. In general, the most 

sensitive parameter is the initial soil moisture, followed by Ksat that directly affects infiltration and thus 

soil water storage, while Manning’s n of both the land surface and the channel are the least sensitive 

parameters in this case. However, the sensitive parameters are only effective to the magnitude of 

discharge. It seems that the peak time of discharge cannot be shifted in an efficient way by adjusting all the 

parameters. 

Model parameters were adjusted in calibration. Manning’s n of slope and channel remained the same as 

original values. Initial soil moisture contents in 4 events were adjusted to 83%, 82%, 85%, and 84% of 

porosity, which were relatively high values. As one of the most sensitive parameters, the values in four 

events are very close among each other. It represents the generality of these flooding events that the soil 

was usually almost saturated before the highest discharge peak appears. Ksat became twice of its original 

values, and the infiltration process was still very limiting during the events due to low original values. 
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However, on account of high initial soil moisture content and shallow soil layer, the soil was fully 

saturated at the end of the simulation period. 

  

  

Figure 4.9 Hydrographs from simulations using changing model parameters. 

4.3.3. Model Calibration 

LISEM simulated discharge was calibrated to fit the discharge from HEC-HMS simulation during the two 

day events. The hydrographs of them are compared in Figure 4.10. The discharge is larger in Event 1 and 

3 and smaller in Event 2 and 4, which has the same characteristic with CMORPH rainfall estimates. When 

the first storm occurs, rain water is usually infiltrated to the soil. Moreover, lateral transport of soil water 

to create groundwater flow is not possible in LISEM. Therefore, most water is stored in local cells and 

lateral discharges cannot be created unless the soil layer becomes saturated, so rainwater becomes overland 

flow. Among the four events, the second discharge peak is always higher than the first one, since rain 

intensities provided by CMORPH estimates during these events are too low to create Hortonian overland 

flow. In the second storm, a significant amount of rainwater is already stored in the soil layer, and new 

rainfall is easy to create saturation overland flow and converge to the channels be routed to the outlet. 

Regarding HEC-HMS, the amount of discharge is directly affected by rainfall in very short period, thus 

the feature is observed. 
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The hydrographs of LISEM have a systematic delay compared to those of HEC-HMS in all the events, 

both in the rising limb and the falling limb in the hydrographs. It is due to the different theories on how 

runoff is produced of the two models. In HEC-HMS, the rainfall-runoff relation is computed separately in 

every sub-catchment. Besides, it is well defined which runoff production mechanisms actually are 

simulated by HEC-HMS, it is noted that rainfall is lumped in spatial. The rainfall is relatively simply 

converted to discharge in the outlet of sub-catchment with a delay time related to the area of it. Discharge 

of each sub-catchment at the same time is then simply added to the total discharge. In LISEM, rainfall and 

catchment characteristics are spatially variable, and the direction and velocity of water flow are computed 

based on physical equations. The water on the surface and in channels finally converges to the catchment 

outlet. In terms of theory, the distribution and movement of water with respect to time can be better 

traced. Therefore, the peak time of discharge in LISEM is more representative. 

  

  

Figure 4.10 Hydrographs of four flooding events from HEC-HMS simulations and calibrated hydrographs from 
LISEM simulations. 

The magnitudes of discharge obtained from two models are compared. Figure 4.11 shows the model 

performance by comparing total (RVE) and differences in peak discharge (Δ). As RVE is the first target in 

model calibration, the values of it are satisfying in all the events. As the second target, some poor values 

appear in the difference in the peak values. In Event 1, 2, and 4, LISEM is able to fit one of the two peaks, 
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while the contrast of the other is quite considerable. In Event 2, LISEM failed to meet both two peaks. 

Compared to HEC-HSM, LISEM tends to offer a relatively smaller peak in the first storm and a larger 

one in the second storm. It can be explained by the principle of the model. Since rainfall is distributed in 

the whole area in LISEM, it is possible to create higher peaks only when the system is close to saturated, 

and a quick rise in the discharge sharply after a storm in avoided. However, this distribution is not 

considered in HEC-HMS model, so it is not possible to fit two discharge peaks at the same time. 

Apart from that, almost all the RVE values except one are positive, while all the Δ values except one are 

negative, which shows a completely contrast feature. It also results from the difference in the model 

principle. The conversion from rainfall to runoff is much more direct in a lumped model than in a 

distributed model. Discharge drops immediately after reaching a peak in HEC-HSM if there is no more 

rainfall. However, the process is much more slowly in LISEM, which is easy to be observed in Figure 4.10. 

When the magnitudes of the peaks are the same, the total discharge of LISEM is higher. 

 

Figure 4.11 RVE and error Δ in the discharge of calibrated LISEM simulations compared to HEC-HMS simulations. 

4.3.4. Inundated Area 

After model calibration, the maximum water depths during the entire simulation period in four events are 

indicated in Figure 4.12. The maximum water depths simulated is small for events with no extensive and 

continuous inundated area simulated. Among the four events, very shallow water layer can be seen along 

the channel located in the southwest in Event 3. 

Apart from that, a visible boundary is observed between the area with larger and smaller inundation. The 

boundary is consistent with that between CMORPH pixels, and more overland flow and inundation that is 

likely created in the area receiving more rainfall. It proves that rainfall has much more effects on water 

storage in local cells than distant cells in this case. It is because that rainwater always first infiltrates and 

saturates the soil layer in case rainfall intensity is lower than infiltration capacity.  Some area with surface 

water storage and inundation is caused by local depressions since it has the similar distribution with that in 

the right map in Figure 4.7. 
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In general, most of the inundated area is created by rainfall and depressions at localized grid cells instead 

of larger scale flood inundation. The direct explanation is that the streamflow in the channel is does not 

exceed river banks to generate inundation flooding. In fact, it was found in the calibration process that a 

vast inundated area can be created when more runoff and thus higher discharges are simulated. Flooding 

mostly occurs in the flat region close to the outlet in the southwest part of the area. However, its 

corresponding simulated discharge would overtake the present one largely, and the performance in 

discharge simulation would worsen dramatically. 

  

  

Figure 4.12 Maximum water depths during simulation period after calibration (Unit: m). 
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In contrast, the extensive inundated area was generated in the previous simulation by Manyifika (2015) 

suing SOBEK flood model with similar boundary conditions. The most considerable difference between 

inputs of these two studies is the area of simulation scale and the resolution of DEM map. The SOBEK 

model only simulated flooding in part of Kigali city, and the spatial resolution of it was from 10 to 20 m. 

Compared to that, LISEM was applied to a much more extensive area with much coarser resolution. Due 

to a large area, water in upstream part has to flow through a long distance before converging to the outlet, 

and the system would react slowly. The travel time of water from different locations also varies a lot, 

leading to a smoother peak discharge. Regarding the resolution, the length of a side in a cell is 90 m, the 

size is thus 8100 m2. When water overflows from channels to land surface, the water depth is the mean 

value of a cell. Due to the large size of a cell, the amount of overflowing water can only generate a very 

shallow inundation depth. It is also noted that in LISEM simulation a large amount of water, in fact most 

of the rainfall, is consumed by means of infiltration. Therefore, the amount of water flowing into the 

downstream section of the main river is reduced considerably and is too little to create flooding. 

4.4. Flood Forecasting 

Flood forecasting procedure was operated with lead times from 12 to 48 hr. The forecasted hydrographs 

in Event 1, 3, and 4 were compared in Figure 4.13 (a). ECMWF forecasts combined with corrected 

CMORPH served as rainfall inputs in the model, and the principle is stated in Section 3.8. The time on the 

x-axis is from 12.00 to 24.00 on the second day of each event, which is the last 12 hr of the entire 

simulation period (48 hr in total). Since the variance among the forecasted graphs with different lead times 

in the beginning 36 hr is minimal, only the hydrographs during the last 12 hr of the simulation period are 

indicated. 

In Event 1, none of the results succeeds to forecast the magnitude of the peak discharge. 48 hr forecasts 

substantially overestimate the discharge while the others largely underestimate it. The results become 

better in Event 3. The results with lead times of 12, 24, and 48 hr succeed to forecast the time of the peak 

though the value is not so accurate. In Event 4, 12 hr forecasts fit the hydrograph very well, while the 

others fail to forecast a massive amount of discharge. 

The upper bar plot in Figure 4.13 (b) shows the total amount of rainfall from two products. The indicators 

on x-axis mean the accumulative rain values from ECMWF forecasts with different lead times and 

CMORPH estimates in the remaining period. The summation of one column is the total rainfall in one 

forecasting model run. ECMWF forecasts represent the rainfall at the unknown time (i.e., respective lead 

times), while CMORPH estimates represent the rainfall in the past time. In Event 1, ECMWF forecasts 

provide more rainfall in 48 hr forecasts and the opposite in the rest forecasts, which can be observed from 

the graphs. It is the same situation in Event 3 that 48 and 36 hr forecasts provide larger discharge due to 

larger meteorological inputs. Compared to CMOPRH, ECMWF underestimates the rainfall in forecasts 

with all the lead times in Event 4. However, the performance of 12 hr forecasts is still acceptable since it 

uses CMORPH data in the first 36 hr and the difference of rainfall in the last 12 hr is minimal. 

In general, larger rainfall inputs lead to larger discharge as expected, which is reflected from Figure 4.13. 

However, the difference in the graphs seems to be much more significant than that in the rain values, 

especially in 48 hr forecast of Event 1 and 12 hr forecast in Event 4. Since only the graphs in the last 12 hr 

are indicated, the difference among the graphs is enlarged. 
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Figure 4.13 (a) Forecasted hydrographs obtained from ECMWF forecasts combined with corrected CMORPH in the 
last 12 hr of simulation. (b) Upper graphs show the accumulative rain values in two-day events. The summation of 

one column is the total rainfall in one forecasting run. Lower graphs show the amounts of water processes during the 
entire simulation period. 

Another possible reason is reflected from the lower bar plot in Figure 4.13 (b). It shows the spatially 

average depths of discharge, surface runoff, and infiltration during the simulation period. Infiltration 
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always shows the largest proportion, and the variance among infiltration is small as the soil layer is usually 

fully saturated at the end of the simulation. Therefore, the difference mainly lies in discharge and surface 

runoff, and the relative difference among discharge is more considerable due to its small base value. It 

reveals that the performance of flood forecasting can be hardly good unless very accurate precipitation 

forecasts are provided to LISEM, not only in the spatially average values but also in the spatially 

distributed patterns. 

Usually, the accuracy of forecasting is supposed to increase as lead times decrease due to less uncertainty 

in rainfall forecasts. However, this is not precisely observed from the graphs. Forecasting skill score, in 

this case RMSE, also indicates the same feature apart from hydrographs. Table 4.3 lists the RMSE of all 

the forecasts. Within one event, RMSE does not always rise as the lead times rise. The performance of 

flood forecasts is determined mostly by the performance of ECMWF precipitation forecasts, and bias-

corrected CMOPRH estimates are utilized to assess it. The uncertainty of CMOPRH product might be a 

reason for it since it cannot represent the rainfall in this area perfectly. The difference of both spatial and 

temporal resolution of these two rainfall products also makes the results less comparable. Despite that, the 

forecasting procedure in this study is distinct from a common one, which normally applies a much longer 

forecasting window (typically 5 to 15 days) and a longer interval (typically 1 day). In general, relatively 

reasonable results are still observed that the mean values of RMSE of the three events show a trend of 

rising with respect to the lead times. A more apparent trend is expected if a longer forecasting window and 

more events are selected. 

Table 4.3 RMSE of discharge (m3/s) in flood forecasting 

  12 hr 24 hr 36 hr 48 hr 

Event1 121.4 108.1 168.0 1132.1 

Event3 325.4 1695.7 1371.9 12016.7 

Event4 67.3 1553.7 1542.7 1537.9 

Mean 171.4 1119.2 1027.5 4895.6 

Figure 4.14 indicates the Maximum water depths during the entire simulation period of Event 3 with 

changing lead times. Event 3 was selected as the values of discharge from different forecasts are relatively 

closer to each other than in the other events. The variance in the inundation distribution can then reflect 

the effects of the spatially variable rainfall inputs. The hydrographs show larger discharge from 36 and 48 

hr forecasts and smaller discharge from 12 and 24 hr forecasts. It is also reflected in Figure 4.14 that in the 

water depth images of 36 and 48 hr forecasts, larger discharge is corresponding to observed inundation in 

the entire area. In contrast, inundation can be only seen in the southwest part of the area in the water 

depth images of 12 and 24 hr forecasts. 

Figure 4.13 (b) shows that 36 and 48 forecasts result entirely from ECMWF precipitation forecasts in 

Event 3, while 12 and 24 forecasts are more affected by CMORPH rainfall estimates. The distribution of 

inundated area is triggered by the distribution of the rainfall inputs. The separation between the area with 

and without inundation is due to the boundary of the CMORPH pixels with larger and smaller 

accumulative rainfall. ECMWF precipitation forecasts contain less spatial variance, thus the inundated area 

is spread over the entire area. 
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Figure 4.14 Maximum water depths during the entire simulation period of Event 3 when changing lead times from 
12 to 48 hr are applied (Unit: m). 
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5. CONCLUSIONS AND RECOMMENDATIONS 

5.1. Conclusions 

In this study an integrated rainfall-runoff – inundation model and a flood forecasting procedure has been 

developed for Nyabugogo catchment and Kigali city in particular Four historical flooding events were 

simulated by use of OpenLISEM (version 3.96) software. A simple flood forecasting procedure was 

developed and tested with lead times from 12 to 48 hr. Bias corrected CMORPH rainfall estimates and 

ECMWF precipitation forecasts served as rainfall inputs. The research questions are answered below 

based on the study results. 

• What bias correction scheme is the most effective for flood modelling purposes? 

In this study Time variable method proved to be the most effective bias correction scheme as it 

reduces the uncertainty in one rain gauge and is computed separately for each day. The tested 

length of time window (from 2 to 7 days) is indifferent to bias factors in most of the cases. The 

entire study area shares one factor, and most of the values are around 1. 

 

• What are the most sensitive parameters and settings in the OpenLISEM model? 

In this study density of the channel network and the depths of soil layer proved to be the two 

most sensitive model settings for stream flow (i.e., channel flow) simulation, In the calibration 

process, initial moisture content is a very sensitive parameter, followed by Ksat of soil layer. 

However, all of them have an impact on only the magnitude but not as much on time the 

maximum discharge is simulated by the model. 

 

• What is the performance of the model in simulating historical flooding events? 

The overall performance of the total streamflow simulation is good. The second peak discharge is 

always higher than the first one, since the rainfall intensities are too low to generate infiltration 

excess (i.e, Hortonian) overland flow. Any rise of soil moisture content leads to result in full 

saturation leads to s overland flow in the second peak. As a distributed model, the peak time 

delays more than compared to HEC-HMS, also duration of a peak flow time window is longer. 

 

• What are the potentially inundated areas according to simulation? 

In general, most of the inundated area is created by high intense rainfall and depressions at 

localized grid cells instead of larger scale flooding in Kigali city area. Rainfall intensities provided 

by CMORPH estimates during flood events are too low to generate overland flow and thus 

rainfall does not directly converge to result in channel flow. Only when infiltration in the model is 

reduced to a very small value overland flow is generated. A such past observed real world 

catchment runoff behaviour and flood inundation could not be satisfactory simulated. 

 

• What are the main sources of uncertainty in model development? 

The usage of CMORPH rainfall estimates and the selection of bias correction scheme can cause 

much uncertainty in meteorological conditions. The lack of in-situ measurements in the 

dimensions of the channels and the hydraulic properties of the soil is the main source of 
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uncertainty in terms of catchment characteristics. SRTM DEM map with a very coarse resolution 

also contains uncertainty in representing topography in the area. 

 

• How to evaluate flood forecasting model performance? 

The performance of flood forecasting is evaluated by comparing the model results obtained from 

ECMWF precipitation forecasts to those from CMORPH estimates, which are considered as 

more representative rainfall inputs. In this study, total discharge estimates from two simulations 

during 12 hr in the flooding events are compared. 

 

• How is flood forecasting performance affected by increasing forecasting lead times (12 to 48 hr)? 

The overall performance of forecasting is acceptable but not excellent that some forecasted 

hydrographs can fit the magnitude of discharge from simulation using corrected CMORPH 

rainfall estimates while the rest cannot. As lead times rise from 12 to 48 hr, the performance of 

the forecasts has a trend to worsen in terms of RMSE. However, it is not clearly observed due to 

the small number of the tested events. 

 

• How does the uncertainty in rainfall forecasts affect the accuracy of flood forecasting? 

Rainfall forecasts are the deterministic factors in flood forecasting. It seems that the peak 

discharge is not possible to be forecasted unless ECMWF provides very accurate precipitation 

forecasts. The spatial patterns of rainfall inputs are essential as well in LISEM simulation. Since 

the spatial resolution of the two used rainfall products is largely different, the forecasts on the 

inundated area are not very reliable. 

In conclusion, the OpenLISEM is capable of simulating outlet discharge during a flooding event in this 

study, but the performance of inundation simulation is not very satisfying. The most prominent cause is 

the manner overland is generated under the condition that rainfall intensity is higher than infiltration 

capacity by the Green-Ampt approach. Secondly, a relatively coarse spatial resolution (i.e., grid resolution) 

is used in this study that directly affects the representation of floodplain elevations and slopes. The 

performance of flood forecasting is moderate in forecasting discharge with lead times from 12 to 48 hr. 

5.2. Recommendations 

The biggest obstacle in this study is the lack of in-situ data which, if available, is of poor quality. More 

densely distributed rain gauges with continuous rainfall records are more representative rainfall inputs is 

needed for flood modelling purposes in this catchment. Moreover, more in-situ measurements in 

catchment characteristics, mainly including distribution and dimensions of channels, hydraulic properties 

of soil, and topography in the urban area, are required for further study on flood analysis. Lastly, it is 

preferred to use rainfall-runoff models that also allow for simulation of ground water flow driven 

saturation excess overland flow and interflow/rapid subsurface flow processes.  
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