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ABSTRACT 

Convolutional neural networks (CNNs), widely studied in the domain of computer vision, are more recently 

finding application in the analysis of high resolution aerial and satellite imagery. In this research, we 

investigate a deep feature learning approach based on CNNs for the detection of informal settlements in 

Dar es Salaam, Tanzania. Informal settlements represent areas whose quality of life and housing is mostly 

below acceptable standards. Thus, information about their location and extent helps in decision making and 

planning process for their upgrading. Distinguishing the different urban structure types is challenging 

because of the abstract semantic definition of the classes as opposed to the separation of standard land-

cover classes. This task requires the extraction of complex spatial-contextual features (or underlying 

representations in an image), which can be done through hand-crafting (hand-engineering) and feature 

learning. Whereas hand-crafting is a laborious process that requires testing of many parameters values with 

a trial and error approach, feature learning allows the automatic detection of such representations from the 

data. CNNs allow us to automate the extraction of spatial-contextual features. Moreover, they have shown 

the capability to learn highly informative features resulting in excellent performance, often outperforming 

techniques based on hand-engineered features. To this aim, we first designed the architecture of the CNN, 

optimized its hyper-parameters and trained it in an end-to-end fashion to detect informal settlements in 

VHR images. The obtained results were compared against state-of-the-art methods (i.e. support vector 

machines (SVMs) with radial basis function (RBF) kernel) relying on hand-crafted features. The 

experimental results show that SVM relying on Grey Level Co-Occurrence Matrix (GLCM) features results 

in high classification accuracy. However, CNN outperforms this approach especially when a higher number 

of convolutional layers and a large training set was used. The highest overall accuracy obtained by SVM 

relying on GLCM is 86.65% while CNN results in 91.71%. A deeper network allows the CNN to learn a 

hierarchy of spatial contextual features to allow for better discrimination of classes with a high level of 

semantic abstraction, while an adequate training set allows for the optimal determination of the parameters 

of the network. We conclude that CNNs, trained in an end-to-end fashion, are able to effectively learn the 

spatial-contextual features for accurate discrimination of informal settlements from other settlement types 

in VHR images.  

Key words-Image classification, informal settlements, convolutional neural networks, deep learning, high 

resolution satellite imagery. 
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1. INTRODUCTION 

1.1. Motivation and Problem statement 

Escalating urbanisation has resulted in growth of informal settlements in developing countries. The lack of 

spatial information on informal settlements has created the need for techniques that provide this 

information in an accurate and timely way. 

An informal settlement can be defined as “a contiguous settlement where the inhabitants are 

characterised as having inadequate housing and basic services. A slum is often not recognised and addressed 

by the public authorities as an integral or equal part of the city” (UN-HABITAT, 2003). Besides, slums 

represent the most underprivileged examples of informal settlements. Some of the unacceptable conditions 

present are poor access to safe water, sanitation and infrastructure. Moreover, the structural quality of 

housing is sub-standard, overcrowding and uncertain residential status are common characteristics (UN-

HABITAT, 2012). Slums are linked to poverty  (Kohli, Sliuzas, Kerle, & Stein, 2012), and information about 

their location and extent aids in planning and decision making for their upgrading (Hofmann, Strobl, 

Blaschke, & Kux, 2008). 

Availability of Very High Resolution (VHR) satellite imagery (Lu, Hetrick, & Moran, 2010) provides 

the opportunity to distinguish slums from formal settlements based on physical (morphological) 

characteristics of the urban structure. Slums are mostly characterised by small and clustered buildings with 

an irregular spatial pattern and almost no presence of vegetation. This is different from formal areas where 

the buildings are large, there is presence of vegetation, and the spatial pattern is regular (Gueguen, 2015; 

Kuffer & Barros, 2011). In high spatial resolution images, a pixel is mostly smaller than the object of interest, 

and contains little contextual information to accurately distinguish such a class (Vatsavai, Bhaduri, & 

Graesser, 2013). Furthermore, there is a high intra-class variance and low inter-class variance (Lu et al., 2010; 

Tokarczyk, Wegner, Walk, & Schindler, 2013). Consequently, extraction of spatial-contextual features is 

necessary to improve the classification  process (Bergado, Persello, & Gevaert, 2016; Shekhar, 2012) from 

VHR satellite imagery. Spatial information refers to the spatial arrangement of the spectral information in a 

scene while the contextual information describes the information that is extracted from a neighbourhood 

(Haralick, Shanmugan, & Dinstein, 1973).  

Spatial-contextual features can be generated through hand-crafting (hand-engineering) and feature 

learning. Features are underlying representation in data that facilitate the classification task. While hand-

crafting  is a laborious process that requires the values of the parameters to be determined manually through 

trial and error, feature learning enables them to be automatically detected from the input data (LeCun, 

Bengio, & Hinton, 2015). Machine learning methods are able to automatically detect patterns in data, and 

make use of the discovered patterns for the classification task. An example is deep feature learning methods, 

which learn a hierarchy of features by automatically constructing high-level features from low-level ones 

(Castelluccio, Poggi, Sansone, & Verdoliva, 2015; Ji, Xu, Yang, & Yu, 2013). They are based on artificial 

neural networks, which have the advantage of classifying multi-source data because they are non-parametric, 

nonlinear and perform well in domain-adaptation problems (Vatsavai et al., 2011).  

Detection of informal settlements can be considered as a land use classification problem because it 

requires the definition of classes with a higher level of semantic abstraction. A land use class mostly contains 

several types of different land cover types, covering different extents (scale), having different orientations. 

Thus, unlike land cover it is a challenging process to infer the class label of a pixel by relying only on the 

spectral signature. Therefore, better features are needed to enable the discrimination of such complex classes 
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present in a given scene (Castelluccio et al., 2015). Figure 1.1 shows examples of slums and formal 

settlements respectively, and illustrates the presence of different land cover types in each scene. 

  
(a) 

 

(b) 

  

 

Convolutional neural networks (CNNs) are able to automate the extraction of spatial-contextual 

features by learning a hierarchy of simple to complex features from the raw input images (Ji et al., 2013). 

They have been successfully applied in fields of computer vision, speech recognition and discovery of drugs 

(Deng, 2014; Schmidhuber, 2015). However, use of such deep learning approaches needs to be investigated 

in the detection of informal settlements in an urban scene using VHR satellite imagery.  

1.2. Research identification 

The research focusses on investigating the applicability of deep learning approaches to the problem of 

detecting informal settlements in an urban scene using VHR satellite images. We use Quickbird VHR image 

for our experiments, acquired over the city of Dar es Salaam, Tanzania. We develop a methodology for 

detecting informal settlements based on CNNs. We optimize the network design and experiment with 

several hyper-parameters of the CNN and carry out a performance comparison with state of the art methods 

relying on hand-crafted features. Figure 1.2 illustrates manually digitized informal settlements. It is an 

example of a land use problem whereby the proposed approach should be able to classify pixels as belonging 

to an informal class or other classes.  

 

 

 

 

 

 

 

Figure 1.2: A 1200 × 1200 m image tile of Dar es Salaam illustrating a manually digitized informal settlements, 

QuickBird image: 2007 

 

Figure 1.1:  100 × 100 m scenes of a (a) slum and (b) formal settlement 

Informal settlement 
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1.3. Research objectives 

The main objective of this study is to investigate deep feature learning methods for the detection of informal 

settlements from VHR satellite imagery. From this, we derive four specific objectives which are: 

i. Review Convolutional neural networks (CNN) and their recent variants. 

ii. Develop a methodology for detecting informal settlements from VHR images 

iii. Experiment with different CNN architecture designs and hyper-parameters. 

iv. Compare the performance of CNN against state of the art methods relying on hand-crafted 

features. 

1.4. Research questions 

Referring to the objectives, the following research questions are addressed. 

Specific objective 1 

i. How have the deep models been applied in the analysis of satellite imagery? 

ii. What are the building blocks of a CNN?  

Specific objective 2 

i. How should the classes be defined? 

Specific objective 3 

i. What effect does varying the hyper-parameters have on the classification results? 

ii. What considerations should be made when designing a new CNN architecture? 

Specific objective 4 

i. How do the methods compare in terms of accuracy and on previously unseen data? 

1.5. Innovation aimed at 

This research applied most recent deep feature learning methods for informal settlement detection from 

VHR satellite imagery. This is indeed novel considering the level of difficulty and challenge that land use 

classification requires the definition of classes with higher level of semantic abstraction. Deep learning 

methods have been commonly applied in natural language processing and computer vision domains, but 

this research applied them for detecting informal settlements. Also, no previous research has used CNNs 

for detection of informal settlements from VHR images. 

1.6. Method adopted 

We conducted a literature review of convolutional neural networks (CNNs). This was followed by the design 

and optimization of hyper-parameters of a CNN, which was trained in an end-to-end fashion. A detailed 

comparison between the classification results of CNN and support vector machines (SVM) relying on hand-

crafted features was done. An overview of the methodology of the study is presented in Figure 1.3. 

1.7. Thesis structure 

This thesis consists of seven chapters. In Chapter 1, we provide the motivation, research problem, objectives 

and the research questions. In Chapter 2, we start by introducing the concept of informality in Dar es Salaam, 

Tanzania followed by a concise review of convolutional neural networks. Chapter 3 describes the data and 

software used in the execution of the research. Chapter 4 describes the methodology followed to carry out 

the experiments. Results are presented in Chapter 5 and the discussion in chapter 6. Lastly, conclusions 

drawn from the study and recommendations for future research opportunities are presented in Chapter 7. 
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Figure 1.3: Diagram illustrating the general methodology of this study 
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2. LITERATURE REVIEW 

This chapter provides a theoretical background for this research. The concept of informal settlements as 

described in the urban planning domain is discussed in Section 2.1. Next, a concise review of CNN models, 

and their application in the domain of remote sensing is provided is provided in Section 2.2.  

2.1. Informality in Dar es Salaam, Tanzania 

Before the colonial period, land in Sub Saharan Africa was controlled using customary laws. Later, during 

this colonial period, a system of managing land that was parallel to the existing customary laws was 

introduced. The formal land law was based on the British example and was introduced to administer land 

(Sliuzas, 2004). Formal land has security if tenure that is issued by the public authorities, whereas informal 

land is either administered using native customary law, or bears unclear tenure status (Kironde, 2006). In 

addition, a land use plan is normally prepared before settlements are raised in formal areas. On the contrary, 

informal settlements are usually set up first, then later attempts are made to design a land use plan, while 

makes them unplanned (Sliuzas, 2004). High rates of urbanisation have drawn more people to the urban 

centres mainly in search of work and a better life. Even though some of the people are able to afford to live 

in the well planned settlements, the majority lack the financial means to do so. Consequently, they seek 

affordable shelter which are mostly located in the informal areas and over 80% of the buildings in Dar es 

Salaam are located in informal areas. Similarly, a high proportion of the city’s population lives in unplanned 

areas, the figure being estimated well over 80 % (Kironde, 2006). 

There are diverse terms that are used to refer to the concept of informal settlements in specific 

parts of the world. They include “squatter settlements”, “favelas”, “poblaciones”, “shacks”, “barrios”,    

”bajos”, “bidonvilles” and “slums” (UN-Habitat, 2015). A study by Hill & Lindner (2010) considers the 

term informal and slum to imply the same thing but prefer informal because slum or ‘mbanda’  is hardly 

used to describe such settlement types in Tanzania. Elsewhere, in the study by Kuffer, Barros, & Sliuzas ( 

2014), the term unplanned settlements is used. It is construed to imply areas where development of buildings 

occurs without following a plan, consequently having an irregular layout and inadequate services and 

infrastructure.  

Unplanned settlements in developing cities have a large aerial extent, and in some cases form the 

major urban land use. Informal settlements grow fast, and can sometimes be scattered within the formal 

settlement areas. There is a shortage of information regarding these unplanned settlements (Kombe & 

Kreibich, 2001; Kuffer & Barros, 2011). Mapping informal settlements provides spatial information (i.e. 

about their location and extent) that is used inform the decision making process of by the local authorities. 

There is a need to  explore the use of geo-information technologies to map the physical state of informal 

settlements (Sliuzas, 2004), including automatic methods. Several works have been carried out in an attempt 

to map unplanned settlements from satellite imagery. However, the authors have focused only on the 

morphological characteristics in their attempt to define such settlements. The legal dimension that is 

attached to the definition of unplanned settlements is often ignored because it cannot be directly derived 

from the satellite image (Kuffer et al., 2014).  

Unplanned settlements have specific characteristics depending on the geographical area. However, 

they tend to exhibit some similarities (Hofmann, 2014). Morphological characteristics that generally 

distinguish between planned and unplanned settlements are displayed in Table 2.1. These physical 

characteristics are also discussed in (Kombe & Kreibich, 2001). 
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Table 2.1: Morphological characteristics of unplanned and planned settlements, adapted from (Kuffer & 

Barros, 2011) 

Residential Type Spatial characteristics in VHR images 

Unplanned areas  

 

 High densities (roof coverage densities at least 80% and more) 

 Organic layout  structure (no orderly road arrangement non-compliance 

with set-back standards) 

 Lack of public (green) spaces in the vicinity of the residential areas 

 Small sub-standard building sizes 

Planned areas   Low moderate density areas 

 Regular layout pattern (showing planned regular roads and compliance 

with setback rules) 

 Provision of public (green) spaces within or in vicinity of residential areas 

 Generally larger building sizes 

 

 It is evident that unplanned settlements form part of the urban residential land use. In addition, it 

is a fact that there are conflicting definitions of what constitutes an unplanned settlement, and this is also 

dependent on the locality. However, this research intends to contribute to the first step of detecting 

unplanned settlements making use of VHR. The terms informal settlement and formal settlements will be 

used, bearing in mind that only their morphological characteristics can be directly inferred from the satellite 

imagery. The available land use reference dataset also uses these terms to define the classes. As an exception, 

the use of the term slum shall be construed to imply an informal settlement. The legal definition as to what 

constitutes an unplanned settlement will be considered as being beyond the scope of this research. 

2.2. A review of convolutional neural networks 

2.2.1. Background 

CNNs are artificial neural networks that draw inspiration from the biological neuron, and represent 

information using several hierarchical layers. A typical biological neuron is made of a cell body, a tubular 

axon and dendrites. Figure 2.1 shows a generalized diagram of an artificial neuron that tries to relate in a 

simplified way the relation between a biological neuron and an artificial neuron. The artificial neuron is the 

foundation of the CNN. 

 

Figure 2.1: A generalized diagram of an artificial neuron, adapted from (CS213n, 2016) 

 



DETECTION OF INFORMAL SETTLEMENTS FROM VHR SATELLITE IMAGES USING CONVOLUTIONAL NEURAL NETWORKS 

 

7 

In principle, the inputs to the neuron are represented as 𝑥0, 𝑥1, … , 𝑥𝑛 . The strength of the 

connection at the synapse is given as 𝑤0, 𝑤1, … , 𝑤𝑛, which denotes the weights whereas 𝑏 denotes the bias 

term.  A summing operation is applied to the inputs (although a product operation can be applied instead) 

which results in a linear output. A nonlinear function (activation), 𝑓 is applied to the output, resulting in a 

nonlinear transformation. Unsaturated nonlinear activations are preferred over saturated nonlinear 

transformations because they do not suffer from the vanishing gradient problem. The Rectified Linear unit 

(RELU), given as 𝑔(𝑧) = max{0, 𝑧}, is useful in optimizing models that are gradient-based because they 

remain almost linear. Faster training of networks is observed when RELU nonlinearity  is used as compared 

to hyperbolic tangent units (Krizhevsky, Sutskever, & Hinton, 2012). Examples of saturating nonlinearity, 

namely the hyperbolic tangent and the sigmoidal function, are given in Equation 2.1 and Equation 2.2 

respectively. 

 𝑓(𝑥) = tanh(𝑥)   Equation 2.1 

 

 

 𝑓(𝑥) = (1 + 𝑒−𝑥) Equation 2.2 
 

Biological terminology and the artificial neural network terminology are presented in Table 2.2. 

Table 2.2: Similar Biological and Artificial neural network terminology. Adapted from (Mehrotra, Mohan, 

& Ranka, 1997) 

Biological terminology Artificial neural network terminology 

 Neuron  

 Synapse 

 Synaptic 

efficiency 

 Firing Frequency 

Node/unit/cell/ 

Connection/edge/link 

Connection strength/weight  

Node output 

 

In CNNs, at least one of the layers uses convolutions rather than matrix multiplication. As a result, 

CNNs are characterised by three desirable properties namely sparse interaction, parameter sharing and 

equivariant representations. During a convolution operation, the use of a kernel with a smaller dimension 

than the input reduces the number of connections, and hence the number of parameters when determining 

the output. This results in sparse connectivity, as shown in Figure 2.2 (a). Using a kernel size of three implies 

that the input is connected to only three units. However, in a fully-connected layer, a unit is connected to 

all the units in the subsequent layer, as shown in Figure 2.2 (b), a unit is fully connected to the units in the 

next layer, thus lacking sparse connectivity (Bengio, Goodfellow, & Courville, 2015).  

 

 

(a) 
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(b) 

Figure 2.2: Sparse connectivity. An example of a convolution operation using a kernel size of three is used shown in 
(a), while in (b), fully-connected units are shown whereby a matrix multiplication is carried out, adapted from (Bengio 
et al., 2015).  

For parameter sharing, the same set of weights is learned for each location in the input image in a particular 

layer. Figure 2.3 (a) illustrates the network that has a convolution where the kernel is of size three. The 

parameters learned, 𝑎, 𝑏 and 𝑐 are applied at every location of the input layer. The idea is that if a feature 

occurs in one particular location in the image, for example, then it is likely to occur in another part of the 

image (Bengio et al., 2015). On the other hand, the fully-connected model, shown in Figure 2.3 (b) does not 

have parameter sharing. Each parameter is used only once. The orange line shows where a parameter is used 

in more than one occasion. 
 

 

(a) 

 

(b) 

Figure 2.3: An illustration of parameter sharing which is present in the convolutional network (a) but absent in the 
fully connected network (b), adapted from (Bengio et al., 2015). 
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The equivariance property of a convolution enables the detection of features when they occur at 

different locations (Bengio et al., 2015). This implies that when there is a transformation on the input image 

such as a shift before applying a desired function, then there should be a corresponding predictable 

transformation in the output after applying the said function. Translational equivariance is a property of 

CNNs introduced through pooling (Kivinen & Williams, 2011).  

During pooling, the summary statistics of the adjacent outputs are used to determine the activations 

to be propagated to the next layer. This can be done through max-pooling and average pooling. A max-

pooling over an input region of size 𝑝 × 𝑝 is whereby the most dominant signal is propagated to the next 

layer is carried out. On the other hand, average pooling returns the average of the signals in the window 

being considered. When pooling is carried out using a stride 𝑠, where 𝑠 > 1, it results in down-sampling of 

the input with a factor 𝑠. This reduces the spatial dimension of the output. Loss of spatial information might 

affect tasks that require precise localisation such as semantic segmentation (Pinheiro & Collobert, 2014).  

Supervised training of a CNN consists of a forward propagation and backward propagation. During 

forward propagation, the network takes in a set of input 𝑥 and produces a set of output 𝑦. When the inputs 

go through the network, a scalar cost is produced. Backpropagation allows the information to flow 

backwards into the network for the computation of gradients. The optimization algorithm that is used for 

learning by the CNN is the stochastic gradient descent (SGD). Parameters associated with SGD are the 

learning rate 𝜖, which affects how fast the learning takes place, and momentum 𝛼 used to accelerate the 

learning. The learning rate is decayed linearly at every iteration, 𝜏  because SGD introduces random noise. 

A cross-entropy between the training data and the model’s predictions is used as the objective function. The 

gradients of the cost function with respect to the parameters should be large enough to guide the learning 

algorithm (Bengio et al., 2015). Detailed formulations are described in Section 4.1.1. 

When training a large network with few samples, there is a risk of overfitting. This means that it 

loses its generalization ability. Several techniques are used to mitigate overfitting. One of them is data 

augmentation. It involves expanding the variety of the training set, such that for each high dimensional input 

feature, 𝒙, which has a corresponding label of 𝑦, a transformation is applied on 𝒙, such that new(𝒙, 𝑦) pairs 

are generated (Bengio et al., 2015). Examples of data augmentation include random sampling, random 

transformation and noise infection (Volpi & Tuia, 2016) and performing principle component analysis 

(PCA) on the images, and adding the multiple PCA available (Krizhevsky et al., 2012). Dropout helps to 

mitigate co-adaptation of neurons that results in interdependent filters in the same layer (Srivastava, Hinton, 

Krizhevsky, Sutskever, & Salakhutdinov, 2014). This involves turning off a given percentage of neurons and 

their connections by setting the parameter to a value in the range[0,1]. Consequently, a model that is less 

correlated is trained at every epoch. A neuron learns a set of useful features with a random set of other 

neurons. A value of 0.5 is used in (Krizhevsky et al., 2012). Another way is by use of early stopping. This is 

whereby during training, the algorithm is run until the error on the validation set does not improve for a 

given number of epochs, 𝑒𝑛. Thirdly, L2 parameter norm penalty penalizes the high values of parameters 

towards zero. 

A CNN comprises several layers arranged hierarchically, whereby the lower convolutional layers 

describe low level features such as edges while the higher convolutional layers learn a set of 

abstract/complex features (LeCun et al., 2015). The receptive field refers to the area in the previous layer 

that is connected to a neuron in the subsequent layer. Neurons in a CNN have a local receptive field instead 

of a global receptive field. In CNNs where there is sub-sampling, it is intuitive that, higher layers have a 

larger receptive field than the lower layers (Long, Shelhamer, & Darrell, 2015). CNN have gained attention 

because they are able to learn invariant features that are useful across an input image. It is also possible to 

control the capacity of the network by varying a set of hyper-parameters that determine its depth such as 

the number of layers, kernel dimensions and the size of the input image, which has an impact on the 

classification accuracy of the CNN. The representations obtained by a CNN are learned through a hierarchy 
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of convolutional filters from the input image. Weights are learned in an end to end fashion minimizing the 

loss function of the model. 

We present concisely, in Section 2.2.2, examples of patch-based and image-based CNNs, where we 

highlight some applications in satellite imagery analysis. In patch-based (patch-wise) CNN, a fixed area of 

an image (patch) is used as an input during training. At inference time, a label is assigned to the central pixel 

of the patch. On the other hand, an image of an arbitrary size can be used during training in image-based 

(image-wise) CNN, producing an output that has corresponding dimensions as the input (Long et al., 2015; 

Sherrah, 2016). 

2.2.2. A brief overview of CNN applications.  

The CNN implemented in (Krizhevsky et al., 2012), was used to successfully classify images the ImageNet 

LSVRC-2010 contest. This is one of the factors that encouraged research into the use of CNN for 

classification of images. Some research has been carried out in the domain of computer vision involving 

CNN. Similar to this architecture is the model by Bergado et al. (2016) which is developed for land cover 

classification of high resolution aerial images. Images from the ISPRS_VAIHINGEN Benchmark dataset 

are used to train and test the model. These two models have one instance of CNN that is composed of a 

series of convolutional layers followed by a fully connected layer and finally, an n-way softmax classifier. 

Furthermore, they are patch-based. The CNN part extracts the hierarchy of features while the fully 

connected layers learn the classification rule with respect to the features learnt. Hold-out cross validation is 

used in optimizing the hyper-parameters and regularization parameters. Another instance where CNN is 

used for land cover classification is in (Paisitkriangkrai, Sherrah, Janney, & Hengel, 2016). CNN have also 

been used for land use classification tasks, for example (Castelluccio et al., 2015; Luus, Salmon, Van Den 

Bergh, & Maharaj, 2015). 

Recent CNN variants include fully convolutional networks (Long et al., 2015; Sherrah, 2016), 

deconvolutional neural networks (Noh, Hong, & Han, 2015; Volpi & Tuia, 2016; Zeiler, Taylor, & Fergus, 

2011) and recurrent convolutional neural networks (Pinheiro & Collobert, 2014). The DCN and the FCN 

carry out image-wise training and inference instead of using patches. Although the performance of deep 

learning algorithms is high in image classification, there is no adequate research on their application in VHR 

images (Hu, Xia, Hu, & Zhang, 2015) and their suitability for complex urban scenes. This research uses 

deep convolutional neural network to detect informal settlements from very high resolution satellite imagery. 
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3. DATA AND SOFTWARE 

In this chapter, a description of raw data, ground reference data, software and deep learning framework 

used is provided. 

3.1. Data description 

We used Quickbird satellite image of Dar es Salaam, Tanzania, acquired in 2007. The multispectral image 

has four bands: Blue, Green, Red and Near Infrared. The image is pan-sharpened and has a spatial resolution 

of 0.60 m. Labelled reference information was obtained using both visual interpretation and a land use 

reference map (Sliuzas, 2004; Sliuzas, Hill, Lindner, & Greiving, 2016). We consider 3 tiles of 2000 ×2000 

pixels. Each tile covers an area on the ground of 1.2 × 1.2 km. Four classes are available from the reference 

map, namely “formal settlement”, “informal settlement”, “other urban” and “vacant/agriculture. A 

summary of the dataset is presented in Table 3.1. 

Table 3.1: Description of the dataset used in the study 

Dataset Description Status Year Location 

Quick-Bird 

 

 

0.60 m resolution, 4 

bands{B,G,R,NIR} 

Available 2007 Dar es Salaam, 

Tanzania 

Land Use  

 

Vector  Available 2002 Dar es Salaam, 

Tanzania 

 

In the preliminary set of experiments, only the classes “formal” and “informal” are considered. The 

other two classes are not considered because they cannot be accurately discriminated only on the basis of 

physical features derived from remotely sensed images. In the second set of experiments, the classes “formal 

settlement”, “other urban” and “vacant/agriculture” are merged into one class. We evaluate the ability of 

the classifier to distinguish informal settlement class from all the other urban classes. The input data is 

normalized in the range [0, 1].  Stratified sampling is used to generate training samples from the dataset. To 

evaluate the accuracy, we carry out a full image test on each of the tiles. 

3.2. Software 

The deep learning framework is based on Theano and Keras library. Python language is mainly used for 

programming. R- Software (version 3.2.3) is used to extract the Grey Level Co-occurrence Matrix (GLCM) 

features. Graphical plots are prepared using Matlab R2014b. ArcGIS 10.4.1 is used to prepare the land use 

reference data. In Figure 3.1, we show the raw images and their corresponding reference dataset. 
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Tile Raw image Ground reference data 

1 

 

 

2  

 

3 

 

 

  

 

Figure 3.1: The raw images and the corresponding ground reference data 
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4. METHODOLOGY 

This chapter describes the set of experiments carried out towards the main objective of detecting informal 

settlements from VHR satellite images. Preliminary experiments are carried out which influence design of 

the final network. Experiments are conducted using the designed CNN and performance is compared to 

SVM relying on handcrafted features (i.e. GLCM).  

4.1. Preliminary experiments: informal settlements vs formal settlements 

4.1.1. CNN hyper-parameter optimization 

We build our CNN using the architecture from (Bergado et al., 2016) as a foundation. We use patch based 

classification approach. Figure 4.1 illustrates the general architecture of the adopted CNN. The input data 

consists of a 3-dimensional array of size (𝑚 × 𝑚 × 𝑏), where 𝑏 is the number of bands and 𝑚 is the width 

and height of the input patch. The first convolutional layer comprises of 𝑘 filters of dimensions (𝑓 × 𝑓). 

The first convolutional layer performs a convolution over the 3D input volume.  

 

 

Figure 4.1: Diagram illustrating the adopted CNN 

A nonlinear activation function, the Rectified Linear Unit (RELU), is applied on the resulting linear 

activations. A max-pooling over an input region of size 𝑝 × 𝑝  whereby the most dominant signal is 

propagated to the next layer is carried out. Pooling with a stride of  𝑠, where 𝑠 > 1 results in down-sampling 

with a factor  𝑠 . This is repeated in the subsequent convolutional layers. The output of the final 

convolutional layer is flattened to a one dimensional vector containing the extracted features and fed into 𝑡 

fully connected layer with 𝑧 filters.  

The output of the last fully connected layer are normalized using a soft-max activation function. It 

has c units, representing number of classes. It returns the posterior probability of the classes and is expressed 

in Equation 4.1 as: 

 
 

𝑝(𝑦𝑖|𝑥𝑖) =
exp(𝑥𝑖)

∑ exp(𝑥𝑖)𝑐
𝑖=1

  
Equation 4.1 

 

where  𝑥𝑖 is a vector of dimension 𝑐 representing the un-normalized scores for the sample 𝑖. 

The parameters of the network are determined through supervised training by minimizing the 

negative log likelihood over the training data. The loss function is defined as follows: 
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𝐿(w) =  −

1

𝑛
∑ ∑ 𝑦𝑘

(𝑖)
log (�̂�𝑘

(𝑖)
)

𝑐

𝑘=1

𝑛

𝑖=1

      
Equation 4.2 

 

where 𝐶 is the length of vector of one-hot encoding of the semantic labels (i.e. number of classes). By 

comparing the true label vectors 𝑦𝑘
(𝑖)

and the predicted label vectors �̂�𝑘
(𝑖)

for 𝑛 training samples, the loss 

function quantifies the misclassification error. The optimization problem is solved using stochastic gradient 

descent (SGD) (Bengio et al., 2015) with momentum 𝛼 and learning rate 𝜖 from a small subset of the 

training data called a mini-batch. The decay learning rate 𝜖𝑑 and the batch size parameters are user-defined. 

The learned parameters (weights and biases) are computed using backpropagation with gradient 

descent by calculating the derivative 
𝜕𝐿

𝜕𝑤𝑖
  of the loss function 𝐿  with respect to every parameter  𝑤𝑖 . 

Adopting the notation in (Bergado et al., 2016), the weights in this work are updated by the equations 

considering the decay learning rate 𝜖𝑑  : 

 
 

∆w(𝜏) =  −𝜖(𝜏)
𝜕𝐿(𝜏)

𝜕w(𝜏)
+ 𝛼∆w(𝜏 − 1) 

Equation 4.3 

 

 
𝜖(𝜏) =  

𝜖0

1 + 𝜖𝑑𝜏
                                                                       

Equation 4.4 

 

𝜖0 is the initial learning rate, 𝜏 is the current epoch of the training phase. We mitigate overfitting through 

dropout, where a percentage 𝑑𝑟 of the neurons and their connections is turned off. The parameter is set in 

the range of [0, 1]. We also use early stopping. This is whereby during training, the algorithm is run until the 

error on the validation set does not improve for a given number of epochs, 𝑒𝑛. Thirdly, L2 parameter norm 

penalty penalizes parameters deviating from zero. The resulting cost function after adding L2 regularization 

parameter is given in Equation 4.5 as: 

 
 𝐽(𝒘) = 𝐿(𝒘) + 𝜆 ∥ 𝒘 ∥𝟐   Equation 4.5 

 

Where 𝜆 is the L2 regularization parameter and ∥ 𝑤 ∥2 is the weight norm of the weight vector. Table 4.1  

presents a description of CNN hyper-parameters. 

 
Table 4.1: Definition of some hyper parameters adapted from (Bergado et al., 2016) 

Hyper parameter Description 

m Maximum span of the contextual neighbourhood to where the 

CNN is extracting the spatial contextual features 

f Size of the contextual patterns that can be learned by the CNN 

h The number of the hierarchical levels in the extraction of the 

spatial-contextual features 

t  Complexity of the classification rule to map the spatial-contextual 

features to land-cover classes. 

 

Some preliminary analysis was done on a small subset from Tile 2 measuring 501×501 pixels to 

determine the values of the learning and regularisation parameters to use.  Accuracy assessment is carried 

out on the whole image tile. Figure 4.2 illustrates the subset and the corresponding reference data. 
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Raw image Reference data 

  
 

Figure 4.2. A subset used to derive the hyper-parameter values 

 

A patch size of 65 and training set of 200 samples was used. The CNN had two convolutional layers and 

one fully connected layer. The network was trained using stochastic gradient descent over 200 samples 

whereas the learning and regularisation parameters were tuned over 200 held out validation samples. The 

overall accuracy of the network was evaluated over the whole image tile (251001 samples). The values of 

learning and regularisation parameters are shown in Table 4.2 while the CNN configuration used is 

presented in Table 4.3. 

Table 4.2 Learning and regularisation parameters 

Hyper-parameter Values 

Learning rate   𝝐 (0.01,0.001) 

Momentum   𝜶 0.9 

Learning rate decay 𝝐𝒅 (0.001,0.0001) 

Early stopping patience 𝒆𝒏 (50) 

Max number of epoch 1000 

Weight decay  𝝀 [(“l2”,0.001),(“l2”,0.0001)] 

Dropout rate 𝒅𝒓 (D1, D2) (0.0, 0.5) 

 
Table 4.3: CNN configuration 

Hyper-parameter Values 

Layersa I-C-A-P-D1-C-A-P-D1-F-D2-O 

Nonlinearity used in A and F 𝑅𝐸𝐿𝑈 

Nonlinearity used in  𝐎 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 

Width of F 128 

Patch size 𝒎𝒔 65 

Number of filters 𝒌 8 

Kernel dimension 𝒇 7 

Pooling size 𝒑 2 

Key: 
a Layer notation: I = input, C= Convolution, A = Activation, P = pooling, F=Fully Connected  Layer, O = 

Output, D1 = dropout in the convolution stage, D2 = dropout in the fully connected layers. Weights are 

initialized using normalized initialization (Glorot & Bengio, 2010). The convolution stride is one while the 

pooling stride is two. 
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The combination of best parameters determined by hold-out cross-validation is used to train the 

CNN, followed by full image classification of the subset. The selected learning and regularisation parameters 

are presented in Table 4.4. These values are kept constant in all CNN experiments.  

 
Table 4.4: List of final learning and regularisation parameters 

Hyper-parameter Values 

Learning rate   𝝐 0.001 

Momentum   𝜶 0.9 

Learning rate decay 𝝐𝒅 0.001 

Early stopping patience 𝒆𝒏 50 

Max number of epoch 1000 

Weight decay  𝝀 0.0001 

Dropout rate 𝒅𝒓 (D1, D2) (0.0, 0.5) 

 

The parameters that are varied are patch size, number of kernels, dimension of kernels, number of 

convolutional layers and number of fully connected layers because they have an influence on the image 

feature learning. 
Table 4.5: CNN configuration parameters and values used in all CNN experiments 

Parameter values 

Layersa I-(C-A-P-1)x𝐶𝑛-( F-D2)x𝐹𝑛-O 

Nonlinearity used in A and F 𝑟𝑒𝑙𝑢 

Nonlinearity used in  𝐎                          𝑠𝑜𝑓𝑡𝑚𝑎𝑥 

Pooling size, 𝒑 2 

Width of F 128 

 
Table 4.6: A summary of the values used during CNN sensitivity analysis. The main diagonal indicates the values 

tried out. The columns represent the experiment carried out. 

 

Parameters 

Patch size 𝒎𝒔 Number of 

filters, 𝒌 

Kernel 

Dimension, 𝒇 

Convolutional 

layers, 𝑪𝒏 

Fully 

connected, 𝑭𝒏 

Patch size 

𝒎𝒔 

(65,99,129,165) 99 99 99 99 

Number of 

filters 𝒌 

8 (8,16,32,64) 8 8 8 

Kernel 7 5 (7,17,25) 7 7 

dimension 𝒇      

𝑪𝒏 2 2 2 (2,3,4) 2 

𝑭𝒏 1 1 1 1 (1,2,3) 

      

 
Key: 
a Layer notation: I = input, C= Convolution, A = Activation, P = pooling, F=Fully Connected  Layer, O = 

Output, D1 = dropout in the convolution stage, D2 = dropout in the fully connected layers. Weights are 

initialized using normalized initialization (Glorot & Bengio, 2010). The convolution stride is one, while the 

pooling stride is two. Border mode “same” is used for all the convolution layers, whereby the output feature 

map has the same size as the input just after the convolution layer. 
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We exclude (
𝑚𝑠

2
) − 1  border pixels from all the sides of the tile when selecting samples during both training 

and testing, where 𝑚𝑠 is the patch size. This because when samples are being picked from the tiles, these 

border pixels are padded with zeros and result in misclassification at inference time. This is done in all CNN 

experiments. 

 

Patch size experiment 

We start the CNN hyper-parameter optimization tests by evaluating the influence of varying the patch size 

on the classification results. Training of the network is carried by stochastic gradient descent over 2160 

samples. The values of the learning and regularisation parameters are presented in Table 4.4 while the CNN 

configuration is described in Table 4.5. The values of 𝑚𝑠 tried are 65, 99, 129 and 165. The CNN has two 

convolutional layers and one fully connected layer. The value of  𝑓 used is five. A summary of the values 

used is presented in Table 4.6. 

 

Dimension of kernel experiment. 

We determine the influence of the dimension of the kernel (filter) on the overall accuracy of the network. 

We vary the values of  𝑓  between 7, 17, and 25. The learning and regularisation parameters in Table 4.4 are 

used. The network is trained using stochastic gradient descent over the same sample set of 2160. We carry 

out a full image test over the three tiles to determine the overall accuracy of the network. We present the 

CNN configuration in Table 4.5. The value of  𝑚𝑠 is set to 99. The rest of the parameter values are presented in 

Table 4.6. 

Number of kernels experiment 

We evaluate the effect of varying the number of kernels on the accuracy of the classification. In this 

experiment, we use the same training set of 2160 samples, drawn over three tiles to train the CNN using 

stochastic gradient descent. The value of  𝑚𝑠 is fixed at 99. We vary the values of  𝑘 between 8, 16, 32 and 

64. The learning and regularisation parameters presented in Table 4.4 are used here. The same CNN, having 

two convolutional layers and one fully connected layer is used. Its description is presented in Table 4.5. We 

carry out a full image test over the three tiles to evaluate the overall accuracy of the network. A summary of 

all values used in the experiment are shown in Table 4.6. 

 
Number of convolutional layers experiment 

The effect of varying the number of convolution layers was also studied. Since the value of  𝑚𝑠 was set as 

99 and  𝑓 set as seven, we evaluated up to four convolutional layers. The CNN carries out max-pooling with 

𝑝 = 2 and stride, 𝑠 = 2. Therefore, the size of the feature map after the fourth CNN layer becomes less than 

the kernel dimension 𝑓. The value of 𝐶𝑛 is varied between two, three, and four. The number of the fully- 

connected layers is maintained as one. The same training sample of 2160, drawn from the three tiles is used. 

The learning and regularisation parameters that are used are in Table 4.4. For the CNN configuration, an 

overview is presented Table 4.5. A summary of all values used in the experiment are shown in Table 4.6. A 

full image tests on the three image tiles is carried out to determine the overall accuracy. 

 
Number of fully connected layers 

Finally, we carry out an experiment to investigate the effect of varying the number of the fully connected 

layers between one, two and three. The value of 𝑚𝑠 used is 99, and the value of 𝑓 is seven. The number of 

convolutional layers is set to two. A training set of 2160 is used to train the CNN using stochastic gradient 

descent. The learning and regularisation parameters presented in Table 4.4 are used. A full image test is 

carried out on the three tiles. Details of the CNN configuration are presented in Table 4.5 and a summary 

of all values used in the experiment are shown in Table 4.6 
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4.1.2. GLCM window experiment 

In this setup, samples are drawn from “formal” and “informal settlement” classes. We use Support Vector 

Machine classifier (SVM) with a radial basis function (RBF) kernel as the state of the art classifier. 

Classification using only the spectral bands as inputs is first done. Next spatial contextual features are 

extracted using Grey Level Co-occurrence Matrix (GLCM) and used in the classification (Haralick et al., 

1973). GLCM variance is computed using Equation 4.6 as follows: 

 
 

𝑓 = ∑ ∑(𝑖 − 𝜇)2𝑝(𝑖, 𝑗)

𝑗𝑖

 
Equation 4.6 

where  𝑝(𝑖, 𝑗) is the (𝑖, 𝑗)th entry in a normalized gray-tone spatial dependence matrix, 𝑖 and 𝑗 are gray tones 

of neighbouring pixels. 

Table 2.1 shows the parameters used when extracting the GLCM features. In GLCM-1, GLCM 

variance is extracted considering one direction according to (Kuffer, Pfeffer, Sliuzas, & Baud, 2016). In 

GLCM-4, the average of GLCM extracted over four directions is used. For the training of the SVM, we 

used hold out cross validation to determine the regularization parameter, C and the spread of the RBF 

kernel, gamma.  We generate a logarithmically spaced vector of 25 elements for both parameters i.e., C= [1, 

1000] and gamma = [0.0001, 1], resulting in 625 combinations. We carry out experiments to investigate the 

effect of varying window size of GLCM features on the classification result. Just as in the CNN experiments, 

the number of border pixels excluded all around the image tile is given by (
𝑤𝑠

2
) − 1, where 𝑤𝑠 is the window 

size in pixels. This is for the same reason that during GLCM extraction, the pixels at the borders are padded 

with zeros, likely resulting in misclassification. 

 
Table 4.7: Description of parameters used to extract GLCM  

GLCM Variance GLCM-1 GLCM-4 

Shift and lag (1,1) (0,1),(1,1),(1,0),(1,-1) 

Window size, 𝒘𝒔 65, 99 , 129, 165 65, 99, 129, 165 

4.1.3. Varying training sample size: SVM vs (SVM + GLCM)  

We carried out an experiment to evaluate the effect of varying the size of the training samples on SVM, 

SVM+GLCM-1 and SVM+GLCM-4. Three different training sample sets from the three tiles. The size of 

the training sets was 1080, 2160 and 3060. As mentioned, the aim of this set of experiment was to evaluate 

the effect of varying the training set on these approaches. For both SVM+GLCM-1 and SVM+GLCM-4, a 

window size of 165 was used. 

4.1.4. Varying training sample size: CNN 

We carried out an experiment to evaluate the effect of varying the size of the training samples on CNN. 

The value of patch size,  𝑚𝑠 was set as 165. The CNN architecture described in Table 4.5 is used, whereby 

two convolutional layers and one fully connected layer. However, the first convolutional layer has 32 kernels 

of dimension 25×25, whereas the second convolutional layer has 64 kernels of dimension 17×17. The 

learning and regularisation parameters that were used are the same as the ones shown in Table 4.4. A full 

image test over the three tiles is carried out to determine the overall accuracy of the classification. 
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4.2. Informal settlement vs other combined classes 

As stated earlier, the original reference dataset comprises of four classes namely “Informal”, “formal”, 

“Vacant/Agriculture” and “other urban”.  In our first instance of experiments, we considered only 

“informal” and “formal” classes. However, we instead chose to merge the classes “formal”, 

“Vacant/Agriculture” and “other urban” into one class called “other”. This was done to support the aim of 

the experiments to distinguish “informal” from other unwanted classes such as other settlement types, 

vegetation and open spaces. Figure 4.3 shows the reference data for the three tiles-Tile 1, Tile 2 and Tile 3. 

Tile 1 Tile 2 Tile 3 

   

 
Figure 4.3: Reference data with two classes for three tiles-Tile 1, Tile 2 and Tile 3. 

4.2.1. Varying convolutional layers vs varying the training sample size 

In this experiment, we set out to determine whether a relationship exists between varying the training set 

and varying a CNN hyper-parameter simultaneously, and the effect on the result of the classification. To 

this aim, we vary the number of convolutional layers simultaneously with the training set size. The size of 

the training samples is varied from 1080, 2160, and 3060. These are drawn from the three tiles (i.e. Tile 1, 

Tile 2 and Tile 3) using stratified sampling and normalized in the range [0, 1]. For the CNN, training is 

conducted using stochastic gradient descent applying learning and regularisation parameters provided in 

Table 4.4. The CNN configuration that was used is the same as shown in Table 4.5. However, the difference 

is that a patch size of 165 is used.  The CNN layers are varied from 𝐶𝑛 = 2, 3, 4, 5 and 6. In each layer, there 

are eight kernels of dimension 7×7. For the fully connected layer, we use a value of 𝐹𝑛 = 1.  

4.2.2. Comparison of CNN vs SVM+GLCM 

A comparison between the classification performance of the designed CNN and SVM+GLCM is 

conducted. From the experiments conducted in Section 4.2.1, we determine the training set size that 

provides the best CNN results (i.e. 3060). These classification results are compared to SVM+GLCM-1(i.e. 

for GLCM features extracted in one direction) and SVM+GLCM-4 (i.e. where GLCM features are extracted 

in four direction) whereby a window size of 165 was used during extraction. A full image test of the tiles is 

carried out to evaluate the accuracy of each method. 
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4.3. Exploration of the learned features vs extracted features 

We set out to analyse and compare the extracted GLCM features and the learned CNN features from our 

experiments. The CNN is trained end-to-end and a softmax defined in Equation 4.1 is used to give the 

posterior class probabilities and the features are automatically learned. On the other hand, the GLCM 

features are extracted from the data. The classifier used, SVM with RBF kernel, is a state of the art machine 

learning classifier. We carried out a set of experiments to understand the utility of CNN learned features. 

We further exploited the possibility of combining the GLCM extracted features with the CNN learned 

features. We make use SVM with RBF kernel as the baseline classifier.  

We make use of the CNN with five layers that was defined in Section 4.2, and trained over a sample 

set of 3060 with stochastic gradient descent and consider it as the first model. A second CNN is defined 

with the same configuration as the first CNN, then the weights learned from the first CNN are loaded onto 

the second CNN. The whole image tile is fed as an input to the second CNN. Feature maps are extracted 

after each dropout layer. Although dropout layer has been included, the actual dropout takes place during 

training and not during testing. The CNN pooling layers have a subsampling factor of  𝑠 , where 𝑠 is the 

stride of the pooling. In order to concatenate the feature maps and to extract training samples from the 

same locations, bilinear interpolation is carried out  (Hariharan, Arbel, & Girshick, 2015). If 𝑛 is the number 

of convolutional layer, then, the feature map needs to undergo a bilinear interpolation with a scale factor of 

𝑠𝑛. 

  Figure 4.4 is a sketch that illustrates how CNN features are obtained and concatenated. We first use 

the features from each layer separately to carry out classification using SVM with RBF kernel. Next, we 

concatenate the first five feature maps and carry out classification. Finally, we concatenate the combined 

CNN features with the GLCM-1 features and GLCM-4 features respectively and perform a classification 

using SVM with RBF kernel.  A full image test of the three tiles is used for accuracy assessment. 

 

Figure 4.4: A schematic representation of the implementation of CNN+SVM 
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4.4. Accuracy assesment 

Quantification of the accuracy of classification helps assign credibility to the classified map. We compute 

the global accuracy of the classification from the confusion matrix. The overall accuracy gives the rate of 

correctly classified pixels. It is derived from a confusion/error matrix created by comparing the classified 

pixel to the reference data. The producer and the user accuracies are calculated as well. The user’s and the 

producer’s accuracies were included to show the error contribution of each class. User’s accuracy refers to 

the error of assigning a wrong label to a particular class. It is calculated by dividing the total number of 

correct pixels in a category by the total number of pixels classified into that class.  On the contrary, 

producer’s accuracy is the error of failing to assign a correct label to a particular class (Foody, 2002). 

Producer accuracy is the measure of the ability to classify a particular class while user accuracy is the measure 

of reliability of the classification (Congalton, 1991). We also carry out a visual quality assessment of the 

classified maps and compare the results among the methods used. 
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5. RESULTS AND ANALYSIS 

In this chapter, results from the experiments conducted and their interpretation are presented. As described 

in Chapter 4, the preliminary experiments were to help in designing of the CNN. Experiments were 

conducted using the designed CNN and a comparison of the performance of CNN and SVM relying on 

GLCM carried out.  

5.1. Preliminary experiments: informal settlements vs formal settlements 

5.1.1. CNN hyper-parameter optimization 

We start this Section by presenting the results of determining the learning and regularisation parameters. 

Table 5.1 shows the classification accuracy obtained by trying different combinations of learning rate, 

learning rate decay and weight decay. It is observed that the learning and regularisation parameters barely 

affect the overall accuracy of the network. For example the margin between the lowest and the highest 

classification accuracy is 0.63%. The learning and regularisation parameters in Set-up 6, were subsequently 

used for all CNN experiments. The value of 𝜖 ,  𝜖𝑑  and 𝜆  were set as 0.001, 0.001 and (“l2”, 0.0001) 

respectively. These are the values that affect the stochastic gradient descent algorithm. 

 
Table 5.1: Overall accuracy from the learning and regularisation parameters experiments 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Set-up Learning 

rate,   𝝐 

Learning 

rate decay, 

𝝐𝒅 

Weight 

decay,  𝝀 

Overall 

accuracy 

1 0.01 0.001 (“l2”, 0.001) 94.49 

2 0.01 0.001 (“l2”, 0.0001) 94.44 

3 0.01 0.0001 (“l2”, 0.001) 94.43 

4 0.01 0.0001 (“l2”, 0.0001) 94.47 

5 0.001 0.001 (“l2”, 0.001) 94.85 

6 0.001 

 

0.001 

 

(“l2”, 0.0001) 95.06 

7 0.001 

 

0.0001 (“l2”, 0.001) 94.85 

8 0.001 0.0001 (“l2”, 0.0001) 94.94 
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Raw image Reference data Classified map 

  

 

  

Figure 5.1: Classification result from the experiment for the determination of regularisation and learning parameters 

Figure 5.1 presents the classified map from Set-up 6. The map is quite smooth, although there are some 

misclassifications. The confusion matrix presented in Table 5.2 shows that the user’s accuracy of informal 

and formal settlement classes is high at 95.40% and 94.66% respectively. The promising results from using 

a subset encouraged the use of a bigger subset, and draw samples from different tiles.  

 
Table 5.2: Confusion matrix 

 informal formal User 

accuracy 

informal 129391 6225 95.40 

formal 6163 109222 94.66 

Producer 

accuracy 

95.45 94.60  

 

Next, results of optimization of CNN hyper-parameters, which involved testing different values of the patch 

size, kernel dimension, number of kernels, number of convolutional layers and number of fully connected 

layers, are presented. In addition, the corresponding number of parameters in the CNN for each hyper-

parameter value is presented to improve the understanding of the CNN hyper-parameter optimization. 
 

Patch size 

The patch size defines the size of the contextual window that is considered when assigning a label to the 

central pixel. The size of the contextual window around the pixel influences the label that is assigned 

(Farabet, Couprie, Najman, & Lecun, 2013). Figure 5.2 (a) illustrates the results of varying the patch size 

being fed to the CNN.  Increasing the patch size increases the overall accuracy to a maximum of 83.29% at 

patch size of 129. Using a patch size of 165 causes the accuracy to fall slightly to 82.87%. This is despite 

that we would expect a large patch size to result in a better classification result because it provides more 

contextual information. The slight drop in accuracy can be attributed to the limiting factor of the fixed 

training sample size (2160) as the number of parameters grow as illustrated in Figure 5.2 (b).  
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(a) (b) 

Figure 5.2: Effect of varying the patch size on (a) the classification accuracy and (b) the number of CNN parameters 

Number of Kernels 

The number of kernels (filters) refers to the variety of spatial patterns that can be learned (Bergado et al., 

2016) to distinguish land use classes. The results are presented in Figure 5.3. It can be seen in Figure 5.3 (a) 

that increasing the number of kernels results in a slight decrease in the overall accuracy from 81.89 % to 

81.09%. Although the drop is less significant, it can be attributed to an increase in the number of parameters 

to be determined as the number of kernels are increased from 8 to 64 (Figure 5.3 (b)). Although we could 

expect a drastic drop in accuracy when the number of kernels increase, the slight drop can be attributed to 

the fact that a larger variety of informative features, which contribute to the better discrimination of the 

classes, are learnt. However, since the training set is fixed (2160), the CNN parameters are less optimally 

determined during training.   

  

(a) (b) 

Figure 5.3: Effect of varying the number of kernels on (a) the classification accuracy and (b) the number of CNN 

parameters. 
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Kernel dimension 

We also present the results of varying the dimensions of the kernels. The size of the kernel defines the size 

of the patterns considered when distinguishing between classes of interest. It is also synonymous with the 

receptive field of a neuron. In other words, the size of the patterns in the image that will activate a particular 

neuron. In Figure 5.4 (a), we observe that increasing the dimension from 7 to 25 is accompanied by a fall in 

the overall accuracy by 2.52%. A large kernel size implies a larger receptive field. Consequently, the number 

of parameters to be optimized by the model during training increases as shown in Figure 5.4 (b). The CNN 

is less optimized because the training set sample was kept constant (2160). 

  

(a) (b) 

Figure 5.4: Effect of varying the dimension of the kernel on (a) the classification accuracy and (b) the number of 

parameter 

Number of convolutional layers 

Increasing of the number of convolutional layers results in an increase in the overall accuracy of the 

classification as illustrated in Figure 5.5 (a). When two convolutional layers are used, the overall accuracy is 

81.90% while four convolutional layers result in an accuracy of 84.19%. This translates to a significant 

increase of 2.29%.  

  

(a) (b) 

Figure 5.5: Effect of varying the number of convolutional layers on (a) the accuracy of the classification and (b) the 

number of CNN parameters. 
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One of the reasons is that increasing the number of layers increases the level of abstraction of learned 

features. This means that the features enable better discrimination of the classes. Secondly, increasing the 

number of layers while keeping the number of filters constant is accompanied by a decrease in number of 

parameters. The number of parameters decreases from 2.5×106 to 64770 parameters for first and fourth 

convolutional layers respectively as shown in Figure 5.5 (b). The number of parameters decreases because 

the CNN has a pooling layer with a stride of two. This implies that the spatial resolution of the feature maps 

is reduced by a factor of two after each convolutional layer. This results in fewer parameters because the 

number of connections in the fully-connected layer is effectively reduced. This is an interesting observation 

because although the training sample size is fixed (2160), the accuracy still improves. 

 
Number of fully connected layers 

Lastly, we carried out an experiment to investigate the effect of varying the number of the fully connected 

layers. In Figure 5.6 (a), it is observed that increasing their number doesn’t improve the classification. There 

is a drop of 1% when a second fully-connected layer is added and an increase of 0.74% when a third fully 

connected layer is added. Moreover, Figure 5.6 (b) illustrates that the corresponding increase in number of 

parameters is 33024. This could be one reason as to why increasing the number of fully connected layers 

has a slight effect on the classification performance of the network. Fully connected layers make use of all 

the features in the previous convolution layer to build features with stronger capabilities. In other words, 

fully connected layers develop the classification rule and their number determines the complexity of the 

classification rule (Bergado et al., 2016). We can postulate that in this scenario, the classification rule is not 

so complex to warrant many fully connected layers. 

  

(a) (b) 

Figure 5.6: Effect of varying the number of fully connected layers on the (a) accuracy of the classification and (b) 
number of CNN parameters. 

5.1.2. GLCM window experiment 

An experiment to investigate the effect of varying the window size of the extracted GLCM features on the 

classification result was conducted. As shown in Figure 5.7, increasing the window size results in a 

corresponding increase in the overall accuracy. The overall accuracy was computed over the three image 

tiles. A large window size implies that features extracted from a larger context (neighbourhood) are more 

descriptive than those extracted from a smaller context. This is sensible for detection of informal settlements 

because the class is more abstract and contains more than one land cover type. In addition, as can be seen 

from Figure 5.7, GLCM-4 performs slightly better than GLCM-1 for all the window sizes investigated except 

for 129. Whereas GLCM-1 is extracted at an angle of 45° (i.e. making it angular dependent), GLCM-4 is 

extracted by averaging textural features extracted over four directions namely: 0°, 45°, 90° and 135° (thus 

becoming rotationally invariant) (Haralick et al., 1973).  While GLCM-1 is sensitive to patterns along one 
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direction (i.e. 45°or 225°), GLCM-4 is sensitive to patterns in any direction. This could explain why GLCM-

4 features are better as compared to GLCM-1.  

 

Figure 5.7: Effect of varying GLCM window size on the classification result, computed over three tiles. 

5.1.3. Varying training sample size: SVM vs (SVM + GLCM)  

We carried out an experiment to determine the effect of varying the size of the training sample on the 

classification accuracy of SVM, SVM+GLCM-1 and SVM+GLCM-4. The results are presented in Table 

5.3.  

Table 5.3: Classification accuracies for the SVM, SVM+GLCM-1 and SVM+GLCM-4 when varying training set. 

 Patch 165 SVM SVM +  

GLCM-1 

SVM +  

GLCM-4 

1080 Tile1 60.43 92.29 92.23 

 Tile2 75.29 85.75 86.45 

 Tile3 60.57 79.13 78.05 

  65.43 85.72 85.57 

     

2160 Tile1 59.67 92.16 92.83 

 Tile2 76.99 86.98 87.99 

 Tile3 61.97 76.89 79.34 

  66.21 85.34 86.72 

     

3060 Tile1 59.71 92.87 92.60 

 Tile2 76.76 88.44 88.73 

 Tile3 61.91 79.42 79.47 

  66.13 86.91 86.93 

     

 

Varying the size of the training sample barely influences the classification accuracy of SVM relying only on 

spectral bands. Similarly, it is observed that for both the SVM+GLCM-1 and SVM+GLCM-4, increasing 

the training sample size does not result in significant improvement of the overall accuracy.  

Several insights can be drawn by comparing the performance of the three approaches. First, spectral 

information alone is insufficient to discriminate the two types of urban structures. This is shown by the 
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classification accuracy of SVM, which is at 65.43%, 66.21% and 66.13% for each of the training sets 1080, 

2160 and 3060 respectively. However, adding spatial-contextual features improves the classification accuracy 

as can be seen from Table 5.3. For example, considering training set 1080, there is an increase of 20.29% 

when SVM+GLCM-1 is used over SVM. However, the difference on performance between GLCM-4 and 

GLCM-5 is not significant. We illustrate the results obtained from using a training sample of 3060 for SVM, 

SVM+GLCM-1 and SVM+GLCM-4 in Figure 5.8. 

TILE  

ID 

GROUND 

TRUTH 

SVM SVM+GLCM-1 SVM+GLCM-4 

 Tile 1 

    Tile 2 

 

 

 

 

 

    Tile 3 

     

Figure 5.8: Classification results of SVM, SVM+GLCM-1 and SVM+GLCM-4. 

The first column represents the ground reference data. The second columns presents the 

classification results of SVM. The third and fourth columns represent the results of SVM+GLCM-1 and 

SVM+GLCM-4 respectively. It is observed that classification of VHR relying on only spectral data produces 

noisy maps. This is evident across Tile 1, Tile 2 and Tile 3. The separation of the informal and formal 

settlement classes is not quite distinct. As expected, the classified images have a better visual quality when 

spatial-contextual features are used for classification. Considering SVM+GLCM-1, the classification of Tile 

2 is quite good, with no noisy classification. However, some noise is present in Tile 1 and Tile 3. The 

classification maps from SVM+GLCM-1 and SVM+GLCM-4 are quite similar. The boundary of informal 

settlements is well captured when Tile 2 is considered for both SVM+GLCM-1 and SVM+GLCM-4. For 

Tile 3, the classified map is quite noisy, although location of the informal settlement is well captured. In all 

the approaches, classification results of Tile 3 are the lowest in contrast to the other two tiles. From visual 

interpretation of Tile 3, the informal and formal classes looked spectrally similar. Although the buildings in 

the formal settlement areas were spaced, there was limited presence of vegetation, which is a defining 

characteristic of an informal settlement. This ultimately posed a higher challenge for the discrimination of 

the informal and the formal settlement classes in this particular tile. 
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5.1.4. Varying training sample size: CNN 

This set of experiment was done to see the effect of varying the size of the training set on CNN. 

Results of varying the training set are given in Table 5.4. 

 
Table 5.4: Effect of varying training set for CNN 

Sample size Tile 1 Tile 2 Tile 3 Overall 

Accuracy 

1080 65.68 79.39 57.46 67.51 

2160 88.90 89.70 80.38 86.32 

3060 90.00 88.84 83.51 87.45 

 

The CNN performs rather dismally when a training sample set of size 1080 is used i.e. 67.51%. It 

is further observed that increasing the training set from 1080 to 3060 improves its accuracy of the 

classification with CNN from 67.51% to 87.45%. This is one evidence that CNN requires a large training 

set to optimally determine its parameters.  

5.2. Informal settlements vs other combined classes 

5.2.1. Varying convolutional layers vs varying training sample size  

We also carried out an experiment to investigate the effect of varying the effect of varying the trainset against 

the number of convolution layers. This is significant because CNN performance varies significantly not only 

when training set size is varied but also when the hyper-parameter is varied. An illustration of the results in 

Figure 5.9 shows a trend whereby increasing the training sample size has a corresponding increase in 

performance of the CNN. 

 

Figure 5.9: Effect of varying number of convolutional layers while varying the training sample size. 

Looking at Figure 5.9, we see that the classification accuracy of the model when a training sample of 1080 

and 2160 is used decreases beyond four convolutional layers. However, when a training sample size of 3060 

is used, we see that the classification accuracy of the 5-layer CNN is quite high. It is also observed that for 

each training set size, there is a general trend whereby accuracy increases with each additional layer. 

However, going beyond four convolution layers does not significantly improve the overall accuracy of the 

classification. The insight derived from this experiment is that when determining the best CNN hyper-

parameters, it is important to vary the training set size whilst varying the hyper-parameter values in order to 

strike a balance between the hyper-parameter value and the size of the training set. 



DETECTION OF INFORMAL SETTLEMENTS FROM VHR SATELLITE IMAGES USING CONVOLUTIONAL NEURAL NETWORKS 

 

31 

5.2.2. Comparison of CNN vs (SVM+GLCM) 

We carried out an experiment to investigate the detection of “informal” class against the “other” merged 

classes. One of the aim of this experiment was to demonstrate that CNN performs well when the training 

set is sufficient to allow for optimal determination of its parameters. As shown in Figure 5.10, SVM+GLCM-

4 performs at par with SVM+GLCM-1 across the three tiles. In addition, both SVM+GLCM-1 and 

SVM+GLCM-4 have low classification accuracy in Tile 3. Performance for the CNN increases with each 

addition of a convolutional layer, with the highest classification accuracy being provided by CNN-5. We 

note that CNN-2 has lower classification accuracy than SVM +GLCM-4. However, when one layer is added, 

CNN-3 results in better classification accuracy for Tile 3 and Tile 4 only. For four, five and six convolutional 

layers, CNN outperforms SVM+GLCM-4 as seen in the classification accuracies of CNN-4, CNN-5 and 

CNN-6 respectively. In all the approaches, classification results of Tile 3 are the lowest in contrast to the 

other two tiles. 

 
Figure 5.10: An illustration comparing the classification accuracy from CNN and SVM. 

The classification accuracies for the respective tiles Tile1, Tile2 and Tile 3 are reported in Table 5.5. When 

six convolutional layers are used, there is a slight drop of overall accuracy in Tile 1 and Tile 2 of 0.32% and 

0.47% respectively. However the classification accuracy of Tile 3 increases slightly by 0.26%. The 

classification accuracy of CNN is quite consistent across the three tiles as opposed to SVM relying on 

GLCM. 

 

Table 5.5: Table presenting classification accuracies of investigated methods (SVM+GLCM and CNN) 

TILE 

ID 

SVM+GLCM-1 SVM+GLCM-4 CNN-2 CNN-3 CNN-4 CNN-5 CNN-6 

Tile 1 91.99 92.03 88.06 89.60 92.48 93.05 92.73 

Tile 2 88.40 88.34 88.33 90.11 91.28 92.24 91.77 

Tile 3 79.40 79.58 82.57 87.20 87.78 89.85 90.11 

  

The classified maps are presented in Figure 5.11. The columns represent the classified maps of Tile1, Tile2 

and Tile 3 respectively. The first row indicates the ground reference maps while the subsequent two rows 

show the classified maps from using GLCM features. The fourth and fifth rows indicate results from using 

CNN with two (CNN-2) and five (CNN-5) convolutional layers respectively. 
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 Tile 1 Tile 2 Tile 3 

GROUND 

REFERENCE 
 

 

   SVM +GLCM-1 

   SVM +GLCM-4 

   CNN-2 

   CNN-5 

   Legend  

 

 
Figure 5.11: Classification maps from SVM relying on GLCM and CNN.  
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From Figure 5.11, we observe that boundary definition is much smoother in CNN-5 over CNN-2. 

Furthermore, it has less noisy classified maps than the latter. The difference between the classified maps by 

SVM+GLCM-1 and SVM-GLCM-4 is small. However, there are less noisy classifications in the latter than 

in the former. Considering CNN, using CNN-5 improves and reduces some of the misclassification 

especially in Tile 2. For both CNN and SVM+GLCM approaches, there is a clear misclassification in the 

north western corner of Tile 3, although it is much worse in the latter. Zooming in at the raw image, it is 

clear that it is an open field that falls within an informal settlement, see Figure 5.12 (c). This could be an 

example of existential uncertainty, whereby there is some doubt on the presence of the informal class in a 

given area. While still on Tile 3, it is evident that the extent of the informal settlement is better captured by 

the CNN approach as opposed to SVM +GLCM approach. Thus it can be inferred that spatial-contextual 

features that are learned by CNN are capable of discriminating the informal settlements from other urban 

settlement structures. 

   (a) Tile1 (b) Tile 2 (c) Tile 3 

Figure 5.12: An illustration of regions in the raw image that are mostly misclassified. Shown in red boxes. The central 
area of Tile 1 has vegetation within an informal settlement. The north-western corners of Tile 2 and Tile 3 contain an 
open green field within an informal area. 

5.3. Exploration of learned features vs extracted features 

We present the results of using the feature maps from each convolutional layer to train a SVM with RBF 

kernel in Table 5.6 .In addition, the results of concatenating the feature maps derived from each of the 

convolution layers is presented. Finally, the results of concatenating the extracted GLCM features and the 

learned CNN features are presented in Table 5.7. The results show that the accuracy of the classification 

improves as features from higher layers are used. In addition, combining GLCM features and CNN feature 

maps results in a high classification accuracy. 

 
Table 5.6: Use of CNN feature maps to train SVM 

 Conv1 Conv2 Conv3 Conv4 Conv5 

Area1 59.57 66.51 73.58 80.04 82.90 

Area2 78.35 80.43 81.28 83.90 84.13 

Area3 68.54 69.28 70.44 75.14 78.74 

 
Table 5.7: Use of combined CNN feature maps and GLCM features to train SVM 

 (Conv 1+…+Conv 5) Conv1+…+Conv5+GLCM-1 Conv1+….Conv5+GLCM-4 

Area4 84.41 89.70 90.28 

Area 5 85.84 88.78 88.84 

Area 6 79.49 81.86 82.65 
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Key:  
1. (Conv 1+…+Conv 5)  This is obtained by concatenating feature maps from the first five 

convolutional layers. 

2. Conv1+…+Conv5+GLCM-1 This is obtained by concatenating features maps from first five 

convolutional layers and the GLCM-1 features. 

3. Conv1+….Conv5+GLCM-4 This is obtained by concatenating feature maps from first five 

convolutional layers and the GLCM-4 features. 

The CNN feature maps indicate regions and patterns of the input image that produce activation in 

the model. Feature maps in this work were generated by upsampling the actual feature maps, using bilinear 

resampling, to the original size of the input image to enhance the visualization process. An alternative 

method of visualizing the feature maps would have been to use a deconvnet (Zeiler & Fergus, 2014) where  

“switch variables” store the location of the dominant activations during pooling, and are used to reconstruct 

the feature maps at each convolution layer. A deconvnet approach would have provided a more accurate 

reconstruction of the feature maps. That notwithstanding, the feature maps obtained in this work sufficiently 

demonstrate the concept of hierarchy of features as described in CNN literature. Figure 5.13 is used to 

present the feature maps that were learnt from the CNN-5 when Tile 1 is used as an input.  

The rows indicate the eight feature maps that are generated after each of the convolutional layers 

(represented by the columns). It can be clearly observed that low level features such as edges are more 

prominent in the 1st and 2nd layers (see Row 4, Col 1; Row 2, Col 1; Row 2, Col 2). However, there is an 

evolution of features from simple features to complex features when we consider layer four and five. See 

the following examples (Row 3, Col 4; Row 3, Col 5; Row 5, Col 5). It can be said that these feature maps 

represent regions instead of points, lines or edges. Giving it another perspective, we can say that the neurons 

in these layers (i.e. layer four and five) are activated by regions or abstract classes. They are able to respond 

to presence or absence of a particular class. Since we have two classes, namely “informal” and “other” 

settlements, the feature maps show activations for these two classes. We can basically distinguish the regions 

in the feature maps as belonging to either of these classes.  

The lower layers of the CNN detect edges or local features whereas the higher layers detect more 

abstract representations. This owes to the fact that deeper layers in a convolution layer have a larger receptive 

field compared to the neurons/units in the lower layers (Bengio et al., 2015). They, therefore, can be said to 

effectively look into a larger area in the input image as compared to the lower layers. Visualizing a trained 

CNN model can give insight on how to design a CNN architecture (Zeiler & Fergus, 2014). It can help 

inform whether to use more CNN layers, or even the dimension of the kernels to use and influence the 

design of a CNN. The view that deep hierarchical features learn better discriminative features can be 

demonstrated by our experiments. 
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Figure 5.13: An illustration of 8 feature maps for Tile 1, derived from a CNN with 5 layers for each of the layers. The 
feature maps are upsampled through bilinear interpolation to attain a resolution of 2000×2000 pixels for 
visualization. 
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5.4. Accuracy assesment 

In Table 5.8, the user and producer accuracy for the methods SVM+GLCM-1, SVM+GLCM-4 and CNN-

2, CNN-3, CNN-4, CNN-5, and CNN-6 are presented. The accuracies are computed from the combined 

confusion matrices of Tile 1, Tile 2 and Tile 3. The results of this methods were discussed in Section 5.2.2. 

It is observed that CNN-5 has higher values for both “informal” and “other” classes. CNN-5 has a producer 

accuracy of 91.40 % and user accuracy of 88.22 %. This means that although the producer of the map can 

claim that 91.40 % of the time an area with informal settlements was classified as such, the user of the map 

will find that 88.22 % of the time the area they visit that the map says is informal will actually be informal. 

This is in contrast with SVM+GLCM-4 approach which has a producer accuracy of 94.39% and user 

accuracy of 75.63%. The error of commission is lower when CNN is used as opposed to SVM+GLCM. 

The lowest error of commission results from CNN-5 while the highest error of commission results from 

SVM+GLCM-1. 

 

Table 5.8: Accuracy assessment for the methods SVM+GLCM-1, SVM+GLCM-4 and CNN, computed by 

combining the confusion matrix of Tile1, Tile 2 and Tile 3. 

Approach 
Overall 

Accuracy 
Class 

Accuracy Error 

User Producer Commission Omission 

SVM+GLCM-1 
 

86.59 

Informal 75.57 90.37 24.43 9.63 

Other 94.34 84.61 5.66 15.39 

SVM+GLCM-4 
 

86.65 

Informal 75.63 90.44 24.37 9.56 

Other 94.39 84.65 5.61 15.35 

CNN-2 
 

86.32 

Informal 84.71 84.71 15.29 15.29 

Other 87.38 87.37 12.62 12.63 

CNN-3 
 

88.97 

Informal 81.56 91.38 18.44 8.62 

Other 89.66 87.58 10.34 12.42 

CNN-4 
 

90.51 

Informal 85.29 91.14 14.71 8.86 

Other 94.17 90.11 5.83 9.89 

CNN-5 
 

91.71 

Informal 88.22 91.40 11.78 8.6 

Other 94.17 91.92 5.83 8.08 

CNN-6 
 

91.53 

Informal 87.70 91.43 12.3 8.57 

Other 94.22 91.60 5.78 8.4 

 

Key: 

The class “other” comprises of the combined classes “formal”, “vacant/agriculture” and “other urban”. 
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5.4.1. Errors due to uncertainty 

Another important element of accuracy assessment is the existential and extensional uncertainty. Existential 

uncertainty relates to whether a phenomena is present in the location it is said to be. On the other hand, 

extensional uncertainty lies refers to lack of an exact definition of the boundary of a phenomena (Kohli, 

2015). In the context of extraction of informal settlements from VHR, these two concepts were 

encountered. First, during creation of the reference data, we used visual interpretation to digitize the 

requisite classes. Some instances were encountered where there was a doubt as to whether an area was an 

informal settlement or not. A case in point is the presence of an open place within the informal settlement 

as illustrated in Figure 5.12 (c). Secondly, defining the exact delineation between an area that is informal and 

the area that is not was definitely a source of uncertainty (see Figure 5.14). Uncertainty in the location and 

boundary of a slum is likely to affect the accuracy of the reference data and the quality of the metrics 

calculated using it (Kohli, 2015).  

 

  

(a) (b) 

Figure 5.14: An illustration of extensional uncertainty. Although the classes have different morphological 
characteristics, a challenge lies in defining the exact extent of the classes when creating the reference data. 

In this research, we were aware of these uncertainties and  tried to mitigate them by using a reference dataset 

(Sliuzas, 2004; Sliuzas et al., 2016) as the first input to the visual interpretation process. In addition, 

morphological characteristics based on literature and described in were used to identify formal and informal 

areas. It would be desirable to quantify these uncertainties in future research. 

In the next chapter, we discuss the results. 
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6. DISCUSSION 

In this chapter, we present a discussion drawn from the analysis of our experimental results. A build up on 

some of the insights mentioned in the previous chapter is done. A comparison with existing research is done 

and in some cases, possible future research items are mentioned.  

6.1. Utility of GLCM features 

The results of using GLCM variance corresponds with the findings of Kuffer et al., (2016). GLCM variance 

is useful for extracting informal settlements from VHR because informal settlements exhibit lower values 

as opposed to formal settlements that have higher values (Kuffer, Sliuzas, Pfeffer, & Baud, 2015). The high 

variance values is because buildings in the formal areas are large, hence have higher contrast with 

surrounding as opposed to building structures in the informal areas that are small and hence portray lower 

contrast with the surroundings. This research experiments with both angular dependent GLCM (i.e. GLCM-

1), and rotationally invariant GLCM (i.e. GLCM-4). The window size was the only parameter varied during 

GLCM extraction, and it has an effect on the contextual information that is derived. We note that there are 

other parameters that were kept constant during the extraction of GLCM features. These are the lag and 

shift which were both fixed as one, and the number of grey levels to use in the texture calculation set as 

eight. Determining the optimal values for these parameters could contribute to better performing GLCM 

features. The performance of GLCM-4 and GLCM-1 is almost similar and is quite competitive to CNN. 

Furthermore, the resulting classified maps are of good visual quality. This means that hand-crafted features 

can give competitive performance when carefully designed, although it is time consuming.  

It is evident that the GLCM features have a fixed scale representation of the raw image. Specifically, 

there is only one level of representation of the extracted features. Extracting features at different window 

sizes and then concatenating them might provide more robust GLCM features. Since it has been shown in 

this work that GLCM variance features can generate competitive performance when carefully designed, it 

would be a possibility to explore ways of using information present in the GLCM features to improve the 

classification result. One of the ways is to use the extracted GLCM features with the spectral bands of an 

image and use them as input to a CNN as is the case in Sharma (2016). Exploration of other strategies of 

incorporating well designed hand-crafted features into the CNN classification pipeline need to be 

investigated.  

6.2. Utility of CNN features 

Conducting experiments with CNN features from the CNN with five layers provided several key insights, 

some of which are in tandem with literature in the computer vision domain. First, each of the convolution 

layer in the CNN-5 had eight kernels with a dimension of 7×7 pixels. It was evident that feature maps from 

higher layers (i.e. fourth and fifth layers) produced a high classification accuracy when used with SVM as 

opposed to using features from lower layers (i.e. first, second and third layers). However, the results of 

CNN+ SVM are lower than CNN-5. This might seem contrasting with the findings of (Athiwaratkun & 

Kang, 2015). However, on inspection of the model that they use, it is clear that their CNN layers had a 

higher number of kernels than that used in our experiment. For all their experiments, the lowest number of 

kernels used is 32 and the highest number is 64. We believe that using higher number of kernels would have 

resulted in similar results.  

Another inference is that when carrying out end-to-end training using CNN, one of the main goals 

should be to ensure that the training sample is sufficient with respect to the number of the parameters in 

the model. That is why the CNN with eight kernels, as used in this work, would result in competitive results. 

On the other hand, increasing the number of kernels but maintaining the same size of the training set will 
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mostly reduce the classification accuracy of the CNN because of a resulting less optimally trained model. 

But looking on the flip side, the large variety of quality features would dramatically improve the classification 

of SVM based approach. This is because feature representation is significant in affecting the performance 

of SVM. Therefore we can postulate that it is possible to use features generated from a less optimized CNN 

model and use it to achieve competitive classification accuracy with a state-of-the art classifier such as SVM 

with RBF kernel.  

In (Hariharan et al., 2015), the importance of  understanding the  utility of CNN learned features is 

espoused. Intermediate layers distinguish the local information well, whereas the higher layers disseminate 

the semantics better. The level of abstraction increases with increase in the number of layers of 

representation. CNN features are also used for classification with SVM and Random Forests (RF) in 

(Athiwaratkun & Kang, 2015). According to this paper, they find that SVM and RF trained with CNN 

features outperform the CNN and explain that it is because CNN uses the last layer (fully connected layer) 

to carry out its classification. They suggest that the fully connected layer is less optimal for training some 

classifiers. However, some work has also been carried out investigating the usefulness of the fully connected 

layer as a feature vector. For example, in the work by Razavian, Azizpour, Sullivan, & Carlsson (2014) 

experiments are conducted using a linear SVM and features from the first fully connected layer of 

“OverFeat” (Sermanet et al., 2013). They find that CNN learned features are significantly useful in visual 

recognition tasks. With adequate computation power and training data, a CNN can be optimized for a 

classification task for high performance. Further work needs to be done in investigating the utility of using 

fully connected layer for classifying satellite imagery using a state-of-the-art classifier. 

6.3. Patch-based CNN 

In our CNN experiments, patch-based (patch-wise) approach is used during the training and inference. This 

means that during training, location of pixel samples are identified. Then, patches around each of the pixels 

are extracted. While the locations of the pixels samples are randomly selected using stratified sampling, there 

is a high probability that several adjacent pixels are chosen. Consequently, some of the patches generated 

might be overlapping. This, in effect, creates redundant data and, in the long run, reduces the variety of the 

training samples that are used for training the model. One possible solution would be to set up a rule to 

ensure that non-overlapping patches are selected and used to train the CNN (although this would result in 

inadequate training samples if you consider extracting non-overlapping patches of 165×165 from a tile 

measuring 2000×2000).  

Secondly, during inference, a patch around the pixel is considered before the label is assigned. 

Considering an image of 500×500 pixels, this means that this operation has to be repeated 250,000 times 

which demands more memory and processing time. This means that all the overlapping patches have to be 

sampled each time the central pixel is to be labelled. It would be possible to use patch-wise training but carry 

out image-based (image-wise) classification using techniques such as “shift-and-stitch’’ approach (Sermanet 

et al., 2013; Sherrah, 2016). We tried to implement the “shift-and-stitch” approach but because of time 

limitation, it will be done in later research works. An alternative approach would be to investigate fully 

convolutional neural networks (FCN) as introduced by (Long et al., 2015; Sherrah, 2016). The FCN is able 

to have an input that has arbitrary dimensions and generates an output of the same size and resolution. It 

carries out image-wise training and image-wise classification rather than patches. Image-wise implies that 

the loss function is minimised over whole image tile instead of a patch. Also, the deconvolution neural 

networks (DCN) would be another interesting CNN variant to explore (Noh et al., 2015; Volpi & Tuia, 

2016; Zeiler et al., 2011). The DCN similarly allows for full image-wise training and testing. 

The performance of the CNN is competitive in terms of overall accuracy and map quality in spite 

of the aforementioned limitations. It would be interesting to investigate strategies to improve the efficiency 

of the used CNN. 
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6.4. CNN hyper-parameter optimization 

This research investigated the effect of varying the CNN hyper-parameters namely patch size, number of 

kernels, dimension of the kernels, the number of convolution layers, the number of fully connected layers. 

It emerged that a deeper CNN performed well as opposed to a shallow model. We demonstrated that one 

of the reasons for this was that the number of parameters decreased with each additional layer. This results 

might hold true because our CNN had a sub-sampling layer, with a factor of two. Without sub-sampling, 

the number of parameters would be large and it would be interesting to see whether the accuracy of the 

model improves with each additional layer. The performance of the CNN when varying the hyper-

parameters was largely affected by the training sample size. We note that when determining the suitable 

values for CNN hyper-parameters for a particular task, it would be advisable to vary the training samples 

while varying the hyper-parameter values. This helps to strike a balance between the number of parameters 

in the CNN and its desired accuracy. Also, CNN with high number of convolutional layers had high 

classification accuracy because in a deep network, a hierarchy of simple to complex features is learnt, which 

improves discrimination of classes.  

6.5. Training and Test sample size and quality 

In this research, we used random stratified sampling to select the training samples. This implies that the 

number of samples from each class are chosen depending on the size of the class. Investigating the sampling 

strategies and their effect on the classification result. How to collect the samples from the image is important. 

Aside from the number of samples, the quality of the samples has a bearing on the classification result. It 

would be interesting to investigate a strategy whereby the locations from which samples are derived are 

defined in advance. This might result in some improvement in the robustness of the CNN. The size of the 

training sample influences whether the CNN will be optimally trained, consequently affecting the results of 

the classification results. A large training set ensures a better trained model, although takes longer time.  

During inference, all the pixels in the tiles are classified and evaluated. This eliminates bias from the 

computed accuracy measures. 

6.6. Accuracy assesment using unsampled domain (Domain adaptation) 

In this research, the classifiers were trained using samples drawn from all the available tiles. The model 

accuracy was evaluated by carrying out a full image test. This was one way to evaluate the performance of 

the classifiers by presenting them with unseen data. From the experimental results, it is observed that CNN 

outperforms SVM relying on GLCM. It would have been desirable to compare the performance of the 

approaches using tiles from which no training data were sampled. However, a better approach would be to 

evaluate a strategy of introducing training samples from the new tile (i.e. from which no samples were taken) 

so that a few but informative samples are used. One of such strategies is active learning presented in (Persello 

& Bruzzone, 2012). These experiments would help in evaluating the adaptability of CNN and SVM with 

GLCM. A successful strategy would make it possible to tune the CNN and use it for detection of any type 

of informal settlement types regardless of the geographical location. Although the urban settlement types 

have some common fundamental morphology characteristics, they are quite different depending on the 

geographical area (Kuffer et al., 2016). Thus, exploring the transferability of this approach to other 

environments would be a possible research step. 
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6.7. Final remarks 

We have discussed the key insights that were evident in the course of this research. CNN is a very promising 

approach especially in the analysis of satellite imagery. Several limitations were identified which mainly were 

concerned with efficiency and possible solutions suggested. In addition to this, strategies to improve the 

accuracy of the classification and quality of the maps need to be explored. 
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7. CONCLUSION AND RECOMMENDATION 

7.1. Reflection on the Objectives and the research questions 

The main objective of this study was to investigate a deep feature learning approach based on convolutional 

neural networks (CNNs) for the detection of informal settlements. The available data was a Quickbird image 

taken over Dar es Salaam, Tanzania in 2007.  We set out to develop a methodology based on CNN for 

detecting informal settlements from VHR satellite imagery. To this aim, we optimized the hyper-parameters 

of a CNN and trained the designed model in an end-to-end fashion. A detailed comparison of the 

performance of the CNN against state-of-the-art methods relying on handcrafted features (i.e. 

SVM+GLCM) was conducted. We also investigated the utility of CNN learned features, and the utility of 

combining them with GLCM features to train a SVM with RBF kernel.  

Our experiments showed that SVM relying on GLCM features resulted in high classification 

accuracy. The quality of the maps was quite good, although there were noisy misclassifications. This showed 

that well designed hand-crafted features can exhibit competitive performance in a complex task involving 

classes with a higher level of semantic abstraction. Similarly, CNN had a high classification accuracy. 

However, it was evident that the CNN outperformed SVM+GLCM, especially when higher number of 

convolution layers, and a large training set was used. Using more convolutional layers enable the deep 

networks to learn a hierarchy of features, whereby the low layers learn basic features, while the higher layers 

learn more complex and abstract features. In other words, CNN learns spatial-contextual information 

features that help in discriminating complex classes. The result is improved classification accuracy and better 

quality of maps (i.e. considering location and extent of the classes). CNN requires large (adequate) training 

data for the optimal determination of the parameters of the network. 

 We also demonstrated that CNN feature maps have the utility of training a state-of-the-art classifier 

such as SVM, resulting in competitive classification accuracy. The learned CNN features can also be 

combined with well-designed hand-crafted features.  

In summary, the methodology outlined in this work can be replicated to allow for extraction of 

informal settlements. CNNs trained in an end-to-end fashion can effectively learn complex, hierarchical and 

abstract features for land-use classification from VHR images.  

The answers to the research questions raised at the onset of the study are thus provided: 

 

1. How have the deep models been applied in the analysis of satellite imagery? 

 

In Section 2.2.2, it is described that Convolutional neural networks (CNNs) have recently gained 

prominence for land cover classification from high resolution (VHR) satellite and aerial imagery. 

Even new variants of CNN such as deconvolution neural networks (DCN), recurrent convolutional 

networks (RCN), and fully convolutional networks (FCN) have been mostly used for land cover 

classification tasks from VHR. However, there have been applications involving the use of CNN 

for land use classification. In this study, however, we used CNN for a land use classification task. 

  

2. What are the building blocks of a CNN? 

 

In the CNN, the convolutional layers learn feature representations from data while the fully 

connected layers learn the classification rule from the learned features (Bergado et al., 2016). The 

theoretical background of CNN is discussed in Section 2.2.1. In addition, the mathematical 

formulations, a description of the network hyper-parameters, and the learning and regularisation 

parameters is presented in Section building blocks of the CNN are described in detail in Section 

4.1.1.  
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3. How should the classes be defined? 

 

The main objective of this study is the detection of informal settlements from VHR satellite images 

using convolutional neural networks. A VHR satellite image of Dar es Salaam, Tanzania was used. 

As a precursor, the concept of informality was expounded in Section 2.1. This provided the 

theoretical foundation for using visual image interpretation, relying on morphological 

characteristics to create the reference dataset. Use of morphology characteristics is reliable because 

the urban settlement types are fairly distinct. We used an available land use reference as an input to 

the visual interpretation process. In the preliminary experiments, we distinguished between two 

classes namely “informal”, and “formal”. The class “others/vacant/agriculture” was not 

considered. However, in the final set of experiments, the class “informal” was distinguished against 

a merged class of “formal, other, vacant/agriculture”.  

 

4. What is the effect of varying the hyper-parameters on the classification results? 

 

We observed the effect of varying CNN hyper-parameters to the classification results through the 

CNN optimization experiments described in Section 4.1.1. The results presented in Section 5.1.1 

showed that number of convolution layers significantly influenced the classification results. This 

confirmed the hypothesis that deeper network results in better discriminative features being learned 

by the CNN. The patch size and the kernel dimensions were also sensitive hyper-parameters. It was 

also observed that although varying the value of CNN hyper-parameters influences the 

classification accuracy, the size of the training sample had an effect. It emerged that varying the 

training set and the value of the hyper-parameters is a good strategy when optimizing the CNN.  

 

5. What consideration should be made when designing a CNN? 

 

Basically, the appropriate learning and regularisation parameters need to be determined. The CNN 

hyper-parameters that affect the quality of the learned features should be determined. These hyper-

parameters include patch size, number of convolution layer, number of fully connected layers, the 

number of kernels, and the dimension of the kernels. The problem at hand should guide the choice 

of set of values to use when varying during hyper-parameter optimization. In addition the spatial 

resolution of the image will determine the values of the optimal CNN hyper-parameters. Section 

2.2.1 and Section 4.1.1 provide some of the considerations when designing a CNN. 

 

6. How do the methods compare in terms of accuracy and on previously unseen data? 

 

In this study, the classification approaches based on CNN and on SVM+GLCM were evaluated by 

calculating the overall accuracy across the three image tiles. A comparison of the overall accuracies 

was done. Furthermore, a qualitative comparison of the classified maps was done visually. The 

results are discussed in Section 5.2. CNN with more convolutional layers and adequate training data 

has higher overall accuracy, user’s accuracy and producers across the three image tiles, as opposed 

to SVM relying on GLCM.  

 

To conclude, the contributions of this thesis are: 

 

i) Demonstrating that deep learning algorithms, CNN in this case, are suitable for complex land 

use classification tasks such as detection of informal settlements from VHR satellite imagery.  
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ii) Development of a methodology based on CNN to detect and map informal settlements from 

VHR satellite imagery. 

iii) Demonstrating that CNN learned features alone, and when combined with GLCM features, 

can be used to train SVM with RBF kernel with competitive classification results.  

7.2. Recommendations and future works 

 

For future works, we recommend the following: 

 

 Investigate full image training and testing for land use classification which is different from the 

patch-based approach used in this study using fully convolutional networks (FCN) or 

deconvolutional neural networks (DCN). 

 Explore techniques of improving accuracy of the CNN by addressing the noisy 

misclassifications in the classified maps. 

 Investigate the effect of data augmentation, and other techniques of expanding the training set 

size for classification of VHR satellite imagery using CNN.  

 Investigate domain adaptation using CNN in a land cover/land use classification problem using 

remote sensing data and further, look at strategies for fine-tuning a CNN for landcover/landuse 

classification task. 

 Lastly, classification results from GLCM were competitive to the CNN. To investigate how 

GLCM features can be used to accelerate/influence CNN training will be possible research 

direction. 
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 APPENDIX 

Appendix A: CNN hyper-parameter optimization classification results  

Table A- 1: Effect of varying the patch-size on the classification accuracy of the 3 tiles 

Patch size Tile 1 Tile 2 Tile 3 

65 81.27 84.79 70.05 

99 85.62 86.51 75.48 

129 87.38 86.83 75.68 

165 84.68 88.11 75.83 

 
Table A- 2: Effect of varying the number of kernels on the classification accuracy of the three tiles 

Number of 

filters 

Tile 1 Tile 2 Tile 3 

8 84.52 87.61 73.56 

16 84.87 86.80 71.46 

32 84.72 86.62 71.86 

64 83.12 86.42 73.50 

 
Table A- 3: Effect of increasing the kernel dimension on the classification accuracy of the three tiles 

Kernel dimension Tile 1 Tile 2 Tile 3 

7 84.52 87.61 73.56 

17 83 87.35 75.03 

25 74.97 86.67 76.49 

 
Table A- 4: Effect of increasing the number of convolutional layers to the classification accuracy of the three tiles 

Number of Layers Tile 1 Tile 2 Tile 3 

1 85.28 84.88 64.5 

2 84.52 87.61 73.56 

3 85.67 87.80 75.72 

4 85.90 87.89 78.69 

 
Table A- 5: Effect of varying the number of fully connected layers on the classification accuracy of the three tiles.  

Number of layers Tile 1 Tile 2 Tile 3 

1 84.52 87.61 73.56 

2 80.21 85.78 76.7 

3 85.14 86.76 73.00 
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Computed number of parameters in the network using the model. Summary () function in Keras 

 
Table A- 6: Effect of varying the patch size on the number of CNN parameters 

Patch size Number of parameters 

33 70642 

65 267250 

99 594930 

129 1053682 

165 1726450 

 
Table A- 7: Effect of varying the kernel dimension on the number of CNN parameters 

Dimension of kernel parameters 

7 611442 

17 634482 

25 666738 

 
Table A- 8: Effect of varying the number of kernels on the number of CNN parameters 

Number of filters parameters 

8 611442 

16 1212258 

32 2432706 

64 4948866 

 

 
Table A- 9: Effect of varying the number of convolutional layers on the number of CNN parameters 

Convolution layers parameters 

1 2477098 

2 611442 

3 172218 

4 64770 

 

 
Table A- 10: Effect of the number of fully connected layers on the number of CNN parameters 

Fully connected layers parameters 

1 611442 

2 627954 

3 644466 
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Appendix B: GLCM window experiments 

Table B- 1: Effect of varying the GLCM window size on the classification accuracy 

Patch-size Tile id SVM + GLCM1 SVM+GLCM2 

65 Area1 72.44 78.99 

 Area2 85.22 86.40 

 Area3 66.96 72.67 

99 Area1 76.49 86.55 

 Area2 85.23 85.14 

 Area3 72.14 72.95 

129 Area1 77.08 86.45 

 Area2 86.83 90.32 

 Area3 71.87 80.58 

165 Area1 80.85 89.95 

 Area2 89.10 92.45 

 Area3 72.31 83.87 

Appendix C: Varying size of training set vs varying the number of convolution layers 

 

Table C- 1: Effect of varying size of training set vs varying the number of convolutional layers 

Training 

set 

Tile ID Number of convolution layers 

  2 3 4 5 6 

       

1080 Area1 83.42 78.67 90.24 91.48 91.88 

 Area2 87.77 89.51 89.36 88.87 89.39 

 Area3 78.73 82.70 86.68 83.11 84.59 

  83.31 83.62 88.76 87.82 88.62 

       

2160 Area1 85.13 89.63 91.47 91.02 92.37 

 Area2 88.45 88.59 90.26 90.79 91.46 

 Area3 82.72 85.81 88.83 88.97 89.49 

  85.43 88.01 90.19 90.26 90.10 

       

3060 Area1 88.06 89.60 92.48 93.05 92.73 

 Area2 88.33 90.11 91.28 92.24 91.77 

 Area3 82.57 87.20 87.78 89.85 90.11 

  86.32 88.97 90.51 91.71 91.53 
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Appendix D: Classification maps and feature maps 
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   CNN-6 

     

  

Figure D- 1: Classified maps of Tile 1, Tile 2 and Tile 3 from CNN-3, CNN-4 and CNN-6 using a training set of size 
3060. 
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Figure D- 2: Feature maps for Tile 2, generated using CNN-5 trained using a sample size of 3060. 
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Figure D- 3: Feature maps for Tile 3, generated using CNN-5 trained using a sample size of 3060 




