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ABSTRACT 

In developing countries, urban areas have high building densities with complex building pattern. Therefore, 

detecting and classifying building data can be challenging as it is difficult to separate between the building 

and non-building area. The buildings object from coarse ALS data which have noisy content and complexity 

of urban area were obtained by using information provided by topographic map. The FCN has been used 

to accomplish this research. The planar segmentation has been conducted to detect the roof of the buildings 

object. The spatial information from 2D map was used to observe the location and the shape of the building. 

The spatial information from 2D map help to easily recognize the variation shape of the building. The points 

clipped using polygon from 2D map data to assign points that belong to building objects. 

 
The trained network was tested into different region in Indonesia. The accuracy assessment calculated based 

on the F-Score. From RMSD in Lombok region, the cleaning data perform better than the noisy data with 

RMSD equal 1.03 %. The number of sites enhance the performance of the classification. The RMSD in 

another region that in Tanjung Lesung 20.33%, Tanggamus 30.57% and Makassar 19.70 %.  

  

Key word: building detection, topographic map, ALS data, FCN 

 



ii 

ACKNOWLEDGMENTS 

I am really would like to thankful to my supervisor dr.ir. S.J. Oude Elberink for guidance, giving knowledge 

and understanding of this subject, supports and motivated me from the beginning till the end of this thesis. 

Also, to my second supervisor dr. C. Persello, thanks you very much for sharing knowledges and discussions, 

and make me more confident to develop this thesis.  

 

Thanks to Aldino, Elyta and Dewi for the advice 

 

Thanks to all my classmates in GFM 2017 department for the collaboration and knowledge exchange. And 

also, all my Indonesian colleagues Fajar, Ayu, Ratna, Afnin, Eko, Reza, Izzul, Rifat,  Ayu Adi, Astria, Rizki,  

Aji, Aulia, and Yan for being a big new family. 

 

Finally, last but not least, this thesis dedicated to half of my hearth, my husband and my children who 

struggling to keep full patient and survive during my absence in the home for period of 18 months. My 

blessing to my parents and my mother in-law for giving advices and moral support during the period of my 

study. 

 



iii 

TABLE OF CONTENTS 

 

 
1. INTRODUCTION .............................................................................................................................................. 7 

1.1. Motivation and Problem Statement .........................................................................................................................7 
1.2. Research Identification ...............................................................................................................................................8 
1.3. Project Set-up ...............................................................................................................................................................9 
1.4. Method Adopted .........................................................................................................................................................9 
1.5. Thesis Structure ........................................................................................................................................................ 10 

2. LITERATURE REVIEW ................................................................................................................................ 11 

2.1. Building Detection ................................................................................................................................................... 11 
2.2. Classification and Segmentation ............................................................................................................................ 11 
2.3. Fully Convolutional Network................................................................................................................................. 12 
2.4. Fusion Topographic Map ....................................................................................................................................... 13 

3. METHODOLOGY .......................................................................................................................................... 14 

3.1. Dataset ........................................................................................................................................................................ 14 
3.2. Methodology Overview ........................................................................................................................................... 20 
3.3. Data Preprocessing .................................................................................................................................................. 21 
3.4. Cleaning Training Data............................................................................................................................................ 21 
3.5. Label Preparation ..................................................................................................................................................... 23 
3.6. Point to image conversion ...................................................................................................................................... 25 
3.7. Data Augmentation .................................................................................................................................................. 27 
3.8. Network Training ..................................................................................................................................................... 28 
3.9. Network Testing ....................................................................................................................................................... 28 
3.10. Accuracy Assessment ............................................................................................................................................... 29 

4. RESULTS AND DISCUSSION .................................................................................................................... 30 

4.1. Results ........................................................................................................................................................................ 30 
4.2. Accuracy Assessment ............................................................................................................................................... 33 

5. CONCLUSION ................................................................................................................................................. 35 

5.1. Conclusion ................................................................................................................................................................. 35 
5.2. The answer to Research Question ......................................................................................................................... 35 

APPENDIX I: DATASET VISUALISATION ................................................................................................... 40 

APPENDIX II: THE CLEANED DATA ............................................................................................................ 48 

APPENDIX III PREDICTION RESULT ........................................................................................................... 53 

APPENDIX IV THE PRECISION AND RECALL PERFORMANCE ...................................................... 59 

 

 



iv 

LIST OF FIGURES 

Figure 1 Point cloud data from ALS .......................................................................................................................... 8 

Figure 2 Unclassified point cloud ............................................................................................................................... 9 

Figure 3 The fully convolutional (segmentation) network transformation (Long et al., 2015) ...................... 12 

Figure 4 ALS data (left) and topographic map (right) of Mandalika, Lombok. ................................................ 14 

Figure 5 The area of the dataset in Indonesia......................................................................................................... 15 

Figure 6 The distribution of the training sites ........................................................................................................ 16 

Figure 7 Distribution sites for training and testing in Lombok ........................................................................... 17 

Figure 8 The visualization of ALS data ................................................................................................................... 18 

Figure 9 The location of the testing sites in Tanjung Lesung .............................................................................. 18 

Figure 10 The location of the testing sites in Tanggamus .................................................................................... 19 

Figure 11 The location of the testing sites in Makassar ........................................................................................ 19 

Figure 12 Research workflow .................................................................................................................................... 20 

Figure 13 The outliers in the ALS data .................................................................................................................... 21 

Figure 14 Clipped inside (left) and clipped outside (right) ................................................................................... 21 

Figure 15 Segmentation result ................................................................................................................................... 22 

Figure 16 The cleaning results shows point before cleaning (left) and after cleaning process (right). .......... 23 

Figure 17 The combined of the points .................................................................................................................... 23 

Figure 18 The topographic map in vector format ................................................................................................. 24 

Figure 19 The raster image of the corresponding label......................................................................................... 24 

Figure 20 The elevation image .................................................................................................................................. 25 

Figure 21 The intensity image ................................................................................................................................... 26 

Figure 22 The number of echoes .............................................................................................................................. 26 

Figure 23 The height difference image .................................................................................................................... 27 

Figure 24 The overview classification steps ............................................................................................................ 27 

Figure 25 The point cloud visualized based on height that combined with polygon map .............................. 30 

Figure 26 The corresponding label (left) and classification result (right), the building object shows in red 

colour............................................................................................................................................................................. 30 

Figure 27 The classification results within same region ........................................................................................ 31 

Figure 28 The comparison between noisy and cleaned training sample ............................................................ 31 

Figure 29 Building object in the different region ................................................................................................... 32 

Figure 30 Small buildings that have similar elevation with the neighbourhood ............................................... 33 

Figure 31 The classification result ............................................................................................................................ 33 

 



v 

LIST OF TABLES 

Table 1 FCN layers ..................................................................................................................................................... 28 

Table 2 Evaluation of the FCN performance in Lombok Region ..................................................................... 34 

Table 3 The performance for another region ........................................................................................................ 34 

 

 

 





BUILDING DETECTION FROM COARSE AIRBORNE LASER SCANNING DATA 

7 

1. INTRODUCTION 

1.1. Motivation and Problem Statement 

Building detection is a significant task in creating base maps. It is the process of detecting and classifying 

point cloud data which separates buildings from other objects in the scene. The building information can 

be used for urban planning, population estimation, sustainable development, risk management, and other 

applications. Commonly, the use of aerial photographs and high-resolution satellite images is the most 

effective data source for extracting building objects. However, manual digitizing of geometric buildings from 

remotely sensed images is costly and time consuming (Zhang, Yan, & Chen, 2006).  Therefore, Airborne 

Laser Scanner (ALS) data that has height information can be utilized to extract the building object. 

Additionally, providing accurate and reliable base maps is needed to support government development 

program. Due to the complexity of urban scenes, the detection of building from ALS data remains a 

challenging task (Niemeyer, Rottensteiner, & Soergel, 2014). 

 

In developing countries, urban areas have high building densities with complex building pattern. Therefore, 

detecting and classifying building data can be challenging as it is difficult to separate between the building 

and non-building area. Also, this classification process is constrained by the unavailability of training samples 

that can represent the region that have the complexity of the urban area the complexity of point cloud data 

depicted in Figure 1. 

 

Building detection of ALS data is an active research in the last decade. In the recent time, a deep learning 

algorithm is used to improve the classification of ALS data into the ground, vegetation, and buildings. 

Several studies use deep learning for classification. Rizaldy, Persello, Gevaert, & Oude Elberink( 2018) used 

Fully Convolutional Networks (FCNs) as FCNs architecture for ground classification. Persello & Stein 

(2017) explain deep FCNs that can learn a hierarchy of features associated with increasing levels of 

abstraction, from raw pixel values to edges and corners up to complex spatial patterns. Thus, this method 

is expected to be a solution for building detection in complex urban areas. 

 

However, there are several limitations, not only for building detection but also in classification using deep-

learning based. Some problems that can be distinguished for building detection are for example problems 

in finding information from the data, and problems caused by scene complexity (Elberink, 2008). Yang et 

al., (2018) identified several challenges among many deep learning-based classifications as well as in building 

detection. One of them was required a significant amount of training samples. Hence, a representative 

training sample is needed in the classification processes.  
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Figure 1 Point cloud data from ALS 

This research explored and provided representative and diverse training samples from 2D map data for 

classification. We using deep learning approach in high density of buildings with a complex pattern urban 

area and investigate point feature information such as geometry information to improve classification. 

Therefore, the classification method can be applied to another region.  

1.2. Research Identification  

1.2.1. Research Objectives 

The objective was to develop approaches for building detection from coarse ALS data which have noisy 

content and complexity of urban area by using information provided by topographic map. The sub-

objectives that have to be conducted were as follows: 

1. To investigate the use of 2D map data for the generation of training sample and the influence of 

point features such as geometry information, height, an intensity value and echo information for 

building detection. 

2. To design deep learning architecture which can detect building and non-building 

3. To investigate whether the proposed method can be applied to another region. 

1.2.2. Research Questions 

Sub-objective 1: 

1. How can an existing spatial geoinformation such as 2D map be used to help to extract training 

samples?  

2. How to collect the representative training samples? 

3. What is point feature information of ALS data that can be used to improve detection? 

4. How to employ those point features in deep learning methods for building detection? 

 

Sub-objective 2: 

How can a deep learning approach be used to detect building from coarse ALS data? 

 

Sub-objective 3: 

1. What are the accuracy and the performance of the proposed methods with completeness and 

correctness such as F1 score or kappa index? 

2. How can the proposed method be employed in another region? 
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1.2.3. Innovation aimed at 

Rizaldy, Persello, Gevaert, Elberink, & Vosselman, (2018) generate multi-class for instance building objects 

using deep learning approach with training and testing using AHN dataset in Netherlands that have different 

characteristic with Indonesia. Since representative training sample was significantly needed for classification 

in an urban area in Indonesia that has a high density of building with a complex pattern like in Figure 2. 

Therefore, this research proposed a method for detecting building from coarse ALS data by generating 

training sample in the complex urban area using spatial information such as 2D map and point feature 

information to improve classification results.   

 

 

Figure 2 Unclassified point cloud 

1.3. Project Set-up 

In general, the workflow of the approaches are as follows: 

a. Data pre-processing 

b. Cleaning training data 

a. Point in polygon information 

b. Planar segmentation 

c. Visual inspection 

d. Combine ALS Data 

c. Label preparation 

d. Point to image conversion 

e. Data augmentation 

f. Network training 

g. Network testing  

h. Accuracy assessments 

1.4. Method Adopted 

The main idea is to detect building objects by using information from topographic map to improve the 

classification results. The image-based classification was employed by using FCN network architecture by 

Persello and Stein (2017).  The point cloud was converted into single image and value of pixels representing 

value of point cloud within the highest point in order to detect building objects. The topographic map was 

used as corresponding labels. The results were building and non-building pixels. 
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1.5. Thesis Structure 
This thesis contains of five chapters organized as follows: 

a. Chapter 1 presents introduction that explains motivation and problem statements, research 

identification, research objectives, research questions, innovation, project set-up, and adopted 

method. 

b. Chapter 2 provides literature reviews to support the research. 

c. Chapter 3 gives explanations about dataset and methodology used in this study. 

d. Chapter 4 shows the result and discussion. 

e. Chapter 5 contains conclusion, answer to research questions and recommendations. 
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2. LITERATURE REVIEW 

2.1. Building Detection 

Building detection is a classification for separating the building from another object such as vegetation 

(bushes and trees) and artificial ground (Vosselman, G., & Maas, 2010). Detecting building object is the 

initial process to generate building outlines and to reconstruct the 3D building object (Vosselman, G., & 

Maas, 2010). The main elements of detection buildings are that the objects are above the ground and 

contains planar segments. 

 

Morphological operators have been used to separate ALS data into terrain and non-terrain (Bretar, Roux, 

Mallet, Heipke, & Soergel, 2011; Ghaffarian, Ghaffarian, El Merabet, Samir, & Ruichek, 2016; Mongus, 

Lukač, & Žalik, 2014; Weidner & Förstner, 1995; Zhang et al., 2003). The study about this method has been 

well explaining by Haralick & Sternberg (1987) that give the review about binary and grey scale, the 

operations of dilation, erosion, opening, and closing in image processing. Weidner & Förstner, (1995) use 

this method to obtain a normalized digital surface model (nDSM). It was generated by subtracting the 

original surface model with the DTM which is produced by using erosion followed by dilation. An initial 

building mask is obtained by using height thresholds to nDSM (Weidner, 1997).  

 

Mallet, Chehata, & Bailly, (2016) explain the use of the feature of ALS data as an input that is intensity, 

heights, echoes, and local 3D geometry.  The authors identify that a set of features of ALS data can be used 

for supporting the analysis of the ALS data. Hug & Wehr (1997) combining both surface reflectance of ALS 

data and 3D geometry to detect and to identify surface object automatically. This approach using surface 

reflectance, surface orientation and elevation to separate the detected surface object into a natural 

object(vegetation) and artificial object(building). The authors determine that artificial objects have 

continuous surface segments and specific characteristic. The characteristic has geometric regularities and 

simple geometric shapes like rectangular, triangles and circle. 

 

The height-based features are one of the feature information that can be used for discriminating objects in 

the urban environment (Guo, Chehata, Mallet, & Boukir, 2011; Hug & Wehr, 1997). The authors explain 

that the elevation can separate high-rise, low-rise and ground elements such as to distinguish buildings and 

vegetation. Mallet, Chehata, & Bailly, (2016) determine that the height difference in its neighborhood 

between the point of interest and the lowest point can be used to discriminate the ground and non-ground. 

2.2. Classification and Segmentation 

Many classification techniques that have been done to classify feature from the ALS data. Generally, ALS 

data classification divided into two types (Charaniya, Manduchi, & Lodha, 2004) that are a classification of 

ALS data into terrain and non-terrain points or classification into features such as trees, buildings, etc.  

 

The classification has been two main approaches (Bishop, 1995; Grilli, Menna, & Remondino, 2017) that 

are supervised classification and unsupervised classification. The supervised classification using data samples 

that contain labels. This data samples as an input to estimate classifier parameter called training dataset. The 

test dataset is a data that have been tested by the classifier.  

 

Previous studies convert the point cloud into image data which is supervised pixel-based classification such 

as maximum likelihood (Bartel & Wei, 2000), Gaussian mixture modelling (Charaniya et al., 2004), neural 

network(Minh & Hien, 2011; Nguyen, Atkinson, & Lewis, 2005; Priestnall, Jaafar, & Duncan, 2000), and 
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rule-based classification (Huang, Shyue, Lee, & Kao, 2008) were employed classification depending on the 

purpose(Yan, Shaker, & El-Ashmawy, 2015). 

 

Recently, a deep learning algorithm can be used to improve the classification not only from aerial images, 

remote sensing data but also from point cloud data. Some studies use a neural network for building detection 

from aerial images and remote sensing data (Bittner, Cui, & Reinartz, 2017; Davydova, Cui, & Reinartz, 

2016; Yang et al., 2018; Yuan, 2016). Priestnall et al., (2000) propose classification from ALS data using an 

Artificial Neural Network to distinguish between buildings and trees which is using both topographic and 

spectral characteristics from ALS data. The elevation data from ALS data can be used as an additional source 

of information that can be used as input in the Hopfield neural network (HNN) (Nguyen et al., 2005). Minh 

& Hien, (2011) were using a neural network to process land cover classification. They were applied the 

intensity image combine with elevation data, panchromatic image, RGB image from ALS data.  Also, Rizaldy 

et al. (2018) use FCN for ground classification which is they study can improve the performance of ground 

classification by converting all points into one image that can be more efficient.  

 

To get an approximation of parameter, deep learning as supervised learners requires sufficient training 

samples (Erhan, Manzagol, Bengio, Bengio, & Vincent, 2009). The amount of training sample is necessary 

for the classification task (Yang et al., 2018) and more representative training data may improve the test 

result (Rizaldy1 et al., 2018). Moreover, Gevaert, Persello, Elberink, Vosselman, & Sliuzas, (2017) provide a 

labeling training sample using the spatial dataset to give the labels instead of manually labeling.  

2.3. Fully Convolutional Network 

Long, Shelhamer, & Darrell, (2015) use fully convolutional network (FCN) for pixel-wise segmentation task 

in image processing. Specific layers have been adjusted which implement the constructions of segmented 

output maps to create a network appropriate for pixel-wise segmentation,  (Snuverink, 2017). The system 

has an end-to-end schema which uses an image, learns the features, and outputs labels for every pixel without 

additional works (Rizaldy, 2018). In Figure 3 depict a classification net generate the output a heatmap by 

transforming fully connected layers into convolution layers.  The input of the classification network is an 

image with h x w x d, where spatial dimension is represented by h x w and the feature or channel dimension 

is represented by d (Long et al., 2015). In this study, the image-based classification was employed by using 

FCN network architecture by Persello and Stein (2017).  

 

 
Figure 3 The fully convolutional (segmentation) network transformation (Long et al., 2015) 
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2.4. Fusion Topographic Map 

The classification can be improved significantly by combining ALS data with 2D topographic map/ ground 

plan (Haala & Anders, 1997; Hofmann, Maas, & Streilein, 2002; Vosselman & Dijkman, 2001; Wang & 

Oude Elberink, 2016). The advantages of the ground plan are to detect the location and to define the 

orientation of the building (Suveg & Vosselman, 2001). The building outlines of the ground plans can 

provide the position of these building object (Vosselman & Dijkman, 2001). The maps have labeled 

polygons that have topographic classes like buildings, roads, vegetation, water and terrain (Wang & Oude 

Elberink, 2016). 
 

Haala & Anders, (1997) use a topographic map to process segmentation and object recognition. The authors 

use it to obtain the shape of the building object. This information can be helped to determine constraints 

by the planar surface intersection for reconstructing a building (Haala & Anders, 1997). The authors identify 

the result of segmentation from this approach better than image interpretation (Haala & Anders, 1997). 

 

Hofmann et al., (2002) use a knowledge-based building detection based on ALS data and topographic map 

information which uses the pixel map as a source to obtain the pattern of the buildings in the ALS data. 

The pixel map not only presents the shape that can be used for detecting structures in the laser scanner data 

but also it can reduce the processing time(Hofmann et al., 2002). The authors using a GIS package for 

detecting building in segment regions. They use position, shape and attribute to analyze the 

segment(Hofmann et al., 2002). This approach gives an excellent result to identify the building object. 

 

Wang & Elberink, (2016) segment ALS data using an existing topographic map to segment the ALS data. 

The authors use this data as a kind of background layer. The use of the topographic map can be used to 

group the point into the same group of objects. This approach can generate a point cloud that has 

corresponding information about the class, map object, a segment number, and a determination whether 

this point belongs the map class or not (Wang & Oude Elberink, 2016). 
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3. METHODOLOGY 

3.1. Dataset 

Datasets were collected from several areas in Indonesia i.e. Mataram (West Nusa Tenggara), Tanjung Lesung 

(Banten), Tanggamus (Lampung) and Makassar (South Sulawesi). The datasets contain 32 sites. The size of 

each site is 512 m x 512 m. Two primary data were used in this study. In Figure 4 an airborne laser scanning 

data and national topographic map are used to perform the proposed approach. 

 

  

Figure 4 ALS data (left) and topographic map (right) of Mandalika, Lombok. 

 

3.1.1. Airborne Laser Scanner Data 

Point cloud data was acquired by airborne laser scanner using Leica ALS 70. The average point density is 4 

– 12 points per square meter. The sites of Mataram and Makassar are projected in UTM zone 50S, and the 

sites of Tanjung Lesung and Tanggamus are projected in UTM zone 48S. All the sites use the WGS84 

reference system. The ALS data is intended and designed as input data for base mapping at scale 1:5.000. 

All locations are in urban areas that relatively have a flat terrain. The landscapes have densely packed 

buildings that has quite a variance building pattern with vegetations among them. The datasets are available 

in LAS file. The data contains objects such as buildings, roads, trees, bridges and many other objects in 

urban areas. The ALS data has many information such as 3D coordinates in space, i.e. (x, y, z), intensity, 

echo number, number of echoes, and point source ID.  

 

3.1.2. Topographic Base Map 

The topographic base map is vector data in geodatabase format which was used as reference data at scale 1: 

5.000. It has geometric accuracy better than 5 meters. The base map consists of several layers for instance 

building, road, water body, bridge, and vegetation. These vector data manually delineated from ground 

orthophoto that were recorded at the same time as ALS data.  

 

3.1.3. The Dataset Location Details 

The ALS dataset was converted from las format into text format. The data was consisted of five columns. 

Three columns are coordinate information i.e. X, Y, and Z. The fourth column is intensity, and the fifth 

column is number of echoes. The dataset was divided into two categories i.e. training and testing. The 
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training data consisted of 20 sites in Mataram. The testing data consisted of five sites in Makassar, five sites 

in Tanggamus, and two sites in Tanjung Lesung. Figure 5 shows locations of the data over Indonesia region. 

 

 
Figure 5 The area of the dataset in Indonesia 

The sites have several characteristics i.e. densely packed small buildings, densely small building with 

vegetations among them, irregular shapes, and complex structures. Matikainen, Hyyppa, & Kaartinen, (2004) 

mentioned that building objects can be roughly categorized into three types for example a large house area, 

a small-house area, and an industrial area.  

 

Mataram is the capital city of West Nusa Tenggara Province, located in the west part of Lombok island. 

This location was chosen as the training data because this area has a different characteristic urban area. The 

place has relatively flat terrain. The sites can represent building shape and pattern. The distribution of the 

training sites in Mataram is depicted in Figure 6. It contains 20 sites of ALS data. These data were acquired 

in 2016. The training area was determined by the characteristic of buildings. The area has a densely large 

building with irregular shapes represented in sites 01, 02, 06, 08 and 09. Sites 03, 04, 07, 10, 11, and 14 have 

a densely small building. The area that has separately small building was represented by sites 16 and 19 (see 

Appendix 1 for detail visualization of ALS data). Figure 7 depicted the distribution of the training and testing 

data in Lombok region. 
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Figure 6 The distribution of the training sites 
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Figure 7 Distribution sites for training and testing in Lombok 

 

Tanjung Lesung is located in Banten Province in the western part of Java Island. It was determined as the 

locations of two testing sites, namely site 21 and 22. This area has a densely small building with vegetations 

among the house. The distribution of the testing sites in Tanjung Lesung is depicted in Figure 9. Tanggamus 

is located in Lampung Province in Sumatera Island. As the testing sites, it has a densely small building that 

has rough areas. The sites have five sites namely 23, 24, 25, 26, and 27. The distribution of the testing sites 

in Tanggamus is depicted in Figure 10. Last region is Makassar. Makassar is the capital city in South Sulawesi 

Province. As an urban area, it has densely building with irregular patterns. Some area has a regular pattern 

such as residential area. The testing sites in this area are site 28, 29, 30, 31 and 32 (see Figure 11). The 

visualization of the point cloud is depicted in Figure 8. 
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Site-01 

 
Site-21 

 
Site-25 

 
Site-30 

Figure 8 The visualization of ALS data  

 

 
Figure 9 The location of the testing sites in Tanjung Lesung 
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Figure 10 The location of the testing sites in Tanggamus 

 

 
Figure 11 The location of the testing sites in Makassar 
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3.2. Methodology Overview 

Image-based classification approach was proposed for detecting building from coarse point cloud data. In 

this study, a topographic map as an existing geospatial information was used to extract the building label 

and to detect the location of the buildings. The overview of the workflow can be seen in Figure 12. 
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Figure 12 Research workflow 
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3.3. Data Preprocessing 

The ALS data as an input have some outliers which can influence the performance of the classification. The 
outliers are the a measurement which do not correspond to the local surface and the local neighbourhood 
(Sotoodeh, 2006). The data pre-processing is a process to remove outliers from ALS data. This process had 
to be done to improve the quality of classification. It was removed by using Lidar360. Those points were 
removed automatically by determine the number of point in local neighbourhood and the standard 
deviation. The outlier data appear not only above the ground but also below the ground. The outliers in one 
of the ALS data are shown in Figure 13.   

 

 
Figure 13 The outliers in the ALS data 

3.4. Cleaning Training Data 

3.4.1. Point in Polygon Operation 

The cleaned points are unclassified. It means that the point does not assign into certain class. The points 

in polygon operation using clip operation. The purpose of this process is to obtain the points that belong 

to building objects. The polygons of the building objects were overlay with the points to specify the 

location and the shape. The points were obtained by group the point within polygon. The points clipped 

using polygon from 2D map data to assign points that belong to building objects.  

 

In this study, the points were clipped inside and outside of the polygon. This process was done by using 

FME software. The clipped inside was used to detect the building objects. The clipped outside is the non-

buildings objects. Clipped inside was clipped points within polygon that correspond with building object. 

Clipped outside was clipped points that lies outside the polygon. The clipped point cloud can be seen in 

Figure 14.  

 

   
Figure 14 Clipped inside (left) and clipped outside (right) 
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3.4.2. Planar Segmentation 

Segmentation is a approach to give label and to group point cloud based on the object categories and 

correspond to particular object (Elberink & Vosselman, 2009). The purpose of this process is to detect 

points that correspond to roof of the building. In general, the points on the roof might have points that 

represent another object for instance the points belong to trees. It can give influence of the height 

information of the building object.  

 

The segmentation was done by using segmentation algorithm by Elberink and Vosselman, (2009). The 

Hough transform was used to detect planar points. The authors employed surface growing by select arbitrary 

points and then a few points in the neighborhood. Vosselman, G., Gorte, B. G. H., Sithole, G., & Rabbani, 

(2004) described surface growing algorithm. The points define as a seed surface if the plane fitting results 

have low residuals. The planar surface was expanded in the further points in the neighborhood. The seeds 

were determined based on local surface fitting and local smooth normal vector. 

  

To detect the points that belong in the same type, the setting of parameter based on seed radius, grow radius, 

maximum distance growing, minimum segment size and flatness. The seed radius is the radius of the seed 

in the neighborhood. The size of the seed radius is 1 meter. The grow radius is the radius for growing the 

seeds. The grow radius size is 1 meter. The maximum distance assigned to 0.2 to 0.3 that is the distance 

from point to surface. The minimum segment is minimum segment remaining that has value 10 – 20. The 

flatness size is 0.4 – 0.5 is the measurement of the flatness. Figure 15 depicted the segmentation result. It 

shows that the building roofs were presented in the different color. The color represents the segment results 

of the roofs.  
          

    
Figure 15 Segmentation result 

        

3.4.3. Visual Inspection 

The clipped and segmentation results still contain the points that are not belonging into building objects. 

The points are not belonging into building object can give the wrong information that can lead to 

misclassification. The points correspond to trees object and ground object can still remain in the 

segmentation results. So that, the visual inspection is necessary to check whether the points belong to correct 

object. This process was done by using Cloud Compare. The points are not corresponding to building object 

were selected and removed. Not only the points above the building but also the points that lies on the 

ground. Figure 16 depicted the results of the cleaning process by visual inspection. From the figure below, 

the points belonging to trees object with blue color and the ground areas colored in blue color. In means 

that, these points still remaining after clipped operation and segmentation process. 
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Before  

 
After  

Figure 16 The cleaning results shows point before cleaning (left) and after cleaning process (right). 

 

3.4.4. Combine ALS Data 

After cleaning the data by segmentation and visual inspection, the cleaned clipped inside as building object 

were combined with the clipped outside as the non-building object. The aim is to group the points belonging 

into the building object that already cleaned with the points are not building object. This process using point 

cloud combine tools in FME. The combination of these points results is used as an input in the training 

network. The results of this step can be seen in Figure 17. The figure show that points belonging to trees 

and ground object were removed.  

 

 
Figure 17 The combined of the points 

3.5. Label Preparation 

3.5.1. Generate the Corresponding Label 

The corresponding labels were generated from topographic maps. The topographic maps were available in 

vector format. These maps contain several geometries based on points, lines, and polygons. They provide 

several layers for instance building, road, water body, vegetation, administrative boundary, and utility. The 

classes were aggregated into two categories i.e. building and non-building. The building layer which has 

polygon geometry was selected as a building label. Another class was determined as a non-building label. 

The results were used as reference maps to provide information about the building label. Figure 18 describe 

building polygons in vector format. 
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The attributes of the topographic map not only have information about building codes but also semantic 

information.  The attribute of the reference map has to be fixed to provide an excellent corresponding label. 

The attribute was fixed by selection of database which still has an empty layer code. The empty attribute 

was corrected by filling an attribute code as building. Also, the database has semantic information. The code 

of building object was determined based on its function such as sports center, school, mosque, and 

graveyard. The code of building object was selected and altered into the same code as building to obtain a 

correct and consistent building label. This process was applied by using ArcMap software. The results of 

this process were a fixed database that contains a building object based on its geometry.  

 

Figure 18 The topographic map in vector format 

 

3.5.2. Polygon to Raster Conversion 

The polygon was converted into a raster image. The pixel size is 1 x 1 meter so that it has the same size 

input as the point cloud image. The polygon to raster conversion was carried out using ArcMap. The value 

field that was used to convert the polygon was layer code which has label information. The result of this 

step was an image that consists of two labels i.e. building and non-building area.  

 

Since training network cannot read zero values from the corresponding label, and  the result of the 

conversion of polygon to raster still contains 0 value as a non-building, the pixel value was changed from 0 

to 2 to support the network. So, it provided value 1 for building object and 2 for non-building object. Figure 

19 show purple color represents building object while non-building object was represented as yellow. This 

image was used as a corresponding label image for classifications.   

 

Figure 19 The raster image of the corresponding label 



BUILDING DETECTION FROM COARSE AIRBORNE LASER SCANNING DATA 

25 

3.6. Point to image conversion 

Input of the network was in image format (Long et al., 2015). Before classification could be performed, 

point cloud data should be converted into an image. The conversion was the initial process for providing 

input of the network. The ALS data contains a set of feature that can be used to classify an objec such as 

intensity, height, return number, number of return and local 3D geometry (Clément Mallet, Chehata, & 

Bailly, 2016b). The features that wee used to detect building in this study were intensity, height, and  number 

of return as performing in previous research (Rizaldy et al., 2018). In order to detect building objects, the 

highest point within the pixel was used (Rizaldy et al., 2018). The building generally has high value than the 

ground object.  

 

The pixel value was acquired from the value of the feature information. However, the limitation in this step 

was not all of feature information value can be shown in the pixel value. The pixel size of the image was 1 

x 1 meter. It depends on the point density. There was at least one point that was expected within this pixel 

size (Rizaldy, 2018). The multi-dimensional image was generated from this step. Also, to obtain the same 

range of values as the channel image, the normalization of the image was processed.  

 

 

Figure 20 The elevation image 

 

The height feature can be one of the feature to differentiate objects in an urban environment (Guo et al., 

2011). Figure 20 depicts the elevation information from the highest point. This image has a height value of 

the point cloud data. With this channel image, the object was distinguished based on the height. The building 

object has a high value than a non-building object.  

 

Besides elevation, the intensity as feature information was also used as a channel image. The intensity feature 

was used to give an accurate object classification (Charaniya et al., 2004; Godin, Rioux, & Baribeau, 2005; 

Gressin, Mallet, Demantké, & David, 2013; Clément Mallet et al., 2016b). This feature was converted into 

an image from the fourth column in the matrix data. The result of the intensity image can be seen in Figure 

21.  



BUILDING DETECTION FROM COARSE AIRBORNE LASER SCANNING DATA 

26 

 

Figure 21 The intensity image 

To distinguish between building and non-building objects, the number of returns was chosen as one of the 

channel images. The building object has only one number of returns than another object. Therefore, this 

feature can help to discriminate the building and non-building object.  The number of returns image was 

created by converting the point cloud. This feature was transformed into the image from the fifth column 

in the matrix data (see in Figure 22). 

 

 

Figure 22 The number of echoes 
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In the previous study, the height difference was used as additional information (C Mallet, Soergel, & Bretar, 

2008; Niemeyer, Rottensteiner, & Soergel, 2012; Rizaldy et al., 2018). The height difference was generated 

by subtracting the elevation image with the lowest point in the particular window. By using 20 x 20 m 

horizontal window to capture conditions in the neighborhood that can help to discriminate the building 

object with another object. Figure 23 shows the height difference image. 

 

 

Figure 23 The height difference image 

3.7. Data Augmentation 

An overview of all design steps that consists of four phases can be seen in Figure 24. The training and 

validation datasets have to be defined to provide the input of the network. The training data was chosen 

80% from the dataset, and testing data was chosen 20 % of the dataset. The input of the training network 

is a matrix that consists of feature information from point cloud data and corresponding label from 2D map 

data. Intensity, elevation, number of echoes and height differences was concatenate as multidimensional 

channel image. The corresponding label were obtained from 2D map information that labelled into building 

and non-building object. Increasing the number of training data is necessary to obtain more parameter to 

learn for the network. The object variation of the image can help the network more robust and more 

independent (Wardhana, 2018).   

 

Data Augmentation

Input : 

- Intensity image, elevation image, 

number of echoes image and height 

differences image and label image

- Create random sample

- Create database

Output:

Dataset matrix and sample matrix 

Network Training

Input : Training and validation 

data set

Output: Neural network 

Testing

Input : The testing dataset 

and neural network

Output: Classification 

prediction

 

 
Figure 24 The overview classification steps 
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3.8. Network Training 

In this study, for classification we used FCN_DK network by Persello and Stein, (2017). The network 

construction used no downsampling FCN architecture. It means the network can work without adding a 

more learnable parameter (Yu & Koltun, 2016). The filters used 5 x 5 kernels. The setting of the stride was 

one so that the filter moved without any gaps within image and avoided downsampling (Persello & Stein, 

2017; Rizaldy, 2018). The dilation factors increased from one to six in order to handle the larger coverage 

(Persello & Stein, 2017); the layers can be seen in Table 1. The network was employed using MatConvNet.  

 
Table 1 FCN layers 

Input Filter dimension 

(pixels) 

Dilation Stride Pad 

Convolution  5 x 5 x 3 x 16 1 1 2 

Batch Norm     

ReLu     

Convolution  5 x 5 x 16 x 32 2 1 4 

Batch Norm     

ReLu     

Convolution  5 x 5 x 32 x 32 3 1 6 

Batch Norm     

ReLu     

Convolution  5 x 5 x 32 x 32 4 1 8 

Batch Norm     

ReLu     

Convolution  5 x 5 x 32 x 32 5 1 10 

Batch Norm     

ReLu     

Convolution  5 x 5 x 32 x 64 6 1 12 

Batch Norm     

ReLu     

Convolution  1 x 1 x 64 x 2 1 1 0 

Batch Norm     

Dropout     

Softmax     

 

3.9. Network Testing 

The network testing is a process to test the trained network that can predict the building object from testing 

data. The input of the testing data is the data that are not used in network training. The input of this process 

is trained network and the test dataset. The trained network is the result from training network from 

previous step. The testing data have the same type with the training data. The result of this step is the 

prediction of the building object in tested data. The building objects were assigned class 1.  
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3.10. Accuracy Assessment 

The quantitative of the result was assessed by comparing the result and the reference data. By comparing 

the area between the resulted objects and reference data, the completeness and correctness assessment were 

conducted (Bittner et al., 2017; Foody, 2002; Widyaningrum & Gorte, 2017). In this study, the number of 

true positive (TP), false positive (FP) and false negative (FN) were used to calculate the completeness and 

the correctness. True positive (TP) is the same area between reference data and the result. False Positive 

(FP) determines the only area in the reference data. False Negative (FN) defines the only area in the result 

data. The equation of the accuracy assessment can be seen below. 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/ (𝑇𝑃 + 𝐹𝑃) ∗ 100%  

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/ (𝑇𝑃 + 𝐹𝑁) ∗ 100% 

 

F1 𝑠𝑐𝑜𝑟𝑒 =  2 ∗ 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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4. RESULTS AND DISCUSSION 

4.1. Results  

4.1.1. Cleaning the training sample 

Based on information from 2D maps, the location and the shape of buildings can easily be recognized. The 

point cloud was depicted based on the height in Figure 25. The red lines represents building outlines. Blue 

lines show the area that has tree points within the polygon. These non-building points that lie within the 

polygon can give a wrong label that influences classification results. The points which were not 

corresponding to the building objects were removed manually from this review. 

 

   

Figure 25 The point cloud visualized based on height that combined with polygon map 

4.1.2. Training Result 

This section provides the results that were generated by using the training sample from sites located in 

Lombok. Figure 26 shows the results that were generated by using the training sample in the same region. 

The training sample used 17 sites which were all sites located in Lombok except site 01, site 14 and sites 16. 

The sites were not using training sample that was used as testing data. The testing sites were chosen based 

on sites that have a densely built area.  

 

 
The corresponding label 

 
The classification results 

Figure 26 The corresponding label (left) and classification result (right), the building object shows in red colour 
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The building object mostly could be detected well. However, some areas were still unclassified and over-

classified. The over-classified pixels were caused by the tree points located within building polygon. The 

network classified the tree object pixels as a building. 

 

 
Site 01 

Figure 27 The classification results within same region 

 

The cleaning process was done for 20 sites in Lombok that used as training data. The cleaned training 

samples improved the results of the classification. By removing points that were not corresponding to the 

building objects within a polygon map reduced misclassification. Also, it minimized the overclassify points 

that did not correspond to building objects. presents comparison of classification results with reference map 

and classification results from noisy training samples and cleaned training samples see in Figure 28. The 

noisy results have over-segmented not only close to building but also the surrounding area because pixel 

predicted from the wrong information from noisy dataset. The clean data represented the building 

prediction almost similar with 2D map data. That means cleaning the data will strengthen the prediction 

result.  

 

 

2D map 

 

Noisy training 

 

Cleaned training 

Figure 28 The comparison between noisy and cleaned training sample 
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4.1.3. The Classification Result  

Buildings as objects from another region were depicted in Figure 29. The classification used 20 sites in Lombok region. 
The training result was employed in another region to know the influences of training samples to the classification 
results. The building object in Site 21 could be detected well. However, over-classify and misclassification problems 
were still occurred. The misclassification was occurred in the buildings that were near or covered by another object 
like a tree. From the image below, we can see that Site 23 was poorly classified. Site 23 has a slope terrain and high 
vegetations, meanwhile, Lombok has a flat terrain. Therefore, the sloping terrain was misclassified as building in this 
site. Site 30 has a small building that has a similar size and low vegetations. In this situation, the classification result 
became overclassified. The other result in differences region can be seen in APPENDIX III PREDICTION RESULT 

Site Topographic map FCN 

Site 21   

 

 

 

 

 

 

 

 

 

 

Site 23 

 

 

 

 

 

 

 

 

 

 

 

 

 

Site 30  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 29 Building object in the different region 

 

In Figure 31 depicts the matching between classification results with a vector of a topographic map. The 

over-classifications were occurred outside the map polygons. Overclassified was represented by red color. 

From the visual review, there was some areas that have unclassified building objects. It could happenned 
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because the building has a small size or it has a same elevation as its neighborhood, it can be seen in Figure 

30. 

 
Figure 30 Small buildings that have similar elevation with the neighbourhood 

 

 
Figure 31 The classification result 

4.2. Accuracy Assessment  

Accuracy assessment was assessed by estimating the overall accuracy and F-Score as shown in Table 2. The 

tested data divided into two region that in the same region and another region. The same region means that 

the tested data in Lombok using training data from Lombok as well. In Lombok region has 20 sites that 

divided into training dan testing data. The training data using 17 sites except site 01, 14, and 20 were used 

as test data the Lombok region. From RMSD the calculation of the F-score in Lombok region, the cleaning 

data perform better than the noisy data with RMSD equal 1.03 %.  

 

Tanggamus, Tanjung Lesung and Makassar regions were tested using 17 sites and 20 sites in Lombok. From 

the accuracy assessment results, site 23 in Tanggamus that have steep terrain has lower F-score value. The 
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steep terrain has been classified as building in that region. The condition of the area in particular terrain 

condition influenced the accuracy results. The area that has less low vegetation like in site 21 has better 

accuracy than another region that has an obstacle. Table 3 present the performance of the trained network 

in another region. The table compare the accuracy from each region, it described the number of sites 

enhance the performance of the classification. 

 

Table 2 Evaluation of the FCN performance in Lombok Region 

Region Sites 
F-score (%) 

Noisy Cleaned RMSD 

Lombok 1 86.0367 87.5581 1.034115 

14 88.5315 89.2013 

20 84.598 85.265 

 

 

Table 3 The performance for another region 

Region Sites 

F-score (%) 

17 Sites RMSD 20 Sites RMSD 

Noisy Cleaned Noisy Cleaned 

Tanjung Lesung 21 81.8319 81.21952 27.24678 56.3315 82.9668 20.33271 

22 73.2322 34.7043 64.1024 74.9375 

Tanggamus 23 37.3173 42.4122 13.65823 16.5933 58.3018 30.57 

24 36.8932 41.3561 30.1685 50.7901 

25 37.693 49.1162 21.7424 51.4634 

26 32.0876 58.1342 23.4811 39.4064 

27 49.3055 58.1342 22.8123 59.8369 

Makassar 28 68.4996 69.5552 10.03097 54.678 76.5218 19.70159 

29 66.587 75.3282 60.652 78.4257 

30 71.6978 72.6843 68.8359 79.4819 

31 59.4776 71.3201 59.534 75.29 

32 42.6272 59.4902 37.7318 65.7696 
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5. CONCLUSION 

5.1. Conclusion 

The FCN network was transferred to regions with point density around 4-12 points per square meter and 

does not has accurate training samples in Indonesia. By using spatial information from topographic maps 

such as corresponding labels can support the classification of ALS data using FCN. Based on the 

experiments, the proposed method which used an automatic approach could be used to detect buildings 

from a coarse point cloud data. Furthermore, by using feature information from point cloud data such 

intensity, number of returns, elevation and height difference could support building detection. 

 

The spatial information from 2D map help to easily recognize the variation shape of the building. The 2D 

map data was used as clip feature, corresponding label and reference data to validate the test result. The 

topographic map can be used as the corresponding label that can give information about the position of 

building objects. The polygon lines can help to perceive building objects. Not only location of the buildings 

but also the shape of the buildings. 

 

The trained network was tested into different region in Indonesia. The accuracy assessment calculated based 

on the F-Score. From RMSD in Lombok region, the cleaning data perform better than the noisy data with 

RMSD equal 1.03 %. The number of sites enhance the performance of the classification. The RMSD in 

another region that in Tanjung Lesung 20.33%, Tanggamus 30.57% and Makassar 19.70 %. 

 

By overlaying vector data with classification results, the misclassifications and overclassified occurred in the 

area that has small building and dense vegetation. The results present building objects that could be detected 

by using FCN network. The availability of training samples in the same region could improve the 

classification results. 

 

5.2. The answer to Research Question 

Sub-objective 1: 

1. How can existing spatial geoinformation such as 2D map be used to help to extract training 

samples?  

The topographic map can be used as the corresponding label that can give information about the 

position of building objects. The polygon lines can help to recognize building objects easily. Not 

only location of the buildings but also the shape of the buildings. However, from visual inspection, 

the 2D map still has an error like the points of trees and ground areas belong to the polygon 

building. The 2D map has several layers that can be used to extract another layer such road, water 

body and another land cover area. The spatial information from 2D map help to easily recognize 

the variation shape of the building. The 2D map data was used as clip feature, corresponding label 

and reference data to validate the test result. The points clipped using polygon from 2D map data 

to assign points that belong to building objects. 

 

2. How to collect the representative training samples? 

The training sample was collected and cleaned by using the 2D map data. The 2D map data was 

acquired at the same time with ALS data. It was manually digitized based on ground orthophoto to 

give a representation of building objects. 

 

3. What is point feature information of ALS data that can be used to improve detection? 
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In Section 3.6Point to image conversion discussed the feature information that can be used to 

improve the detection such as intensity, number of returns, elevation and height difference. 

 

4. How to employ those point features in deep learning methods for building detection? 
The point features were converted from point into image as a multidimensional channel such as 

intensity, number of returns, elevation and height difference. This multidimensional channel can be 

used as an input in the network. The conversion from point to image is explained in Section 3.6 

Point to image conversion.  

 

Sub-objective 2: 

How can a deep learning approach be used to detect building from coarse ALS data? 

This approach used a multidimensional channel image from point features and the topographic 

map as an input to detect the building. The output was an image that has two classes namely building 

and non-building. 

 

Sub-objective 3: 

1. What are the accuracy and the performance of the proposed methods with completeness and 

correctness such as F1 score or kappa index? 

The classification resulted in accuracy assessment was depended on the condition of the region. 

The classification was done with two classes such as building and non-building. The accuracy in the 

same region was around 85%.  

 

2. How can the proposed method be employed in another region? 

The training sample in Lombok was employed in another region. Tanggamus has a steep terrain 

and has a low accuracy. However, this training sample gave better classification results in a flat 

terrain such as in Tanjung Lesung and Makasar.  
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APPENDIX I: DATASET VISUALISATION 

Site Characteristic Figure 

Site 01 A large building, irregular 

shape building 

 

 

Site 02 A large building, irregular 

shape building with 

vegetation between them 

 

 

 

Site 03 Densely packed building   

Site 04 Densely small building 

with the irregular shape 
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Site Characteristic Figure 

Site 05 Densely small building 

 

 

Site 06 Densely small building 

 

 

Site 07 Densely small building 

 

 

Site 08 Densely large building 
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Site Characteristic Figure 

Site 09 Densely small building 

 

 

Site 10 Densely small building, 

irregular shape 

 

 

Site 11 Densely small building, 

irregular shape 

 

 

Site 12 Densely small building, 

irregular shape 
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Site Characteristic Figure 

Site 13   

Site 14 The densely packed 

building, irregular shape 

building 

 

 

Site 15 The densely packed 

building, irregular shape 

building 

 

 

Site 16 Rural area, rarely small 

building 
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Site Characteristic Figure 

Site 17 Densely packed building 

with the irregular shape 

 

Site 18 Rural area, dense small 

building 

 

Site 19 Rural area, rarely small 

building 

 

Site 20 Densely small building 

with vegetation between 

them. 
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Site Characteristic Figure 

Site 21 Densely small building 

with vegetation between 

them. 

 

Site 22 Densely small building 

with vegetation between 

them in a flat area 

 

Site 23 Densely small building 

with vegetation between 

them in the slope area 

 

Site 24 Densely small building 

with vegetation between 

them in the slope area 
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Site Characteristic Figure 

Site 25 Densely small building 

with vegetation between 

them in the slope area 

 

Site 26 Densely small building 

with vegetation between 

them. 

 

Site 27 Densely small building 

with vegetation between 

them. 

 

Site 28 Rural area, small building  
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Site Characteristic Figure 

Site 29 Densely small building 

with vegetation between 

them. 

 

Site 30 Densely small building 

with vegetation between 

them. 

 

Site 31 Densely small building 

with vegetation between 

them. 

 

Site 32 Densely small building 

with vegetation between 

them. 
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APPENDIX II: THE CLEANED DATA 

Sites Clipped Result with Errors Cleaned Data 
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Sites Clipped Result with Errors Cleaned Data 

05   

06   

07   

08   



 

50 

Sites Clipped Result with Errors Cleaned Data 

09   

10   

11   

12   
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Sites Clipped Result with Errors Cleaned Data 

13   

14   

15   

16   
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Sites Clipped Result with Errors Cleaned Data 
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19   

20   
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APPENDIX III PREDICTION RESULT  

Area Sites Noisy Image Cleaned Image 

Lombok 1 
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Area Sites Noisy Image Cleaned Image 

Tanjung 
Lesung 

21 
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Tanggamus 23 
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Area Sites Noisy Image Cleaned Image 
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Area Sites Noisy Image Cleaned Image 
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Area Sites Noisy Image Cleaned Image 
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