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ABSTRACT 

Nowadays drones were very used in civil applications and this technology has known a very fast spread  in 

many sectors where it is adopted to compensate the limitations in traditional aerial photogrammetry. This 

is due to the high speed in rural-urban migration and economic development where there is an apparent 

growing need of more up-to-date, detailed and accurate maps for more diverse applications. Thereof, the 

UAV technology is used in many countries for various applications such as land administration, urban 

planning, agriculture and archaeology. The very fast popularity of this technology is attributable to its 

particular advantages like  very high resolution, manoeuvrability, low cost and availability. However, the 

UAV photogrammetry has limitations related to low accuracy because of  a consumer grade digital camera 

combined with low-cost GNSS/INS system on board in most of the cases. 

 

As this accuracy can only be increased by an indirect orientation, more accurate ground truth information 

is required. In this regard, this project was conducted in order to find a solution to the low accuracy of UAV 

image block without using ordinary GCPs. And the main motivation is to maintain the low cost, flexibility 

and efficiency of this technology. Thereof, manual and automated methods were developed, implemented 

and tested using ISPRS Benchmark from Multiplatform Photogrammetry. In both methods, control points 

were detected, and measured from already available aerial orthophoto and elevation model in comparison 

to the UAV images block to be adjusted. As a result, a set of 3D control points were produced in aerial map 

coordinates system and used as ground truth to indirectly orient the UAV image block. 

 

The experiments showed that the proposed two methods can reliably increase the accuracy in the image 

block oriented based only on geotags. In both manual and automated methods, the horizontal accuracy was 

increased from around 1 to 2 meters up to about 5cm, and the relative errors considerably corrected. From 

the current research and experiment, one can conclude that the proposed methods were effective and can 

be proposed in applications where such level of accuracy is sufficient. 

 

Keywords: UAV image block orientation, Image block quality assessment, manual selection of GCPs, 

automatic selection of  GCP, aerial orthophoto and DSM/DTM 
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1. INTRODUCTION 

1.1. Motivation and problem statement 

In recent years, aerial photography has been quickly adopted in many countries for land surveying and 

cadastral boundary mapping due to its efficiency as compared to traditional methods. However, because 

of the high speed in social and economic development, there is an apparent growing need of more up-

to-date, detailed and accurate maps for more diverse applications. In this regard, the Unmanned Aerial 

Vehicle (UAV)-based photogrammetry has been developed to compensate the limitations in 

conventional aerial photogrammetry. This light aircraft operates without a physical human operator on 

board. In the geomatics domain, it is mainly used for Digital Surface model or Digital Terrain model 

(DSM or DTM) generation, image processing for Two-Dimension (2D) or Three-Dimension (3D) 

feature extraction, orthophoto generation and 3D modelling. However, the quality of these products 

depends on some important factors such as camera resolution, flight height and accuracy in Ground 

Control Points-GCPs (Berteška & Ruzgienė, 2013; Ahokas, Kuittinen, & Jaakkola, 2000). Generally, the 

needed accuracy and spatial resolution depend on the specific purpose of the actual mapping.  

 

Hence, in case a land mapping is based on aerial photogrammetry, the positional accuracy required in 

the final products should be taken into consideration. For example, in Fgdc (1998), the Federal 

Geographic Data Committee (FGDC) Geodetic sub-committee describes the way the accuracy can be 

reported based on relative error cycle at 95% confidence interval. This georeferencing relative accuracy 

also referred to as local accuracy, is suitable for cadastral boundary surveys because it represents the 

uncertainty of the coordinates of a point relatively to the another one to which it is directly connected. 

In other words, it measures how points are positioned relatively to each other. On the other hand, the 

absolute error is the measurement of how far off is the point in respect to the true value which is ground 

control point information in the mapping frame. Consequently, georeferencing in aerial 

photogrammetry must be taken care of as a good precision is needed. And this can be achieved by direct  

georeferencing during the flight and photography process based on sensor systems on board, or 

indirectly in post process using external ground truth information as control points.  

 

The conventional aerial imagery is based on manned aircraft equipped with high-end photogrammetric 

mid or large frame cameras, and differential Geographic Position System –Inertial Measurement Unit 

(GPS-IMU) systems for highly accurate direct sensor orientation and positioning.  However, this 

approach has a number of limitations that have been a topic of many types of research in recent years. 

These disadvantages are, for example, high cost, restricted manoeuvrability, occlusions by the clouds 

and limited availability. However, modern and  high-end imaging systems like Visionmap ( 2015) used 

in these large airborne platforms can reach a Ground Sampling Distance (GSD) of 5 centimetres with 

a very high positional  accuracy which satisfies the requirements in most of the applications. 

Nevertheless, in some places, mostly in developing countries, the maps currently in use for cadastre and 

land administration were produced using sophisticated and quite expensive aerial  photogrammetric 

systems. Therefore, in many cases, it is quite challenging to use the same aerial imagery technology to 

update those maps although it is highly necessary. This is because of the relatively high cost of these 

advanced systems. Fortunately, there is an opportunity of using a more flexible and low-cost UAV 
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imagery that can take care of  the limitations in the traditional method as well as  the  high need for 

constant up-to-date maps for many applications. 

 

Used in Land surveying and mapping, these light-weight autonomous platforms have a Global 

Navigation Satellite System (GNSS) receivers on board, to provide information on the position and 

altitude, vertical and horizontal projection level, and the time at which the images were taken 

(TERRISGPS, 2015). Nowadays, there is a variety of UAV systems available on the market for aerial 

photogrammetry. However, because of limited payload in this lightweight aircraft, it is not possible to 

transport a GPS/INS system on board for accurate direct sensor orientation and corrections of errors 

related to the sensor attitudes (pitch, yaw, and roll). Consequently, in most of the cases the UAV 

platforms use consumer grade sensors which do not have enough accuracy. However, nowadays  the 

use of Real Time Kinematic(RTK)-GPS system in UAV imagery, like EBee (2015) and MAVinci (2015), 

in combination with a reference station and, at least, one ground station, can reach 2-5cm accuracy. But 

still, this system is relatively expensive. Therefore,  low cost,  simple system and autonomous platform 

with a consumer grade GNSS  are used in most of the cases (Nex & Remondino, 2013). As a 

consequence, accurate ground control information and image block post-processing are required to 

reduce block deformation and correct absolute position offset in the UAV imagery products.  

 

For the above-mentioned reasons, the GCPs are very important and essential for a better accuracy in 

the UAV image bundle adjustment (Nex & Remondino, 2013; Schenk, 2005). Moreover, the number 

of GCPs to be used and their distribution around the scene depends on the size and topography of the 

terrain. Thus, the selection and measurement of these control points need some level of expertise in 

land surveying. However, the use of control points measured on the field using traditional methods has 

also some limitations. These disadvantages are, for example, the acquisition cost, intensive labour, 

cumbersome manipulations. in some cases, it is not possible to take proper measurements because of 

multipath effects and GPS occlusion, and some areas are not even accessible. Therefore, there is a need 

to find out if there is a possibility to orient the UAV image block based on a source of information 

other than the ordinary GCPs. In this regard, the opportunity to use the information from traditional 

aerial photogrammetry for UAV image block adjustment is the main goal of this proposed research 

project. In this way, aerial imagery photogrammetric products being already available with good accuracy 

can be used to improve the georeferencing of  more recent and low-cost UAV images of the same area 

that were acquired using lower accurate GNSS and navigation systems. 
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1.2. Research identification 

1.2.1. Research objectives 

The primary objective of this research is to develop a reliable, efficient and flexible approach to increase 

the accuracy of the absolute orientation of UAV image block as well as reducing the eventual 

deformations without using ordinary GCPs, but based only on the information extracted from already 

existing aerial orthophoto and elevation model.  

The following sub-objectives have to be accomplished in order to achieve the mentioned main 

objective: 

 To assess the quality of the direct georeferenced (geotag) UAV image block using accurate and 

well-distributed GCPs. 

 To process the UAV image block in order to improve geolocation accuracy and correct 

eventual deformations, based only on the information manually measured from existing aerial 

orthophoto and elevation model.  

 To  develop and implement  an automated method for improving the accuracy of the UAV 

image block using only as reference the information generated from the aerial orthophoto and 

elevation model.  

1.2.2. Research questions 

In order to achieve the main objective of the current research, the following research questions need to 

be answered: 

 

 What is the geo-location accuracy of the UAV image block direct georeferencing? 

 How much deformation is in the available direct georeferenced UAV image block? 

 How to manually find and extract homologous points from existing lower resolution aerial 

orthophotos and UAV images? 

 How to get height values from available elevation model to 2D points selected as control points 

in both UAV images and aerial orthophoto? 

 How reliable and accurate is the use of the manually selected control points to perform the 

UAV image block adjustment? 

 How to automatically find and extract homologous points in both UAV image and aerial 

imagery photogrammetric products?  

 How can accurate UAV image block adjustment be achieved based on automatically detected 

and extracted control points from already available aerial imagery products? 

1.3. Innovation aimed at 

To propose reliable and efficient approaches that base on  ground truth control points other than 

ordinary GCPs to adjust a UAV image block that is initially oriented using approximate geotags 

information. Thereof a manual and automated methods were proposed for the acquisition of ground 

truth information based only on already available lower resolution but more  correctly georeferenced 

aerial orthophoto and elevation model.  
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1.4. Structure of the thesis 

This thesis is written as a report of the project done in order to find a solution to the above-mentioned 

research questions. It is composed of five chapters: 

Chapter 1: Introduction 

In this chapter, a general overview of the project is presented in the form of motivation, problem 

statement, research identification and innovation aimed at. 

Chapter2: Literature review 

This chapter presents some literature of this projects related works. This is done by providing a general 

overview of the field of research, what other people did before and the main technology used in this 

project.  

Chapter3: Proposed method 

In this chapter, proposed methods and their implementations are described. Thereof, a method of UAV 

image block quality analysis is proposed, as well as two methods of increasing the accuracy of that 

dataset without using ordinary GCPs, but only based on aerial imagery photogrammetric products.  

Chapter4: Results and analysis   

In this chapter, the experiment data is described and different results of the implementation of the 

proposed methods were presented.  

Chapter5: Conclusions and recommendation 

In this chapter, a general conclusion is drawn, answers to the research questions presented, and finally 

an overall recommendation is given.  
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2. LITERATURE REVIEW 

2.1. Introduction 

In this chapter, an outline of the literature review is presented in order to provide a clear understanding of 

the current research field. This is done by indicating some related projects conducted in the UAV image 

orientation domain and an overview of the core technology used in the automation of the process.  First 

the example of related work is presented; then an overview of the technology used in UAV for land 

surveying photogrammetry is also summarized, and finally SIFT and SURF computer vision algorithms are 

also presented. 

2.2. Related work 

In recent years, the UAV technology has been an interesting field of research in the remote sensing and 

photogrammetry. These light-weight aircraft are designed in different airframes but the main ones are fixed  

and rotary wings presented on Figure 2-1 ( Nex & Remondino, 2013). In addition to that, due to the low 

payload capacity in these light-weight aircraft, they can only carry on board a simple and light consumer 

grade digital camera combined with low-cost GNSS/INS system. Thus, the photogrammetric products 

generated from that technology are of a relatively low accuracy. Therefore, this issue has interested many 

researchers and a good number of projects were conducted in order to find a solution to the UAV image 

block deformation and quality of georeferencing process. Generally, these types of research can be 

categorized into three main groups. 

 First, there are researches conducted and proposed automated techniques for UAV image block orientation 

based on Point clouds generated from different sources such as (i) Structure From Motion (SFM) by  Turner, 

Lucieer and Watson( 2012), Barazzetti, Remondino, and Scaioni (2010), Luigi Barazzetti, Forlani, 

Remondino, Roncella, & Scaioni (2011) and (ii)Laser scanning by  Wallace, Lucieer, Watson and 

Turner(2012),  and  Xu et al.( 2014).  

Second, the image block orientation using other images as reference, where (i) Gerke (2011) and(ii) Gerke 

and Nyaruhuma (2009) proposed the use of buildings' vertical and horizontal information for bundle 

adjustment; (iii) Oh, Toth, and Grejner-brzezinska (2010) proposed an automated approach of indirect  

georeferencing an aerial image block on high accurate satellite imagery products; (iv)  Han, Byun, Choi, Han 

and Kim (2012) proposed an automated method of co-registering mini-UAV images within a single frame, 

by first detecting the control points, then perform image transformation, and finally do the image 

resampling; (v)Wang, Stefanidis, Croitoru, & Agouris (2008) proposed an automated method of registering 

UAV image sequences based on existing map linear features. 

Thirdly, several studies were also conducted in the quality assessment of the UAV imagery products in 

various application fields such as  Küng et al. (2012);  Harwin and Lucieer (2012); Eisenbeiss and Zhang 

(2006); Chiabrando, Nex, Piatti and Rinaudo (2011) and Zarco-Tejada, Diaz-Varela, Angileri and Loudjani 

(2014).  

 

In all these past research projects, one can easily see that there is an apparent interest in using the UAV 

imagery products in various applications that have inspired many researchers in this field. And in order to 

achieve that, a post-process is needed for the whole bundle block adjustment using the ground control 

points or any other reference. In order to use  UAV in any aerial photography for any application, one must 

have an overview of the pipeline of processes and related technologies used in the image acquisition and 

post-processing. So, in the following sections, the UAV photogrammetry’s main processes are going to be 

briefly described, as well as related image analysis and processing technologies 
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2.3. UAV photogrammetry 

 

Unmanned Aerial Vehicle –UAV is a  common name attributed to all autonomous or remotely controlled 

aircraft. This expression is mostly used in computer science, but other terms are also used, such as drones, 

robot plane, pilotless aircraft, Remotely Piloted Vehicle(RPV), Remotely Operated Aircraft (ROA), Remote 

Controlled Helicopter (RC-Helicopter), Unmanned  Vehicle System (UVS) and Model Helicopters 

(Eisenbeiss, 2004; Bone & Bolkcom, 2003; Remondino, Barazzetti, Nex, Scaioni, & Sarazzi, 2011). In past, 

this technology was developed and applied mainly for military goals (Bone & Bolkcom, 2003). But in recent 

years, the UAVs have been used in civil applications such as land administration, Urban planning, 

Agriculture, Archaeology. And many types of research are currently being conducted in this field. This is 

justified by a high speed in development of new and  low-cost platforms combined with consumer grade 

digital cameras and  GNSS. However, despite its rapid spread in number and variety, the UAV use is still 

limited by airspace regulations which are still not yet ready in many of countries. Moreover, nowadays this 

technology has promoted the use of remote sensing for sufficiently acquiring data at very low cost (J. 

Everaerts, 2008). This is due to the fact that UAV is able to conduct a photogrammetric data acquisition 

using the relatively cheap consumer grade digital camera in combination with low-cost GPS-INS system 

and is easy to manipulate. 

Basically, a proper workflow of processes for data acquisition using UAV involves a flight plan, GCPs 

measurements, image acquisition and image orientation (Remondino et al., 2011). (i) The flight plan is 

performed on a personal computer using a dedicated software. In this stage, the following parameters are 

determined: AOI,  GSD, onboard camera internal parameters, forward-lap and side-lap percentage 

(Eisenbeiss, 2004). (ii) It is also a good practice to measure the GCPs and mark them before the flight so 

that it may be easy to recognize them in the images while indirectly orienting the image block from the 

laboratory or office. In addition to that, the GCPs have to be well selected and measured using high accurate 

geodetic systems.  (iii) The taking off and  landing of the aircraft depends on the properties of the platform, 

but in most of the cases, these operations are monitored and remotely controlled by a pilot. Then, the images 

are taken according to a planned intervals (iv). The acquired images are processed and produce dense DSM, 

3D models, high-resolution orthophotos and other related photogrammetric products (Haarbrink & 

Eisenbeiss, 2008). 

When a proper photogrammetric process pipeline is applied, the above-mentioned products can be 

produced in the very efficient way (Grenzdörffer, Engel, & Teichert, 2008). This is possible by recently 

developed automated methods of surface reconstruction and future extraction based on known camera 

parameters (Remondino et al., 2011). As results, nowadays a variety of the automated production of a dense 

DSM and above mentioned derived products using commercial or open sources software applications are 

available. For example, Pix4d Mapper, APERO, MICMAC, Microsoft Photosynth, Bundler, 

CMVS/PMVS2 and  AgiSoft Phoscan as listed by Neitzel & Klonowski (2012) and  Pierrot Deseilligny & 

Clery (2012). Therefore, this technology development that continues to spread all over the world has made 

the use  of UAV  a popular photogrammetric data acquisition for various applications. However, this 

method can only be accepted when it has a required accuracy and is competitive in terms of cost as compared 

to the other technologies (Sauerbier, Siegrist, Eisenbeiss, & Demir, 2012). These applications are diverse, 

and some of them are for example videography/Photography, Marketing, Real Estate, Urban planning, 

Education, Environnement and climate management, Insurance, Aviation, Meteorology, Tourism, Utilities, 

Mining, Mapping, Construction/Pre-construction, Maritime  and Agriculture (AIR-VID, 2015) 
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2.4. UAV image block orientation 

UAV is used in surveying mainly for the production of DSM or DTM, 3D model, feature extraction and 

orthophoto after initial camera calibration and image triangulation ( Nex & Remondino, 2013). 

 The image calibration is a photogrammetric process whereby intrinsic and extrinsic camera 

parameters are estimated(F. Ke, Xie, & Chen, 2016). As it is clearly illustrated in Figure 2-3, the 

intrinsic parameters are principal point  𝑐 and principle distance 𝑓 and external parameters are 

𝑋, 𝑌, 𝑍 world coordinates of the projection centre C, plus its rotation and translation parameters. 

 The image triangulation is defined as the process of estimation of 3D point position based on 

multiple 2D images points where it is seen (Gries & Schneider, 2010). This scenario is well 

illustrated in Figure2-3, where a 3D coordinates of the point 𝑀  is estimated based on 2D 

coordinates of two points 𝑚 and 𝑚′of the image 𝐼 and 𝐼′respectively where it is visible. 

During image acquisition, the aircraft flies and takes photos according to a planned schedule and 

communicating with a ground pilot’s platform. This autonomous aircraft has a GNSS/INS devices to guide 

and record the position of the camera during the flight. However, due to the low payload, the sensors used 

are very light, thus with low quality in terms of accuracy as compared to the ones used in bigger platforms 

like aircraft and satellites Consequently, images registration and georeferencing is indispensable for more 

reliable results. 

2.4.1. UAV image registration  

Based on metadata (geotags and times of acquisition) the UAV images are processed in sequence by 

relatively correcting camera position and orientation information of a camera relatively one by one 

(Yahyanejad, Wischounig-Strucl, Quaritsch, & Rinner, 2010). This process is performed on the image to 

image registration basis using SFM  computer vision technology. In this case, SFM allows to relatively orient 

overlapping images, thereafter, an absolute orientation can be performed using both GCPs and/or GNSS 

information also known as geotags. SFM is described and explained in details, in the following section. 

Thereof, SFM uses an automatic extraction of homologous point features  in two or more images to develop 

3D models from a sequence of overlapping images(Turner et al., 2012). That is the reason why in recent 

years scientists in the computer vision community have developed a variety of image matching algorithms. 

For example VLFeat (Vedaldi & Fulkerson, 2010), Oriented Fast & Rotated BREEF(ORB) (Rublee, 

Rabaud, Konolige, & Bradski, 2011), Principal Component Analysis (PCA) (Y. Ke & Sukthankar, 2004), 

Binary Robust Invariant Scalable KPs (BRISK)( Leutenegger, Chli, & Siegwart, 2011) and Speed Up Robust 

Features(SURF) (Bay, Ess, Tuytelaars, & Van Gool, 2008), have contributed a lot in the automation of the 

 

 

Figure 2-1: Example of UAV platforms, (a) Aibot X6 Hexacopter Rotary Wing; (b) MAVinci SIRISIUS Pro Fix Wing 

(a) (b) 
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camera calibration and image orientation. Most of these algorithms are newer as compared to the famous 

Scale Invariant Feature Transform (SIFT) (Lowe, 2004) and Speeded Up Robust Feature (SURF) 

technologies. So, SFM has become very popular in UAV automatic image registration solutions. 

2.4.1.1. Structure From Motion (SFM) 

SFM is one of the most used technics in computer vision for real scene image-based 3D modelling due its 

simple and easy usability (Wei, Kang, Yang, & Wu, 2013). This technic workflow is mainly composed of 

three steps.(i) Tie points collection, (ii) Estimation of camera positions and orientation in 3D, (iii) and bundle 

block adjustment. In the following sections, the above-mentioned elements are briefly explained. 

 

Tie points collection 

The tie points are collected in overlapping images by detecting and extracting corresponding point pairs 

from images sequences. In this case, SIFT is the most used due its strong capability of detecting invariant 

points from images of different scales, rotations and illumination(Turner et al., 2012). For more details, 

SIFT technology is detailed bellow in section 2.4.4. 

 

Estimation of camera position and pose 

The estimation of the camera position and orientation is performed based on epipolar geometry and image 

triangulation concepts. 

By epipolar geometry, two perspective images of the same objects are assumed to be related by a 3x3 matrix 

by which 3D points are projected into 2D image points (Zhang, 1998). This matrix known as Fundamental 

matrix and estimated based on Pinhole Camera model as demonstrated billow on Figure 2-2 bellow. And 

the Epipolar geometry is illustrated in Figure 2.3 

 

Multiple-view Structure From Motion 

As for two overlapping images, a fundamental matrix is determined as a presentation of the geometric 

relationship between two pairs of views, in this section, a further attention is taken at solving a problem of 

in case of a given number of views. In this case, a sequence of image views is processed by first finding two 

views for initial 3D reconstruction, and for every additional view, integrate successive view one by one and 

continuously refining camera pose of the new with regard to the previous one based on images matching 

features (Bolles & Baker, 1987). The scenario is illustrated in Figure 2-4 where initial Essential Matrix  𝐸12  

is computed between two initial vew1 and view2, and Essential Matrix  𝐸23 computed between view2 and 

view3, and so on throughout the entire sequence of views. The final step after this, is the bundle block 

adjustment which usually requires external control points for the correction of the entire geometry of the 

image block. 

 

Bundle block adjustment 

Images bundle adjustment is a technique used to correct overall re-projection errors by refining the estimate 

of 3D scene reconstruction (Liu, Yu, Maier, & Manner, 2003; Bolles & Baker, 1987).  The main objective 

being to fit the reconstructed model to the terrain based on the ground truth information. These GCPs 

provide a terrain coordinate system into which the entire model is transformed.  
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Figure 2-2: Pinhole camera model. C is a focal point (optical centre), c is a principal point, f  principal distance, Z 
is optical axis; M is point on object;  m is the point M in image I. On the Right hand, is the formula of the 
relationship between image coordinate and 3D space coordinate; Source: (Shapiro & Stockman, 2001) 

 

 

Figure 2-3:  Epipolar geometry. C & C’  are a focal points (optical centres) of two cameras, c is a principal point, Z 
is optical axis; M is a point on the object;  m  & m’ are the point M in the images I & I’  respectively. The line MM’  

is known as epipolar line, and plane II is known as epipolar plane; Source:  (Zhang, 1998). 

 
Figure 2-4: Sequential registration of images in SFM , with the computation of Essential Matrices like 𝐸12, 𝐸23, 𝐸34, 
that relate one view to its successor is performed successively from  view 1 to view 7; Source: (Bolles & Baker, 1987) 
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2.4.1.2. Scale Invariant Feature Transform (SIFT) 

This computer vision technology was developed by David G. Lowe of University of Columbia and is used 

to extract distinctive invariant features from images used as tie points in matching different images from 

different perspective views(Lowe, 2004). Thereof, the approach used in the recognition of the Keypoints 

(KP) is summarized in four main steps: (i) Scale-space extrema detection, (ii) KPs localization (iii) 

Orientation assignment and (iv) KP descriptor computation. 

 

 Scale-space extrema detection 

On this step, the algorithm searches in all the scales and all around the image extent and detect the 

candidate scale and orientation invariant points. This is done by resampling the image into a defined 

number of levels know as Octaves, and producing  a Different-of-Gaussian image from adjacent 

images as illustrated in Figure 2-5 below.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Then, the KPs locations are detected using scale spaces extrema and minima in the Difference-of-

Gaussian images as illustrated in Figure 2-6 below. This is done by comparing each pixel to its 

neighbouring 8 pixels on the same image plus 9 on the image above and 9 on the image below. 

 

 

 

 

 

 

 

 

 

(a) (b) 

 

Figure 2-6: The detection of maxima and minima of Difference-of-Gaussian images were done by comparing 
one pixel(here marked by a black cross) to 26 neighbouring pixels in 3x3 regions in current and two adjacent 

images; Source: (Lowe, 2004) 

 

Figure 2-5: (a) Image scale(octave) and respective scale spaces(Gaussian images) produced from Gaussian 
analysis;(b) Difference-of-Gaussian images generated from adjacent Gaussian images. Finally, the 
Gaussian images are resampled  down to factor two and the same process is repeated; Source: (Lowe, 2004) 
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 KPs localization  

After the above step, each KP candidate is examined for stability based on its location and scale. 

The minima and maxima define the orientation, the scale and location of the KPs. Thereafter, a 

minimum contrast threshold is applied and the low contrast KPs candidates are rejected. Finally, 

the Difference-Of-Gaussian helps also at determining the point along the edges, which have to be 

eliminated also and remain with only with strong, invariant and distinct KP. 

 

 Orientation assignment 

To each KP image location,  one or more directions are set based on a measure of the gradients. 

These orientations define the properties of the descriptors that allows them to keep the information 

on rotation invariance 

 

 KP descriptor computation. 

After the computation of the gradients in the KP region, they all are accumulated into a summarized 

histograms of their properties in 4x4 sub-regions around the concerned points. This process is 

clearly illustrated in Figure 2-7 below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For a more detailed description of the algorithm, please refer to Lowe (2004). 

 

2.4.1.3. Speeded Up Robust Features (SURF) 

SURF algorithm was developed after SIFT, and the main objective was to speed up the KP detection and 

descriptors computation and maintain the performance (Bay et al., 2008). This was achieved by simplifying 

the KP detection process and reducing the size of the descriptors. Thereof, the following steps are 

performed in the SURF process workflow. 

 

Integral image 

In order to detect the interest points, this algorithm uses by a basic Hessian Matrix approximation to the 

integral images. These images are computed  based on box-type convolution filters. Whereby, the value of 

an integral image at pixel location (𝑥, 𝑦) is computed as a summation of all pixel values in 𝑥  and 𝑦  of an 

input image within a rectangular area defined around that point. 

Given, input image I, Point (𝑥, 𝑦), the integral image is calculated as the following formula 

 

 

 

 

 

Figure 2-7: The illustration of the KP descriptors and corresponding image gradients where it is 
derived; Source: (Lowe, 2004) 

 

 Equation 2.1: Computation of an integral 

image 
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After the computation of the integral image, the sum of intensity of a rectangular area of an image           (A, 

B, C, D) is calculated by A-B-C+D as illustrated on the image below in Figure 2-8: 

 

 

 

 

 

 

 

 

 

 

 

 

Hessian matrix based interest point 

Using the Hessian matrix, the image is filtered in order to find the maxima and minima in different regions 

based on the values of the determinants. This is done using the following kernel in Equation 2.2:  

 

 

 

 

Scale analysis with constant image size 

SURF uses different image scales to find the right interest points as it is in SIFT. But SURF applies the up-

scaled Box filters on the integral image instead of using the same filter for iteratively reducing the images. 

This component gives this algorithm a computation efficiency property. 

 

Localization of interest point 

For the detection of the interest point, the algorithm proceeds by the exclusion of non-maxima in the 3x3x3 

neighbourhood in the image and all the scales. An example where KPs were detected and descriptors 

computed is illustrated in Figure 2-9 bellow. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2-8: Rectangular area computation using an integral image; Source: (Bay et al., 2008) 

 

Equation 2.2:  The computation of Hessian matrix in X at scale . The matrix members are the  second 

derivative of the Gaussian  of the image 

 

 
Figure 2-9: Example of detection of interest points; Source: (Bay et al., 2008) 
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The KP descriptors are computed in the neighbourhood of the interest points the same in SIFT, and the 

orientation is also determined in order to maintain its reproducibility. The Figure 2-10 illustrate how an 

orientation is assigned to a KP descriptor. 

 

 

 

 

 

 

 

 

 

 

 

2.4.2. UAV image georeferencing 

From above sections, overlapping images were relatively oriented based on  homologous features marching 

in initial positions of the cameras which may be known or completely unknown. Thus, there is a need for 

the determination of absolute positions of the cameras in the ground coordinate system. This process is 

referred to as georeferencing. Basically, there exist two main ways of doing that. The first one is the direct 

georeferencing where a camera is assigned a position and orientation during image acquisition using the 

GNSS-INS system on board. The second one is indirect georeferencing where measurements taken on the 

ground were introduced in the imagery post processing for absolute orientation.   

2.4.2.1. UAV image direct georeferencing 

A direct georeferencing process is an immediate assignment of geographic position and orientation 

information of the sensor to the remotely acquired data of the ground  without using ground-based 

measurement (Hemerly, 2014; Mostafa, Hutton, & Lithopoulos, 2001). In the case of UAV-based 

photogrammetry, this light aircraft  uses its integrated sensor system to assign geographic tags (geotags) on 

each image based on time stamps information saved in the flight mission image data combined with and 

GPS data ( MarcusUAV inc, 2014). For more explanation, this scenario is illustrated in  Figure 2-11.  As a 

result, the geotags are very useful in image orientation and 3D modelling. 

 

 

 

 

 

 

 

 

 

 

 
Figure 2-11:  Inflight UAV image georeferencing; Source: (Benigno, 2012) 

 

 

 

Figure 2-10: The interest point descriptor orientation assignment; Source: (Bay et al., 2008) 
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2.4.2.2. UAV image indirect georeferencing 

 

In UAV photogrammetry, an initial image block georeferencing is performed based approximated geotags 

information. That is the reason why, as previously mentioned, the mostly used low accurate sensor systems’ 

measurement information don’t provide enough accuracy in the direct georeferencing. Thus, a number of 

GCPs are required for the bundle block  adjustment. 

To do that, at least, three GCPs are introduced in image block orientation considering them as high priority 

observations in the least squares minimization (Nex & Remondino, 2013). These GCPs help in the 

determination of right 3D shape of the ground,  correct eventual systematic errors as well as block 

deformations and absolutely orient the entire block in the ground coordinate system. 

2.5. Summary 

Nowadays, the use of UAV in aerial photogrammetry has apparently become so popular and very interesting 

tool for many applications. In this regards, this technology has won its reputation due to its very high 

resolution, manoeuvrability and low-cost hardware (Rosnell & Honkavaara, 2012). In recent years, this 

technology is spreading very fast all around the world, and so many types of research have been conducted 

in order to improve the quality of UAV products and meet at best the expectation of the users. So, it is in 

that motive that the current research has been conducted in order to develop and implement a reliable and 

efficient solution to the limitation in the traditional acquisition of GCPs used in the UAV image block 

adjustment.  
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3. PROPOSED METHODS 

3.1. Overview 

The methodology adopted in this research project is subdivided into three main steps. Firstly, the quality 
in a geotag-based georeferenced UAV image block is analysed and assessed. Secondly, the manually 
selected control information from the aerial imagery is used for UAV image block adjustment. Thirdly, 
an automated approach to select and measure control points is developed and implemented and tested. 
The following drawings on Figure 3-1(a) graphically illustrate the scenario where a low accurate and 
deformed UAV image block is not well oriented as compared to the terrain. And on the same image, 
yellow vectors show how the 3D control points can be measured on the terrain along with 
corresponding points in both UAV image block. Also, an accurate orthophoto and DSM/DTM are 
showed with respect the terrain, whereby 2D points can be measured from the orthophoto and the 
height value taken from an elevation model and produce 3D point. These 3D points were later used to 
absolutely orient the UAV image block to the terrain. The drawing in Figure 3-1(b) shows how an 
adjusted UAV image block is oriented as compared to the actual terrain after the absolute orientation 
situation based on 3D GCPs.   

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-1: (a) Low accurate UAV image block with respect to the terrain; (b) Adjusted UAV image block 
and the terrain 
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(b) 
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3.2. UAV image-block quality assessment 

The proposed UAV image block quality assessment is here presented in three steps. First, the image 

block absolute geo-location accuracy is assessed. Secondary, the detection and quantification of the 

image block deformation is also performed. Finally, the impact of different number and distribution of 

GCPs around the scene is evaluated. To do that, a set of accurate GCPs/CPs measured on the field is 

very essential, as well as a set of aerial photogrammetric products considered as additional reference 

dataset in this project. 

3.2.1. Workflow 

This section presents the techniques used to assess the quality of the UAV image block. Thereof, for the 

implementation and evaluation of the proposed methods, the project experimental dataset described in 

Chapter 4.1 was used. Therefore, the same techniques  were applied in assessing the quality in the image 

block oriented based on geotags only, as well as in case additional control points retrieved from external 

sources are used.  

The following flowchart in Figure 3-2(b) illustrates the main steps of the above-mentioned process.           

And the symbols used in all flowcharts in this documents are defined in Figure 3-2(b).                                 

Whilst, Figure 3-2(a) presents the description of different symbols used in this project’s flowcharts. 
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Figure 3-2: (a) Flowchart symbols; (b) Flowchart of processes for quality analysis of UAV image 
block 
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3.2.1.1. Image block geo-location accuracy 

The absolute accuracy in geo-location of the image bundle block is estimated using a number of high 

accurate and well-known  Check Points (CP). This is done by analysing the residuals in 𝑋, 𝑌, 𝑍 values 

in all the set of CPs in terms of Mean, Sigma and Root Mean Square Error (RMSE).  

All these values are important in the analysis and presentation of the quality of the results of a given 

model compared to the observed ones. The mean and standard deviation present the spread of the 

outliers in a dataset while an RMSE present an average of the error in all the datasets. 

Therefore, the mean, standard deviation and RMSE of the residuals are reported and interpreted based 

on the following formulas of geostatistics: 

With (𝑥𝑖 − 𝑥�̂�) = Distance between the reference and the measured values 

The mean error is an average error at each direction component (𝑋, 𝑌, 𝑍 ). It is calculated by the 

following formula in Equation 3.1:     

µ =
1

𝑛
∑(𝑥𝑖 − 𝑥�̂�)

𝑛

𝑖=1

 

                                                                    Equation 3.1: Calculation of the  Mean 

   

The Standard deviation, also known as sigma () is calculated as a square root of the variance of a set 

of data, and is used to measure of dispersion of dataset. The following Equation 3.2 presents the formula 

used in the calculation of Sigma. 

 

 = √
1

n
∑(𝑥𝑖 − µ)2

n

i=1

 

                                                                    Equation 3.2: Calculation of the  Standard deviation 

 

The Root Mean Square Error (RMSE) of a set of data is a measure of total error defined by a 

difference between the real values (observed values) and the values predicted by a model. It calculated 

by the following formula in Equation 3.3: 

√
1

𝑛
∑(𝑥𝑖 − 𝑥�̂�)

2

𝑛

𝑖=1

 

                                                                    Equation 3.3: Calculation of the RMSE 

3.2.1.2. Manual image block relative accuracy and deformation assessment 

In the UAV imagery quality analysis, relative accuracy and block deformation investigation are a 

very important  factor because this factor has a negative impact on the quality of the derived 

photogrammetric products (Nocerino, Menna, Remondino, & Saleri, 2013). In this project, the 

mentioned study is one of the methods used to assess the quality of the direct georeference, as 

well as the results derived from indirect orientation methods. Hereof, the scatter plots of the 

residuals at the CPs and the points on the horizontal line on manmade objects were both used. 

First, the scatter plot were used to visually inspect the orientation of the modification based on 

the XY-vectors and Z-vectors of the residuals at the CPs. Then the horizontal lines on the 

constructions were used to assess the relative/local accuracy. But this manual method is only 
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recommended for very high-resolution imagery and measurements were taken on buildings that 

that are largely visible in an image frame.  Basically, the scatter plot method is a very good because 

it clearly illustrates the magnitude and orientation of the deformations along 𝑋, 𝑌, 𝑍  components 

as well as its distribution around the block extent most especially when a good number of well-

distributed CPs is used. These details cannot be disclosed by traditional way of just using only the 

figures. Both methods were used in this project as it is going to be demonstrated in the following 

sections. 

 

 The deformation visualization 

The visual presentation of the image block deformation is one of the methods used in the 

quality analysis as explained above. In this case, the residuals at the CPs were plotted in the 

form of the XY-vector and Z-vector. Therefore, when there is a significant shift of the CPs in 

the horizontal space, that is indicated on the XY-vectors orientation and size. In the same way, 

the Z-vectors show the direction of the residuals in height.  For interpretation of the output, 

the map scale provides the measurements units of the size of residuals on the scatter plot. In 

case the residual vectors have significant values and oriented in different directions from a 

certain region, it is a sign of block deformations in the concerned locations. And in case the 

residual vectors are oriented in one direction with a respect to a certain location that means 

that there is a systematic shift of the block. This is mostly observable in residual at CPs in the 

only geotag based oriented image block. Finally, when there are relatively small residuals in the 

𝑋, 𝑌, 𝑍 components of the CPs, the related vectors were also of minor values all around the 

extent of the image block. This means that the entire block has a good orientation with minor 

deformations. An example of spatial plot of residual at control points is illustrated on      

Figure3-3 

 
 

 The manual quantification of the residual systematic rotation 

 

Figure 3-3: Example of the spatial plot of residuals at control points. Map elements: The purple bar for map 
scale of 10 cm on the ground; Yellow points for GCPs, Z-vectors in Blue and XY-vectors in Green. 
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 Manual quantification of residuals in systematic rotation 

The quantification of residuals by residuals caused by systematic rotation was performed in 

terms of local accuracy, by calculating the difference in height between two points that are on 

the same horizontal line (Gerke & Nyaruhuma, 2009; Gerke, 2011). Theoretically, these points 

are expected to have the same height when measured in the same conditions. In the same way, 

the distance between the two points is measured and compared to the reference value measured 

in field or reference dataset. In this project, the reference dataset is image UAV image block 

adjusted with high accurate GCPs measured on the field. In this regard, the two points were 

measured in the ray-cloud of image 3D network, and the distance calculated using the Pythagoras 

formula for Euclidian distance. The Figure3-4 shows the way these measurements were taken. 

This process is to be performed in a number of manmade objects located in different areas of 

the image block in order to have enough samples for a better analysis on deformation state of 

the whole dataset. 

 
Figure 3-4: Quality assessment of a horizontal linear structure in a DSM of Zeche Zollern UAV dataset 

from ISPRS Benchmark from Multi-Platform Photogrammetry. 

3.2.2. Impact of number and distribution of GCPs 

In order to get a good accuracy in image bundle block orientation, the number and the distribution of 

the GCPs around the scene depend on the size and type of the topography of the terrain. In addition 

to that, it is also important to mention that the choice of the tools and technology  used for the 

acquisition of the GCPs has a significant impact on the quality of the results and depends on the required 

positional accuracy  for the intended purpose (Toutin & Chénier, 2004). This process is very important 

and has to be taken care of in order to get a good result.  

In this project, the analysis of the number and distribution of GCPs is an essential step because it 

provides the information on the key factors in the quality of the results of a given block adjustment. 

Thereof, some configurations were implemented in the experiment datasets and the results were 

analysed. The summary of the results is presented in chapter 4.2.3. 

3.3. Manual selection and measurement of control points  

In this process, the main motivation is to reduce the cost of the indirect orientation of the UAV image 

bundle block for a better accuracy as explained in the first chapter. Therefore, the current research 

analyses the possibility of using available accurate aerial photogrammetric products in order to get 

necessary control information that would play almost the same role as ordinary GCPs. In this regard, 

the aerial orthophoto and elevation model are used as a source of control points' information. In order 

to implement that, the X and Y values were measured on points of the aerial orthophoto features that 
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are clearly visible on UAV orthophoto generated after initial process based on geotags only. This is a 

very important aspect, because, in most of the cases, these two image datasets (from UAV and airplane) 

were taken in different epochs, whereby, many changes are most probably available in the scene. 

Thereafter, the Z-value of the extracted points is taken from the elevation model.  As a result, a set of 

3D points were produced and used to improve the image bundle  block relative and absolute orientation. 

In case only the DTM is to be used for height values, only the points that are measured on the terrain 

open-ground are considered. In contrast, when DSM is available, the Z-value of all the 2D points 

measured from the orthophoto can be measured and used for bundle block adjustment. In the following 

section, a workflow of processes for manual selection of control points is illustrated in Figure 3-5. 

3.3.1. Workflow of processes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-5: Overall workflow of processes of manual selection of control points from aerial imagery 
photogrammetric products 
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3.3.2. Workflow description and implementation 

Based on the available UAV image block and orthophoto, as well as DSM and orthophoto from aerial 

imagery, 3D control points were manually selected and measured. Thereof, the above flowchart on Figure 

3-5 illustrates four main steps of the processes applied in order to improve the accuracy of image bundle 

block orientation. 

Step 1: Both UAV and aerial orthophotos are inspected and corresponding features are observed. 

Thereafter, in the aerial orthophoto, the points that are clearly distinguishable from its environment and 

visible in UAV orthophoto, are manually selected and considered as control points  as illustrated in Figure 

3-6. Then, each of these selected points' is labelled and assigned a 2D geographic coordinates of aerial 

imagery.  

 Step 2: Each of the measured 2D control points is assigned a corresponding height value (Z-value) taken 

from an elevation model of the aerial imagery. This done using any GIS professional software In case only 

a DTM is available as elevation model, the Z-value is measured only for the points measured in aerial 

orthophoto of which corresponding points are visible on the open ground surface in the UAV orthophoto. 

As a result, a set of 3D control points is produced, loaded into the same system as the UAV images using a 

professional image processing software (Like Pix4d Mapper). 

Step 3: For each of the control point, a corresponding pixel location is marked in every UAV image features 

where it is visible. This process is done in a professional  image processing software. 

Step 4: The entire image bundle block is adjusted and the quality assessed as described in the previous 

chapter. 
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Figure 3-6: Control points selection from aerial orthophoto on left side and 
UAV orthophoto on right side. 
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This process is one of the proposed methods to measure the control points that are used to increase the 

georeference accuracy of the UAV image. In this method, the control points are very good and lead to 

satisfying results when the user is skilled at visually recognize homologous features from two images of the 

same scene taken from different platforms and in different conditions such as position, time, scale and 

illumination. It only acquires attention in marking the point and it is advisable to zoom-in and select the 

right point in order to find a good result. In addition to that, the GCPs have to be evenly distributed around 

the scene in order to have a good result. The only limitation of this process is that in some cases it is not 

easy to find homologous points in both images because of various factors like different scales, illuminations, 

orientations. In this case, only a limited number of good points can only be selected with a risk of not finding 

a good distribution around the scene. However, this method is one of the possible approaches to increase 

the accuracy of the image block orientation and can considerably increase the quality of the UAV image 

block orientation as it is demonstrated in the experimentation results in Chapter 4. 

3.4. Automatic selection and measurement of control points  

The UAV image block successful indirect orientation can only be achieved based on more accurate GCPs. 

Therefore, the second proposed possibility, is to programmatically find the control information from a more 

correctly georeferenced aerial imagery products of the same area.  

In this project, another approach is developed, implemented and proposed, where a set of UAV images is 

co-registered to a more accurate aerial imagery orthophoto.  Thereof, a number of control points must be 

measured from the master image (aerial orthophoto ) and matched to the corresponding points in the slave 

image (UAV image) the same as way as in the above presented manual method. This is done using one of 

the computer vision community's algorithm to detect KPs and compute relative descriptors. Thereafter, 

these descriptors are compared and corresponding KP-pairs in both images are matched. However, as the 

KPs' selection is done image by image, in order to reduce the outliers in points' matches and reduce the 

unnecessary computational processes in the area outside the actual image space extent, it is a good idea to 

demarcate the new Area of Interest (AOI) in the orthophoto. After the demarcation of the new AOI of a 

specific image, an AOI buffer of 5 to 10 meters is set in order to compensate the eventual inaccuracy in the 

UAV direct georeferencing as illustrated in Figure 3-8 bellow. Finally, the orthophoto is cropped and the 

reference image is defined and used to find the KPs matching pairs that were used as control points in 

indirect UAV image block orientation. The process is iteratively repeated through all the entire UAV image 

dataset, and a list of control points is produced and saved in an Excel worksheet along with corresponding 

UAV image pixel locations and image names. In the following section, a summarized workflow of processes 

is presented.  

3.4.1.  Workflow of processes 

In the following flowchart on Figure3-7, a workflow diagram of the main processes for a new proposed 

automated method is illustrated. 

From Step1 to Step4, it is an iterative process that will be done through all the images of the UAV image 

dataset. Thereafter, the entire image block will be adjusted using the control information of the points 

measured in the previous steps.  

 A list of a sequence of UAV images’ names and camera locations is read from an Excel Worksheet,  which 

is one of the main input datasets for the application.  
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Figure 3-7: Flowchart of processes for automatically select control points from aerial imagery products 
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Step 1: Select a UAV image and corresponding mask image from aerial orthophoto: 

In this step, first the application selects an entrée from the list of camera name and positions from an 

Excel Worksheet, then select the corresponding image from a file location where it is saved and resize 

it to the scale that is similar to the one of the aerial imagery. Thirdly, as the images were taken at nadir 

based on the camera position coordinates, a corresponding aerial orthophoto mask is estimated and 

cropped/sliced with a given buffer size depending on expected position error in the UAV direct 

georeferencing. This will increase the chance of having the UAV image spatial extent totally covered by 

the masked cropped aerial image extent. In this regards, the position of the corner points will be changed 

accordingly. In order to implement that, Table 3.1 illustrates the way the proposed algorithm estimates 

the UAV image extent in the aerial orthophoto pixel coordinates. Because the rotation parameters of 

the camera position by the time the image was taken are not known, the corners coordinates are just 

estimated based on known position of the UAV image center point. For more explanation, the image 

on Figure 3-8 provides more explanation of this process. As a result of this step, a resized UAV image 

and corresponding aerial orthophoto mask are produced and ready to be used for the selection of 

candidate control points.  

 The following is the aerial orthophoto masking process in order to determine a specific UAV image 

corresponding AOI: 

 First, based on calculated image size and known pixel size, the positions of the 4 concerned 

pixels in the image space will be determined by x and y values. In this case, it is assumed that 

the image sides are parallel the X and Y axes of the aerial imagery projected coordinate system.  

 Secondly, the minimum and maximum values in x and y coordinates of the set will be selected: 

          𝑀𝑖𝑛𝑥, 𝑀𝑖𝑛𝑦, 𝑀𝑎𝑥𝑥, 𝑀𝑎𝑥𝑦. 

 Thirdly the number of pixels needed to estimate 5 meters (buffer) on ground will be determined 

: 𝒏 

Finally, the new position of the end corners to the new AOI on orthophoto will be calculated following 

formula in the Table 3.1 bellow:    

 

 

 

 

 

 

 

Table 3.1: The UAV image corresponding extent estimation from aerial orthophoto. With minimum 

and maximum values in 𝑥  and 𝒚 being 𝑀𝑖𝑛𝑥, 𝑀𝑖𝑛𝑦, 𝑀𝑎𝑥𝑥, 𝑀𝑎𝑥𝑦; and buffer size in meters: 𝑛 
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Figure 3-8: Limitation of the AOI for KPs detection and descriptor matching for one UAV image and 

aerial orthophoto 

As the aerial orthophoto is georeferenced, the algorithm uses a geometry property detection function and 

finds the 2D coordinates of the top-left corner pixel as well as the pixel size (height, width). Then, from that 

information, the coordinates of a given pixel is calculated. 

 
Step 2: KPs' detection and descriptors matching 

At this step, two images are ready to be processed for the extraction of the ground control points. In this 

regard, SIFT or SURF or any other similar algorithm is used in both images, to detect  KPs candidate for 

GCPs selection as it is implemented on OpenCV (2015). The expected output from this process is a dataset 

of 2D points. The following images on Figure 3-9 show the results of the KPs' detection in four UAV 

images and corresponding aerial orthophoto masks. After the KP detection, the algorithm will be also used 

to compute the descriptors of the selected KPs in both images. The images on Figure 3-9 show also the 

KPs' descriptors size and orientation of the gradients in the neighborhood. 

 

 

 

 

 

 

 

 

 

 

 

  

  

 

  

 

 

Figure 3-9: Example cases of SURF KPs detection and descriptors computation in UAV image (on left) 
and aerial orthophoto mask (on right). Green circles are KPs descriptors' illustrations showing the size and 
orientation of the change gradient of the pixels grey values in the detected KPs’ neighbourhood.  
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          Step3: KPs descriptors matching and pairs filtration  

The descriptors from both images will be compared and the application selects possible matching 

pairs based on the descriptors values and locations. The images bellow on Figure 3-10, show four 

examples of the KPs pair matches with Random Sampling Consensus (RANSAC) filtration on a 

threshold of 10.0. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As it can be clearly seen in the image on Figure 3-10, SIFT or SURF algorithms are strong enough to 

detect the corresponding KPs  without being interrupted with the variation in rotation neither the 

scale variation. This is illustrated by the connecting lines between two points that are in images of 

different rotation and scales. 

 

Inlier and outliers detection 

In the selected raw matching pairs from the previous process, RANSAC technique is applied to detect 

and eliminate the wrong matches. In this case, a homography transformation matrix is computed 

based on a minimum of four pairs and used to filter the inliers. This transformation is  very well-

known georeferencing  technique and is based on  geometric homogeneous coordinates and 

mathematic projective planes (CorrMap, 2015). 

 

Homography transformation: 

This projection is used in aerial photogrammetry where a map is assumed to be a perspective view of 

the observed ground surface as illustrated on Figure3-11. Then, the Formula 3.4 how the values of 

point are calculated in homography transformation. In this case, 8  unknowns parameters a, b, c, d, e, 

f, g, h, need to be determined in a form of the transformation matrix and used to estimate the 

corresponding points to the give points. Therefore, at least, 4 corresponding pairs are needed in order 

to estimate that matrix. In this project, based on raw matching points pairs selected from two images 

(UAV and aerial image mask), RANSAC technique is used to estimate the homography matrix and 

filter inliers from outliers. As a result, best matching pairs were taken as KPs (2D) from which  GCPs 

in aerial imagery geo-coordinates will be measured, labeled and used for UAV image block adjustment. 

  

  

P1000529_1400494888594.JPG; 
13 / 74     inliers/matched 

 

P1000614_1400494888594.JPG 

59 / 147    inliers/matched 
 

P1000212_1400494888594.JPG 

24 / 67    inliers/matched 

 

P1000389_1400494888594.JPG 

48 / 133    inliers/matched 
 

Figure 3-10: SURF KPs descriptors matching without any filtration. The green lines connects two 
corresponding points in both UAV (on left) and aerial image (on right) 
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RANSAC: 

The Random Sample Consensus (RANSAC) is a technique which uses a minimum number of observations 

for the desired model parameters to generate candidate solutions to cope with outliers and inliers in a dataset 

(Derpanis, 2010).   In this project, RANSAC will be used to analyse the geometric relationship in the KPs 

pairs measured in both master and slave image using SIFT KP matching algorithm and determine the good 

and bad matches. Consequently, this process needs to be carefully performed as if not performed well it 

may lead to bad results. As the UAV image and aerial image which are compared in this project are from 

different platforms, thus, different scale and perspective views, a high order transformation is required. To 

implement this process and expect better results, a projective transformation is used. As a result, a 

transformation matrix will be produced and used to exclude the outliers from a set of the KPs matching 

pairs.  Considering that a minimum of 8 parameters is necessary for the homography projective 

transformation as presented in the previous section of this chapter, a minimum of 4 pairs of point matches 

is set as a starting data to instantiate the RANSAC process. This process provides an estimated homography 

transformation matrix from which inliers and outliers are determined at a given threshold. So, it is important 

to set the RANSAC matching threshold according to the image dataset in hand. Therefore, one must first 

of all visually analyse the matching filtration quality based on different threshold values. As a definition, 

RANSAC  matching threshold parameter presents the maximum allowed projection error to treat a point 

as inliers (OpenCV, 2016). The following images in Figure 3-12 clearly show an example of different results 

of KPs' matches filtration in various thresholds. 

 

 

 

 

 

 

 

 

 

Figure 3-11: Aerial photography where homography 
takes a map as perspective view of the ground; Source: 

(CorrMap, 2015) 

 
 

Equation 3.4: The homography transformation 

formula 
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Figure 3-12:  Raw KPs pairs' matches between a UAV image P1000529_1400494888594.JPG (on left) 

and aerial orthophoto mask (on tight) with 73 matches; Examples of results of RANSAC matches 

filtration with different thresholds: 20, 19, and 13 inliers out of 73 matches for 20.0, 10.0 and 5.0 

threshold values respectively; the green lines connects two corresponding points. 

 

 

Step4: Find Height value to selected 2D KPs from an elevation model 

At this stage, 2D GCPs dataset measured from the aerial orthophoto is available. The next step is the extract 

the corresponding height values from the available elevation model of the aerial imagery. Thereof, there are 

two types of expected elevation model. It can be a DSM or a DTM. Consequently, each case is processed 

particularly.  

 

 

 

 

 

RANSAC =5.0,    13 / 74  inliers/matched 
 

RANSAC =10.0,    19 / 74  inliers/matched 
 

RANSAC =20.0,    20 / 74  inliers/matched 
 

Raw KPs matches,     74 matched 
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1) Case of  DSM 

In this case, the algorithm reads and automatically gets the height value from a DSM file based on 2D 

geo-coordinates of the concerned point. The result will be a list of 3D GCPs in aerial imagery 

coordinate system, ready to be used to indirectly georeference the UAV image block. These selected 

2D control points were measured in all image feature without any distinction. That is because the 

DSM provides height values to all image features, be it ground and non-ground objects. 

 

2) Case of DTM 

 

 Aerial orthophoto classification 

In case the only elevation model available is a DTM, the 3D points can only be determined based 

only on the points that are on the open ground. Therefore, both aerial and UAV orthophotos are 

visually inspected and the ground features that are visible in both images are demarcated from the 

aerial orthophoto. In addition to that, the image classification does not necessary have to cover the 

entire study area. Just a few strategically selected regions of the scene are enough. This is because  

the main objective is to find the some control points but evenly distributed around the scene to be 

used in the absolute orientation of the image block as explained earlier in chapter 3.2.2. Thereafter, 

a multi-polygon shapefile of the open ground surface is set in the same coordinate system as aerial 

imagery and used to get the KPs for which the Z value is measured from the aerial DTM. The 

flowing Figure 3-13 shows an example of a demarcated search area for KPs on the ground surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-13: Aerial orthophoto ground surface classification for control points search area demarcation. 
Light yellow is demarcated search area; dark yellow rectangle is the boundary of the entire study area 
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 Find Z-value to KPs  

After the selected KPs that are located in the area covered by the multi-polygon are defined, the 

corresponding Z-value is automatically taken from the DTM. The output is 3D control points which 

are considered as control points for UAV bundle block adjustment.  

Step5: Iteration through the list of images 

All the above steps, from step 1 to step 3, are performed on all the selected set of UAV images on the list 

as presented in Figure 3-14(a) and more clearly on Appendix 1. This list of images indicates also 

corresponding camera positions in the aerial map coordinate system. As indicated on the above flowchart 

in Figure 3-7, the application iterates through the selected images and continuously updates the list of control 

points and the image location where they are visible.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step6: Control points’ datasets 

From previouss steps, after the iteration through all the list of image cameras, a set of 3D control points is 

produced in aerial imagery coordinates as clearly illustrated above on Figure 3-14.(b) and Appendix 2. These 

points will be used later used as GCPs in bundle block adjustment. That is the reason why, for each control 

point, it is  required to determine the corresponding  pixel address in UAV images where it is visible. 

Therefore, the pixel coordinates of the points measured in UAV images are related to corresponding points 

in Aerial orthophoto map coordinates and generate two lists of the unsorted final set of control points with 

corresponding observation marks in the UAV images. Then a user-defined minimum number of images in 

which a control point must be visible so that it may be considered in further processes is used as a threshold 

to filter these control points. At this step, a final set of unique control points is determined based on their 

locations in the aerial map coordinate system and based  on the given threshold of a number of images 

  

 

(a) (b) 
(c) 

Figure 3-14: (a)List of images and corresponding camera positions; (b)List of selected and filtered unique control points; 
(c) List of control points and corresponding UAV image marks (pixel locations) 
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where they must have corresponding pixels points, The results are saved in an Excel worksheet as described 

above in Figure 3-14(b) &(c)  and more clearly shown in Appendix 2 &3.  

 

Step 7: Block adjustment 

The dataset of 3D GCPs and corresponding point marks the location in images will be introduced in the 

entire image block adjustment process. At the end of this process, an oriented UAV image block is 

produced and tested for absolute and relative geolocation accuracy as well as  checked for eventual 

deformations. 

In summary, this is an automated method proposed to be used in the selection and measurement of control points 

that can serve as GCPs in the UAV image block adjustment. This method is effective and very efficient, as it 

requires minimum human labour in the control points selection, and measurements, as well as defining the basic 

corresponding points in the UAV images. The only required inputs are a set of UAV  images, a list of camera 

position coordinates with corresponding camera names in an Excel sheet, a corresponding aerial orthophoto and 

elevation model. Thereafter, the application output is made of two datasets. One is a list of 3D GCPs’ names and 

geographic locations and another one of each UAV image name, GCP name and corresponding pixel locations. 

Both results were saved in an Excel Worksheet and ready to be  used in UAV image block adjustment using any 

image processing professional software. This algorithm can be implemented in any programming language using 

computer vision algorithm for KPs detection and descriptor computation. However, as most of the automated 

system, this algorithm needs the intervention of a human being for its best performance. This is mostly in setting 

the matching and filtration parameters, and some photogrammetric adjustment operations, like adding more GCP 

marks in images for a better accuracy in the results. Another drawback of this algorithm is the production of many 

KPs more than necessary. In this case, the application provides an option whereby a user can change a parameter 

as the minimum number of UAV images where a point in aerial orthophoto  must have corresponding points. 

And this can be done when the initial selection did not provide enough or well-distributed control points around 

the scene. Otherwise, this algorithm, once it is well implemented, leads to good results as per the results of the 

experiments here presented in Section 4.4. 

3.4.2. Implementation of the algorithm 

In this project, the above-presented method was implemented and tested for efficiency. Thereof, a number 

of software applications and algorithms were used. And here follows a list of the main ones and their 

respective application in the current program.  

3.4.2.1. Software applications and libraries 

Applications: 

 ArcMap: This application is used for  input data preparation, where the study area is visualized and 

strategic locations from where to select the cameras are demarcated. The result is a polygon shapefile 

from which the camera located within the area are selected and their names and coordinates saved in 

an Excel worksheet. 

 PyCharm: This is an open source Integrated Development Environment(IDE) which used to program 

in Python. It is the main environment from where basically all the codes and library were implemented 

and run in this proposed automated method.  

 Microsoft Office: By this application, Excel worksheet is used to write and read the list of the cameras 

for a specific location, as well as saving (storing) the output results. 

 

Libraries: 

 OSGeo.Gdal: Open Source Geospatial Foundation (OSGeo)  is a library that has a number of 

packages like GDAL which was used in this project to read the geometry from a georeferenced raster 

image(GDAL, 2015).  
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 CV2:  This is a package from Open Source Computer Vision (OpenCV) library (itseez, 2015). It 

provides programming functions that are used in this project for KPs detection and descriptors 

computation. One of its  most famous function used in image photogrammetry for image feature 

detection and matching is SIFT (OpenCV, 2015b) 

 Numpy: It is a library that is used for n-dimensional array objects(Numpy, 2013). This library is used 

very much in this project as the main type of data set that is processed are of raster type.  

 Matplotlib: This is a library used in python interpreter for 2D plotting for data visualisation and 

exporting(MathWorks, 2016). In this project, Matplotlib was mostly used to visualize data in the KP 

pair matching for quality checking. 

 Xlsxwriter: This is python library that is used to create and write in Excel worksheets (John McNamara, 

2015). In this project, Xlsxwriter was used to read UAV image name and corresponding camera 

coordinates from a list on an Excel worksheet. In addition to that, this library is also used to create and 

write a list of selected control points and UAV images pixel locations where they have corresponding 

KPs. 

 PIL:  Python Imagery Library (PIL) is a library  used in Python interpreter for image opening, 

processing and saving (Secret Labs AB, 2015). It reads many types of image formats and is open-source. 

In this project, this library is mostly used at reading, cropping and saving images during the execution 

of the process. 

 Shapefile: This  library is an open source product used in python to read and write ESRI shapefile GIS 

vector data (Lawhead, 2010). In this project is used to read the multi-polygon shapefile that masks the 

given search area for KP detection from a large raster image(orthophoto).   

 

3.4.2.2. Input data preparation 

As illustrated in the flowchart of Figure 3-7,  the application receives as main input a list of cameras, set of 

UAV images, aerial orthophoto and DSM or DTM. Hence, in the implementation of the proposed method, 

the developed application receives the list of cameras on an Excel spreadsheet, having names of images in 

the first column, 𝑋, 𝑌, 𝑍 coordinates on second, third and fourth columns respectively. Then, for the set of 

UAV images, aerial elevation model and orthophoto, the application receives as parameters only the absolute  

paths to the location where they are stored. Therefore, the input data, have to be organized in order to meet 

the  input data parameters properties and lead to the best results than can be achieved by the current 

application. In this regards, there are two types of application use, depending on the type of elevation model 

available. The first case is when a DSM is used for elevation measurements and the second one is the case 

of DTM. Basically, the two cases have different approaches, because, in the case of DSM, it is just a matter 

of limiting the number of UAV images, whilst for the DTM it the KPs which filtered in order to find those 

located on the ground surface. 

 

 Case of DSM 

In this situation, the method takes into consideration the principle of a good distribution of GCPs around 

the scene as presented in section 3.2.2. By that, the control points must be selected in different locations of 

the entire image block footprint. In addition to that, each GCPs must at be visible in at least 3 images. That 

is the reason why it is a good practice to demarcate strategic areas from where the control points will be 

searched  in order to reduce unuseful points and speed up the execution of the process. Then the selection 

of the images is automatically performed based on geotags and demarcated area. 

Figure 3-15 illustrates step by step how a list of the cameras is prepared before being used as an input 

parameter in case a DSM is used. The output is visualized in  ArcMap and the final list is drawn and saved 

on an Excel worksheet as illustrated in Appendix 1. 
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Figure 3-15: List of UAV camera data preparation in case a DSM is used as elevation model. 

Case of DTM 

In case the DTM is used as elevation model, the process is a bit different from the previous one. This is 

because, this time, not all selected 2D control points are converted into 3D points. In addition to that, the 

demarcation of the KPs' search area is only limited strictly to the open ground surface as explained above 

in the section 3.4.1. For more explanation, the following Figure 3-16 shows an example that illustrates clearly 

how the search area is delimited (masked) from the rest of the aerial orthophoto. It is also important to 

mention that, not all the not covered area has to be selected because the main objective is to find some 

points just needed for bundle block orientation as it has been the case in the previous section. So, the most 

important thing is to demarcate the areas around more or less all regions of the scene. 
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After the demarcation of the search area, all the images of the entire projects are used for KPs detection 

compared with the aerial orthophoto. The resulting multi-polygon shapefile is used as one the inputs of the 

developed application program to select the control points that are located on the ground in the demarcated 

strategic areas for a good distribution around the scene. 

3.4.2.3. Program execution 

In the execution of the processes, the application follows a number of steps where objects of defined classes 

are called in a logical sequence. 

The developed application was fully based on open source Python programming language and manly 

openCV algorithms free accessible on the internet as tutorials (Intel Corporation, 2011). In this program, 

SURF technology was used to detect and compute the descriptors, due its processing speed  as indicated in 

section 2.3. 

The developed program provides the user with the freedom of changing the configurations depending on 

expected results and type of input datasets. The main parameter configurations a user can set are the 

following: 

 SURF parameters 

The user can change the number of pyramid octaves and layer taken in accounts while detecting 

KPs(OpenCV, 2015a). This is very important because, those parameters play an import role in 

detecting the KPs in images take in different atmospheric conditions, perspective, rotations and 

scale. The higher is the number of pyramid and layers the more selective is the application KP 

detection(Vedaldi, 2007).  

 

 RANSAC threshold parameter 

In order to find a perspective transformation between two images, a homography 

transformation matrix is estimated based on a minimum of 4 point pairs. In this project, cv2, 

FindHomography () function is used to find the matrix. This function has RANSAC as one of 

its parameters. Then RANSAC also uses a user-defined threshold to select  inliers. This 

threshold is a float number with one decimal value and used  as a limit size of allowed error in 

reprojection of a point (OpenCV, 2016). By changing that value, the user can visually check the 

accuracy matching patterns in a number of images and once it is sufficient, set it for the whole 

project. 

 

Figure 3-16: Demarcation for search area in case a DTM is used as elevation model. Yellow 
rectangular is the entire study area, and the light yellow coloured areas are the masked ground 
surfaces 
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 Minimum number images per control point 

This application also allows a user to change the minimum number of images where a selected 

point must be visible so that it can be considered as a control point. This parameter is an integer 

value.It is an important aspect, because, in some cases, few points can be selected as having 

enough images where there are visible. In that case, a lower number can be set, and use a 

professional image processing software like Pix4d Mapper to manually mark the point in more 

images. 

3.5. Summary 

All the above-presented methods were expected to provide good results as much as they are well 

implemented. However, the quality of the results is assessed according to the intended purpose. But in most 

of the cases, the quality of the above two methods' results is reliable. This is confirmed by absolute residual 

values RMSE of around one-pixel size of the reference dataset  in geo-location at CPs in the experimented 

sample dataset as presented in the next chapter. 
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4. RESULTS AND ANALYSIS 

In this research project, Pix4D Mapper software was used to perform the initial process the UAV images 

and test the proposed methods’ results. More details on this software can be accessed on Pix4D (2016). 

Hence, the initial image block is generated based on only geotags, then indirect orientation performed using 

control points from different sources as presented in this project. Therefore, in the following sections, 

different results are going to be presented and interpreted.  

4.1. Description of experimental data 

All the datasets used in this project are from ISPRS Benchmark from Multi-Platform Photogrammetry (Nex 

et al., 2015). From this benchmark, the data used in the project is composed of UAV images, aerial 

orthophoto and DSM, as well as a set of control points all taken at Zeche Zollern in Dortmund, Germany 

on 19th May 2014. Below on Figure 4-1, is an aerial image of the study area. 

With respect to the acquisition type,  UAV nadir images were taken by  a Mavinci fixed wing airplane with 

a Panasonic GX-1 camera mounted on it on a GSD of 11 cm. Then, for the second dataset, the aerial 

imagery products were captured with PentaCam IGI flown by Aero West at a GSD of about 11cm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2. Data quality analysis processes   

4.2.1. Results of geo-location accuracy analysis 

First, the image bundle block orientation from UAV direct georeference was assessed using high 

accurate and well-distributed  CPs measured on the field. Therefore, after an initial image matching and 

bundle block orientation in a free network, the residuals on the CPs were estimated in all three 

components (𝑋, 𝑌, 𝑍). As it is demonstrated the results on Figure 4-2(a) and Figure 4-3(a),  the UAV 

image block oriented based on only geotags, is the subject of some inaccuracy in both absolute and local 

accuracy due to the quality of georeferencing systems on board as explained in the first chapter. The 

statistics show an RMSE of about 2 meters in horizontal accuracy and 3 meters in height, with a mean 

error also that is about 2 meters, a half a meter and 3 meters in 𝑋, 𝑌, 𝑍 components respectively. That 

means that the entire block has significant errors as compared to the ground truth that need to be  

corrected. That is also visually illustrated on the scatter plot in Figure 4-3(a) where the vectors of the 

residuals show a significant shift of the entire block in one 3D direction. However, this drawback can 

be compensated by the introduction of more accurate control points into the block orientation process. 

Therefore, as explained before, in most of the cases, the traditional way of using GCPs measured on 

 

Figure 4-1: The project study area, at Zeche Zollern in Dortmund –Germany;                                         
Source: (Google Earth Pro, 2016). 
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the field using high-end surveying tools are used and obviously provide the most reliable measurements 

if done by expert professional. But also, other sources of information can provide good control points 

that can serve in certain cases depending on the level of geo-location accuracy expected for a given 

purpose. 

Thereafter, the UAV image block was adjusted using accurate GCPs and control points from the 

Benchmark as ground truth in this project. Then, the results were analysed for orientation accuracy and 

used as reference dataset when the products from other methods were discussed. In this regards, Figure 

4-2(b) and Figure 4.-3(b) illustrate the geolocation accuracy summary in terms of absolute residuals at 

CPs when field measured GCPs and CPs were used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-2: Absolute residuals at CPs (a) when only geotags are used and (b) When ordinary accurate 
GCPs were used 

 

Figure 4-3: Spatial plot of residuals at CPs in 𝑋, 𝑌, 𝑍 components in  UAV image block (a) when only 
geotags were used and (b ) when ordinary accurate GCPs were used. Purple bar is scale bar of 10 cm on 

ground, Green vectors are XY-residuals, and Blue vectors are for Z-residuals 

 

(a) 

(b) 

(a) (b) 
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4.2.2. Results of manual quantification of residuals in systematic image block rotation or 
deformations 

The relative accuracy was assessed in terms of the image block deformation detection. As explained in 

the previous chapter, the points on two ends on a horizontal line measured on the edge of the roof of 

buildings were analysed in height difference and the distance between them as illustrated on images in 

Figure 4.4. In this case, the reference dataset is the results of the georeferencing of the UVA image 

block based well distributed and accurate  GCPs. As it can be clearly seen in Table 4.1, for a geotag 

based georeferenced image block,  in most of the points, the difference in height is significant as 

compared to the reference dataset, as well as the change in distance between two points. Then, on the 

same Figure 4.4, an overview of the quantity of the image block deformation is presented, and the errors 

in XY plane and Z-component are of 0.61m and 0.51m respectively. This is once again clearly visible 

on the spatial plot of residuals at CPs of Figure 4.4. Being that, the GSD of the UAV imagery in this 

data set is of 2.1 cm, this error is really big and needs to be corrected by indirect georeference using 

accurate GCPs.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-4: UAV image relative accuracy assessment on the points on one  horizontal line of 
features in the Zollern dataset. 
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4.2.3. Results on the analysis of the impact of number and distribution of GCPs in the image 
block 

In order to properly test and interpret the quality in the input data and outputs of the project 

implementation processes, the impact of the number and distribution of GCPs had to be  inspected 

and analysed. This was done  using  ISPRS Benchmark of Zeche-Zollern in Dortmund /Germany, 

composed of 288 UAV images.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4-5: Residuals at CPs in 𝑋, 𝑌, 𝑍 components in 3 different distributions of GCPs around the scene. 
Yellow points are GCPs and purple bar is scale bar of 40 cm on ground., Green vectors are XY-residuals, 

and Blue vectors are for Z-residuals. 

 

 
Table 4.1: Average estimation of deformation quantification of the UAV image block in Zollern dataset after the 

orientation using geotags only. 
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Three types of configuration of GCPs and CPs were used for image block indirect orientation and 

analysed for quality in the results. First, 8 GCPs located on one side of the scene and 37 CPs were used 

to adjust the entire image block. Secondary, 3 GCPs and 42 CPs distributed all around the scene were 

used. And finally 8 well-distributed GCPs and 37 CPs were also used and all the results compared. As 

a part of the result, the above  Figure4.5 shows the impact of the distribution and number of GCP on 

the entire image block deformation illustrated by XY-vector &  Z-vector of residuals at CPs and 

estimated absolute values of residuals in 𝑋, 𝑌, 𝑍 components of CPs as well. 

 
As it can be clearly seen on the above scatter plots, a number of GCPs, as well as its distribution around 

the scene, has an impact on the quality of the results. This is demonstrated by the first plot, where the 

GCPs are not evenly distributed around the scene and concentrated on one side, by the results in 

apparent deformation of the image block. In this case, all the vectors are oriented more or less in 

different directions from one location. This is a result of extrapolation where only points near the GCPs 

have low residuals as compared ones that are more distant.  

In the second situation,  3 GCPs are used and distributed all around the scene. As a result, the block 

has fewer modifications as compared to the previous case. The modifications are there but not 

significant as in the first case, it is seen that there are fewer residuals in planar space than in height. This 

shows that the GCPS correct the deformations by interpolation  with the points inside the covered area. 

In the third case, the modifications are fewer as compared to the two previous cases. That means, when 

a good number and well-distributed GCPs are used, good results are expected than otherwise. The 

interpolation of the observations values is more intense in the points inside the covered area. 

 
In summary, as it can be clearly seen on the above Figure 4-5, the RMSE of the residuals at the CPs is 

very small in the case of an even distribution of the GCPs and increased considerably when the GCPs 

are concentrated on one side. This is also showed on the scatter plots, where the XY and Z residual 

vectors are very small in the area where the GCPs are distributed around the scene. This is a result of 

an interpolation in the points values inside the range of GCPs effect in the study area. On the other 

hand, the case where the GCPs are concentrated on one side of the study area, the XY and Z Residual 

vector are significant in the area a bit distant from the GCPs. This phenomenon is caused by the 

extrapolation effect. 

From this, one can conclude that 3 or more GCPs evenly distributed around the a relatively small and 

flat study area leads to better results than in case they are only on one side of the scene extent. And  the 

size and topography of the terrain are to be considered to strategically select the locations where to 

measure these control points. 

4.3. Results of manually selected control points 

Using the above-presented data, the method explained in Chapter 2 was applied to manually select the 

control points from aerial imagery products and adjust the UAV image block. In this section, these results 

of the experiment are presented and interpreted. In this project, Pix4d Mapper software was used to orient 

the images. Whereby, a set of six well-distributed 3D control points measured from the aerial imagery and 

the corresponding DSM was introduced in the UAV image block adjustment. And the quality was assessed 

based on residuals estimated from a set of 45 highly accurate CPs distributed around the scene.  

First the summary of the results of geo-location accuracy analysis is presented, then the block deformation  

analysis' results are also reported.  
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4.3.1. Results of geo-location accuracy analysis 

In order to test the efficiency of the use of the information manually measured from the aerial 

photogrammetric products, 6 control points measured in the same area as the field GCPs were used to 

orient the bundle lock and the results were compared. 

As per the results reported in Appendix 4 and summarized in Figure 4-6, the proposed method is 

capable of increasing the accuracy in the UAV image block. This is demonstrated by a considerable 

decrease in RMSE in all components of the CPs.  Whereby, the RMSE was reduced from 2.5m to 2.5cm, 

from 86cm to 4cm and from 3m to 40cm in 𝑋, 𝑌, 𝑍 components respectively.  The corresponding 

histogram shows that the average error in absolute values of residual that reflects how far of the 

measurements were from the observation, is of about 6cm in horizontal space, and all the measurement 

were less than 15 centimetres off from the observations. In addition to that, the spatial plot of residuals 

in Figure 4-7 shows a clear correction of the block shifts that were visible in the geotags based 

geoferencing results as illustrated in Figure4-5 above. As considering the reference dataset, which has a 

GSD of 11 cm, the accuracy of the results is of less than a half pixel size, which is tolerable in most of 

the cases. Therefore, this method can be considered as valid and be proposed as a possible solution to 

the UAV image block indirect orientation in case such level of accuracy is sufficient. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 4-6: Absolute residuals at CPs when manually selected control points are used 

 

Figure 4-7: Spatial plot of residuals at CPs in UAV image block when manually measured 
control points are used. Purple bar is a scale of 10 cm on the ground,  Green vectors are XY-

residuals, and Blue vectors are for Z-residuals 
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4.3.2. Results of manual image block systematic rotation and deformation analysis 

The quantity of image bundle block deformation was assessed after indirect  orientation based on 3D control 

points measured on the orthophoto and DSM of aerial imagery of the same area. The same process as 

explained in the previous chapter was applied in order to check the deformation in the block. Therefore, 

five objects were also explored and analysed in terms of relative accuracy. By this, the same points as in the 

previous sections were examined and the summary of the findings is presented in the following Table 4.2 

following. In addition to that, the eventual deformation was also visually analysed using a spatial plot of 

residuals at 24 CPs. Finally, the results were compared to the ones of the orientation based only on geotags 

in order to find out whether the manually measured control points have managed to increase the accuracy 

in the UAV image block. The above Figure 4.7 illustrates the spatial plots of residuals at the CPs when 

manual control points were used. 

 

Absolute residuals on Z-values  Relative errors in 2D space 

Object Measured Reference  Difference Object Measured Reference  Difference 

A 0.249 0.008 0.241 A 70.416 70.323 0.093 

B 0.165 0.12 0.045 B 35.418 35.343 0.075 

C 0.058 0.072 0.014 C 25.341 25.35 0.009 

D 1.221 0.135 1.086 D 68.333 67.84 0.493 

E 0.251 0.033 0.218 E 38.995 38.852 0.143 

Average(meters) 0.3208 Average(meters) 0.1626 

 

 

 
Based on the above-presented results, there is an apparent improvement in the quality of bundle 

orientation, where the quantity of the deformations in the block was reduced to 50% (from 0.61 m to 

0.32 m) and 30% (0.51 m to 0.16 m) in height and horizontal components respectively.  

As it can clearly be seen, the manual control points have rectified the errors caused by the image block 

deformation, although it is not at the same level as the ordinary GCPs measured on the field with high-

end professional surveying tools. On the second plot, one can see the large error in Z-component, this 

might be caused by the elevation model inaccuracy due to the values  interpolation process which bears 

a certain level of errors. On the horizontal components, the XY-vectors has very small unfixed errors 

as it is also demonstrated by the statistics figures.  

 

From the above results of the experiments where the manually selected control points from aerial imagery 

products were used to indirectly orient the UAV imagery, one can confidently conclude this method can be 

used  to increase the accuracy in the UAV image block in case ordinary GCPs are not available. However, 

this process needs much attention, requires a certain level of proficiency in photogrammetry, and is also 

time-consuming. That is the reason why an automated method can be very beneficial to the users.  

4.4. Results of automatic selection of control points 

In the previous section, a manual selection and measurement of control points from an aerial imagery was 

presented and the results were good as expected but still may be somehow cumbersome to some users. In 

this section, an automated selection of the control points was implemented as presented in chapter 3.4 in 

order to find a more efficient option as compared to the previously presented manual one. 

As introduced in this chapter, the experimental data was acquired from an ISPRS photogrammetric 

benchmark of Zeche Zollern in Dortmund. As regarding the coding part, Python 2.7 and related image 

processing and computer vision algorithms were used as a programming environment. Thereafter, the 

Table 4.2:  Average relative error quantification of the UAV image block in Zollern dataset after the orientation 
using control points manually measured from an aerial orthophoto and DSM 
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output of the developed application was used to indirectly orient the UAV image block using Pix4d Mapper 

software. 

As it is presented above in chapter 3, the automated method was implemented in search way the process 

flow depends mainly on the type of elevation model available. In the case of the DSM, just the camera taken 

in consideration are selected, whilst in the case of the DTM, only the control points that are located on the 

opened ground surface are considered. Both cases were tested and the results are as follow: 

 

4.4.1. Case of DSM  

4.4.1.1. Results of geo-location accuracy analysis case of DSM 

The geo-location accuracy has been also tested after the orientation of UAV image block based on generated 

GCPs from new developed automated method. As it is clearly illustrated in Pix4D Mapper report in 

Appendix 5 and summarised on the histogram of absolute residuals at a CP on Figure 4-8, the average error 

in the absolute location of the adjusted bundle block is  about 1/3  pixel-size of the reference dataset in X 

& Y and two-pixel size in Z. And the histogram clearly shows that at most of the points, the errors are of 

less than 5cm off from the observations in the horizontal components and less 35cm in height components. 

That situation is also reflected in the spatial plot of residuals in Figure 4-9, where the XY-vectors are 

significantly reduced more that the Z-vectors. Therefore, one can consider these results as good because the 

main objective of increasing the accuracy in the image block has been achieved and at with least user 

manipulations. However, the application of a method depends on the intended purpose, so this method 

could be used in case a such a level of accuracy is satisfactory. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.4.1.2. Results of deformation analysis case of DSM 

The results of the UAV image block adjustment based on automatically generated GCPs were assessed for 

accuracy. The results are presented in terms of block local and absolute accuracy.  

Thereof, the block deformation was check visually by analysing the spatial plot of residuals at the CPs' Z, 

Y, Z components. As illustrated in Figure 4-9, the block has no apparent deformation, rather there is a 

minor shift of the entire block in one 3D direction. This is illustrated by Z and XY-components that are 

more or less oriented in the same 3D direction. In addition to that, by analysing the figures on the Figure 4-

8, it is clearly seen that the entire block has an average of 2 cm residuals value in all CPs' components. This 

is about the 2-pixel size of the reference dataset. 

 

 

 

 
 

 

 

 

 

 

Figure 4-8: Absolute residuals at checkpoints when automatically selected control points and DSM were used. 
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4.4.2. Case of DTM 

In case a DTM is used as elevation model, the aerial and UAV orthophoto were visually compared and the 

surface area on the aerial orthophoto was demarcated as illustrated in Figure 3-14. The following results of 

the process applied to the experiment datasets. Thereof, all the images of the project were processed 

compared to the aerial orthophoto.The resulted control points were filtered to only select the ones that are 

located on the ground surface. The Figure 4-10 illustrates the location of the points around the study area 

and the corresponding location in UAV images. This is an example that illustrates the effectiveness of the 

algorithm in detecting and matching the control points in UAV and aerial images.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 4-9: Spatial plot of residuals at CPs in UAV image block when automatically measured control 
points and DSM are used. The scale is  bar is a unit of 10 cm on the ground, GCPs are yellow points, blue 

vectors and green are Z-vector and XY-vectors respectively. 
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4.4.2.1. Results of geo-location accuracy analysis case of DTM 

As it can be seen on Pix4d Mapper report in Appendix 6 and summarised on Figure 4-11, the geo-location 

accuracy of the image block after an indirect orientation has been increased considerably as compared to 

the initial situation. This demonstrated by the considerable reduction of the RMSE in all CPs components 

where it comes from 2.5 m, 0.85 m and 3.065 m to 0.085, 0.259 m and 0.141 m in 𝑋, 𝑌, 𝑍 components 

respectively. That is a very good improvement. However as compared to the case where a DSM is used, it 

is not as good as that. That is probably to the limitation of the strength of the control points selected on the 

ground as compared to the ones on the objects above the ground. This limits also the even distributed 

expected while demarcating the search area around the scene.  

 

 

 

 

 

 

 

Figure 4-10: Example of results of control points selection when a DTM is used as elevation model. (a) The light 

green shows the masked area for control points located on the open ground surface. Dark brown points a selected 

control points resulted from the automated method. (b) & (c) Show in large two examples of selected points on 

the aerial orthophoto (Right side) and some corresponding UAV images where it is visible(Left side). The orange 

circle mark the selected control point. 

 

 

 

 

 

 

 

 

 

 

 

(a) 

(b) 
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4.4.2.2. Results of deformation analysis case of DTM 

This situation is a result of the above-mentioned impact of the control points as presented in the previous 

section. In this case, the image block has relatively small deformation but there is a visible shift of the entire 

block in one 3D direction which was not compensated by the control points as illustrated in Figure 4-12. 

That was probably because of weak distribution of control points around the scene and different 

technologies used to measure the height values in both UAV platform and CPs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.5. Summary 

In summary, the experimentations done using the available UAV imagery and aerial dataset as presented in 

this chapter has proved that the proposed methods can improve the accuracy of the UAV image block as 

expected. This is demonstrated by the results out of the implementation and test of both manual and 

automated methods which presented in above sections of this chapter. In order to have a general overview 

of the effectiveness of the new proposed methods, the results were summarized and compared with other 

ones from different types of direct and indirect georeferencing methods for UAV imagery of the same study 

area. Hence, the results of the current experiment were first analysed comparing them to results the geotags-

 
 

 

Figure 4-11: Absolute residuals at checkpoints when automatically selected control points located on ground 
surface were used. 

Figure 4-12: Spatial plot of residuals at CPs in UAV image block when automatically measured control points located 
on the ground surface only are used. The scale is  bar is a unit of 10 cm on the ground, GCPs are yellow points, blue 
vectors and green are Z-vectors and XY-vectors respectively. 
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based UAV image block orientation as well as the results of the indirect orientation based on ordinary high 

accurate GCPs. Secondly, the new proposed methods’ results were compared to the results of the two 

experiments carried out by Gerke & Rzybilla (2016) in the same study area where high-end and recent 

technology of RTK-GNSS enabled with 2-frequency receivers was adapted in UAV image inflight 

georeferencing and in case UAV cross flights were also performed. 

 

4.5.1. Case of direct georeferencing without UAV-based RTK 

When compared to the UAV image block accuracy after direct georeferencing, the indirect orientation using 

all the three types of selection of control points has considerably increased the accuracy. This is clearly 

illustrated in Figure 4-13 where the residuals at CPs were reduced from more than one metre to more or 

below five centimetres in horizontal measurements and to around 20 centimetres in height measurements. 

In addition to that, when one compares the results of the new proposed methods and the case when ordinary 

GCPs was used, it is clearly seen that the late ones have obviously far better results in all components. But 

mostly, an apparent big difference is in height values, which is most probably because of the interpolation 

of values from a 21cm original resolution of the aerial digital elevation model to 2.1 cm in UAV imagery. 

But in XY components, the different is not that big as initial absolute errors in aerial imagery is in some 

extent propagated into the accuracy of the new control points measurements.  

On the other hand, when the new methods are compared amongst them, the automated method where 

DSM is used has better results as compared to other two methods. This is likely due to the relatively better 

distribution of the measured points around the scene than the case when a DTM is used, and due to the 

high precision of points’ selection when compared to the case of manual measurements. Generally, all the 

three proposed new methods have considerably and successfully managed to increase the accuracy of a 

directly oriented UAV image block.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4-13: RMSE of residuals at CPs in 𝑋, 𝑌, 𝑍 components, when different types of control points were 
used for indirect orientation of the UAV image block. 
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4.5.2. Case of direct georeferencing with  UAV-based RTK 

As introduced in above section, Gerke & Rzybilla ( 2016) have recently carried out an analysis of the 

influence of RTK-GNSS in UAV and impact of cross-flights on  direct georeferencing. As the experiment 

was carried out in the same study area and using the same UAV aircraft platform, their results can be a good 

basis for the argument of the results of the current project. 

On one hand, in the following Figure 4-14,  a summary of the experiment results is presented  in form of 

RMSE of residuals at CPs when UAV-based RTK is enabled. Whereby, in the left column cross-flight 

patterns were used and on the right hand, no cross-flight was used. And in both cases, the results of three 

configurations of GCPs are also presented.  On the other hand, Figure 4-15 present the results of the current 

research whereby no UAV-based RTK is enabled for direct georeferencing, only three types of control 

points configurations were used for indirect orientation of the image block. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4-14: RMSE of residuals at CPs 𝑋, 𝑌, 𝑍 components  with RTK-GNSS enabled; on left cross-flight 

patterns are used, on right no cross-pattern used in 3 different configurations of GCPs;                   
Source: (Gerke & Przybilla, 2016). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4-15: RMSE of residuals at CPs 𝑋, 𝑌, 𝑍 components without RTK-GNSS and based on control 
points (From left to right) Manually selected with DSM, automatically selected with DSM, automatically 

elected with DTM. 

Firstly, the above Figure 4-14  clearly shows that a UAV based RTK  considerably increases the accuracy of 

direct georeferencing of the images whereby the errors in CPs at all components is more or less 5cm when 
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no GCPs were used. This is compared to the current research where no GNSS-RTK is enabled and the 

RMSE at CPs is of about 1.5m, 3m, and 2m in horizontal, height and 3D measurements respectively. 

Secondly, the results of the indirect orientation of the UAV image block using new proposed method of 

selection of control points were used as illustrated in Figure 4-15 are compared to the ones in Figure4.154. 

In this case, on a fast glance, one can see that in three new proposed methods (Manual, automated with 

DSM & automated with DTM) the accuracy in horizontal measurements is slightly better than the case 

where UAV-based RTK is enabled. But, the height measurements were far better sin GPS-RTK system than 

in process based on aerial imagery orthophoto and elevation model. This is most probably because of errors 

produced by a height-value interpolation process from a larger GSD in aerial than in UAV imagery. 

Consequently, those large errors in height measurements make the errors in 3D become bigger in case the 

aerial orthophoto-based control points were used for bundle adjustment than in the case UAV-based RTK 

is enabled.  

Therefore, the possible solution to the height measurement in the new proposed method can only be to use 

a highly accurate and high-resolution elevation model to estimate the Z-values to extracted 2D control 

points. Therefore, from this comparison, one can conclude that aerial orthophoto-base selection of control 

points can serve in can serve to increase the accuracy in the UAV image block in case GPS-RTK system is 

not available in the platform’s sensor system. Hence, this analysis confirms once again that the new proposed 

method is reliable  and can be proposed in various application where accurate aerial orthophoto and 

elevation model are already available.  
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5. CONCLUSIONS AND RECOMMENDATIONS 

5.1. Conclusions 

In this research project, two methods were proposed to indirectly orient UAV image block based on 

information extracted from larger aerial photogrammetry orthophoto and elevation model. At the 

beginning, the techniques used for image block quality assessment were presented whereby an absolute and 

relative accuracy were tested as well as the analysis of the impact of the number and distribution of the GCP 

around the scene. Secondary, using the datasets from ISPRS Photogrammetric dataset of Zeche-Zollern at 

Dortmund-Germany, the quality in the UAV image block oriented based only on the geotags was assessed 

in order to know the initial accuracy of the sensor systems on board. Thirdly, the same image block was 

adjusted by accurate GCPs measured on the field, and the results served as a reference to argue the results 

in the new proposed methods  for ground truth acquisition. Finally, a manual and automated methods of 

acquisition of control points from aerial imagery were presented in details and implemented. Then, each 

dataset of control points produced by both methods was used to adjust the UAV image block, and the 

results were assessed for accuracy in the same manner as in previous processes. Generally, the results were 

good and the main objectives were met as expected. 

 

In the case of the manual selection of manual selection of control points, the method managed to increase 

the accuracy in the UAV image at a level of more than 100 times which is of about a half GSD of the 

reference dataset (Aerial imagery). This shows that the method can be one of a reliable option to increase 

the accuracy of UAV image block,  in case that level of accuracy can fit the mapping purpose. However, 

this method has limitations, since it requires advanced visual image analysis skills and point feature selection 

in different scales, illuminations and rotation. The main drawback is that in scenes where it is difficult to 

visually discern the image features like the areas where there are no man-made objects, the user risks to take 

wrong measurements or find few or not evenly disturbed points. In general, the proposed method is 

effective and can lead to reliable results once it is well implemented. 

 

In case of the automated methods, the implementation yield relatively good results as expected, where the 

geolocation accuracy in the image block was brought from about two meters  to around 3 cm in 2D space 

and from 3 meters to 20 cm in height measurement in case a DSM is used; and to also brought to around 7 

cm in 2D space and 30 cm in height in case of a DTM. So, these results are relatively good for a fully 

automated process. This shows that once the processes were well implemented and the available aerial 

imagery is accurate enough, the method can produce reliable results. However, as most of the automated 

method, in order to maximize the quality, this method requires preliminary knowledge of photogrammetry 

so that necessary adjustments and proper setting of parameters as well as good preparation of input data 

can be well done. This is necessary by analysing the distribution of the produced control points around the 

scene, visually detecting and remove eventual outliers, and set the parameters according to the available 

imagery characteristics. In general, this method is very effective and can produce reliable results in the 

process of UAV image block adjustment. 

 

As a conclusion, the accuracy of UAV image block can be increased based on control information measured 

from  a more accurate aerial orthophoto and elevation model of the same scene. In this regards, the proposed 

manual and automated methods have been proved effective by providing considerably increased accuracy. 

So, the method can serve reliably in the case where such accuracy is needed and can fit the purpose. 

Furthermore, in some circumstances, both methods can be combined in case the distribution of the points 

automatically selected is not sufficient or manual selection of control points is not easy. Therefore, the main 

objectives of the current research were met, and research questions answered. 
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5.2. Answers to the research questions 

 
1. What is the geo-location accuracy of the UAV image block direct georeferencing? 

In the Section 2.4.1, the technique used to assess the absolute geolocation of the entire image block 

was presented and implemented on the available dataset. Thereafter, in the section 4.2.1, the results 

were illustrated in the histogram of absolute residuals at CPs and table of summary of residuals in 

terms of Mean. Sigma and RMSE. It was realized the image block had and an average error of about 

one to three meters in 𝑿, 𝒀, 𝒁 components. 

  

2. How much deformation is in the available direct georeferenced UAV image block? 

The proposed method to assess the relative accuracy and check eventual image block deformation 

was presented. And in using the project experiment dataset, this technique was implemented to 

analyzed the quality of direct georeferencing. Then the results were illustrated in section 4.2.2 in the 

form of spatial plots of residuals at CPs and manual analysis of the residuals at the points on 

horizontal manmade objects. The results showed that the image block had a significant shift in one 

3D direction which needed to be corrected by external control points. 

 

3. How to manually find and extract homologous points from existing lower resolution aerial 

orthophotos and UAV images? 

This question is answered in Section 3.3, where a new proposed method workflow of processes is 

illustrated and implemented. In this section, a full process pipeline is clearly described step by step 

with illustrations for more explanations. Whereby homologous points visible in both UAV and 

aerial orthophotos were visually detected, then manually selected and measured. At the end, a set 

of 2D control points were produced in aerial imagery map coordinate system. 

  

4. How to get height values from available elevation model to 2D points selected as control 

points in both UAV images and aerial orthophoto? 

Thereafter the production of 2D control points, the corresponding height values were taken from 

an elevation model. To do this, any case any GIS professional software can be used. In this case, a 

variety of GIS software professional application is available in commercial or free packages. For 

example, ArcMap, Erdas Imagine, Quantum GIS, ILWIS and some others applications as listed by  

The Institute For Mapping Technology (2010) and   Statistical Consultants Ltd (2016). 

 

5. How reliable and accurate is the use of the manually selected control points to perform the 

UAV image block adjustment? 

As presented in section 4.3, the manually selected control points can considerably increase the 

accuracy in the UAV image block. The results showed that this method can reduce the absolute 

error up to about two UAV image pixel size, in case the aerial imagery is accurate enough. So, this 

performance can be useful in many cases where a such an accuracy can satisfy the mapping purpose. 

 

6. How to automatically find and extract homologous points in both UAV image and aerial 

imagery photogrammetric products?  

In section 3.2, the automatic selection of the control points from aerial orthophoto and available 

elevation model was presented, described and implemented. In this case, a fully automated method 

was proposed where a user just passes the input parameters to the application, and a list of 3D 

control points is produced along with corresponding images pixel locations. These two lists were 

ready to be introduced in the  bundle block adjustment. process 
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7. How can accurate UAV image block adjustment be achieved based on automatically 

detected and extracted control points from already available aerial imagery products? 

According to the results presented in section 4.4, this method is capable of increasing the accuracy 

up to about two UAV image pixel size. And this is a good result, which can be used in cases where 

a such an accuracy is sufficient. Therefore, the proposed method, once it is well implemented, can 

produce reliable control point, given the accuracy of the UAV image block orientation is even 

smaller than the aerial imagery GSD from which the points were measured.   

5.3. Recommendations 

In this research, the proposed methods for increasing the accuracy of UAV image block have resulted in 

satisfactory outputs whereas the main objectives were achieved. In contrast, due to the limited time, there 

are some points where this research did not reach that can be recommended for further studies, most 

especially in the automated method. 

 Test the capability of reliably selecting the control points automatically in different environments, 

For example the rural area, forests and agricultural farms. 

 To do a comparative analysis of effectiveness of different computer vision KP detection and 

descriptor matching algorithms in images of various resolution, with different cameras standards 

(professional or consumer grade)and draw a conclusion in terms of advantages and disadvantages 

so that a user can have an ease of selecting the one that can produce more reliable results in specific 

case. This should be tested in different UAV platforms, geo-positioning networks and 

Environments.  

 A study on the use of high-resolution satellite images as a source of ground truth information for 

UAV image block adjustment. This is because, nowadays, recent satellite images are available almost 

in all regions and can be accessed at a relatively low cost.  
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APPENDICES 

 Appendix 1: List of cameras 
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Appendix 2: List of control points 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



IMPROVING UAV IMAGE BLOCK ORIENTATION WITHOUT GCPS 

61 

Appendix 3: List of control points and corresponding UAV image pixel coordinates 
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Appendix 4:  Pix4d Mapper report on residual at CPs when manually selected control points were 
used 
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Appendix 5: Pix4d Mapper report on residuals at CPs when automatically selected control points 
were used along with DSM 
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Appendix 6: Pix4d Mapper report on residuals at CPs when automatically selected control points 
were used along with DTM 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 


