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1
Abstract

Real-time semantic segmentation is a challenging task as the optimal balance between accuracy and effi-
ciency (computational complexity, memory footprint and execution speed) is hard to achieve. Conventional
lightweight and real-time semantic segmentation architectures usually address only one of the above per-
spectives, thereby making high-accuracy designs computationally expensive and high-speed models rela-
tively inaccurate. In this research, we introduce an approach to semantic segmentation (for images), which
successfully reduces the computational costs by almost 88% and increases the execution speed by a factor
of 1.5 compared to the current state-of-the-art, while maintaining a comparable mean intersection-over-
union score. Building upon the existing multi-branch architectures for high-speed segmentation, we design
a cheap high resolution branch for effective spatial detailing and a context branch with compact asymmet-
ric position and local attention (collectively termed as Context Aggregation Block), potent enough to cap-
ture both long-range and local contextual dependencies required for accurate semantic segmentation, at
low computational costs. Specifically, we achieve 76.6% and 75.8% mIOU on Cityscapes validation and test
sets respectively, at 76 FPS on a single NVIDIA RTX 2080Ti and 8 FPS on a Jetson Xavier NX. Our superior
context aggregation techniques also outperform the current state-of-the-art on another public benchmark,
UAVid dataset, by a significant margin of 14%. Codes and pre-trained models shall be made available at
https://github.com/dronefreak/CABiNet.
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2
Introduction

2.1. Motivation and Research Statement
In the domain of computer vision or machine perception, semantic segmentation refers to the process of
dividing a digital image into segments that share similar characteristics. The target of this process is to trans-
form the complex input image into a notation which contains more information and can be easily interpreted
by a machine. In this process, we normally assign a class-label to each and every pixel, such that the pixels
with similar labels have some common features. For instance in Fig. 2.1, the input RGB image is shown on
the left, whereas the semantic labelling is shown on the right, which clearly demarcates the boundaries and
extent of different objects in the RGB image.

(a) RGB Image (b) Ground Truth for Semantic Segmentation

Figure 2.1: Single training sample from the UAVid dataset [60]

Semantic segmentation has found applications in several aspects. As we map every pixel into a target
class, land usage mapping in satellite imagery becomes a very potential use-case. Land-cover information
in turn, could be important for monitoring forest cover [17], agricultural lands [20] and urban settlement ex-
pansion [47, 98, 107]. This use-case relies on multi-class semantic segmentation, thereby partitioning roads,
buildings, urban settlements etc into different segments. Another application is the field of self-driving cars
or autonomous machines to be more general [67, 72, 73]. Autonomous driving is a very complicated task, re-
quiring control, perception and accurate decision-making, all happening together within complex and vari-
able environments. Furthermore, all operations in this aspect need to be extremely precise as safety is of
utmost priority. Image segmentation techniques [7, 67, 72, 73, 78, 112, 113] can provide information about
nearby objects, free space on roads, ego-lanes etc. more accurately than conventional object-detection and
recognition algorithms, especially in the case irregular shaped objects like roads etc.

Facial segmentation is another extensively researched field, where age/gender prediction, expression
recognition etc. become easier if the eyes, nose, mouth and other facial features are accurately segmented
and separately studied [45, 75, 83, 85, 86]. It is to be noted that facial segmentation is affected by factors
like face orientation, expressions and other environmental factors. Another very challenging task is cloth-
parsing, i.e. understanding the type of fabric/cloth is present or used for manufacturing a certain product.

7



8 2. Introduction

Clothing parsing is more challenging than others because there are immense number of classes to be cate-
gorized [21, 35, 50, 111], which is coupled with the fact that fine-grained clothing segmentation may require
additional post-processing techniques to acquire reliable results.

Semantic segmentation also has applications in medical imaging [37, 38, 81, 91]. For instance, radiol-
ogists and other specialists have to analyse multiple medical images for a reliable diagnosis. However, the
complexity in medical imaging like overlapping regions, contrast etc. can cause trouble to even trained spe-
cialists and hence, systems employing semantic segmentation could provide assistance to these professionals
in understanding the images better [8, 25, 92]. Now that we have established the potential of the concept of
semantic segmentation, we would like to introduce this research, where we develop a strategy for urban scene
understanding specifically.

2.2. Research Objectives and Expected Outcomes
The primary objective of this research is to develop a robust, convolutional neural network (CNN)-based
design for real-time urban scene understanding, which has an optimal balance between computational ex-
penses, execution speed and the overall prediction accuracy. Specifically, we perform the below-mentioned
tasks in this research:

1. Conceptualize an effective semantic segmentation architecture for real-time applications

2. Implement and train the above conceptualization in a targeted deep learning framework on public
benchmarks

3. Validate and test the methodology on the testing sets of the chosen benchmarks

4. Compute inference speeds on mobile platforms

5. Provide a detailed comparison between the state-of-the-art real-time segmentation architectures and
our proposed method

We further break down each of the aforementioned points into research aspects (RA) to make the overall
analysis easier.

2.2.1. RA 1 - Conceptualization
Semantic segmentation for urban scene understanding has been addressed using various techniques. Con-
ceptualization hence, can be further broken down into the following:

• Determine the specific feature requirements for accurate semantic segmentation

• Analyze how different architectures fulfill the above requirements

• Analyze the computational requirements of the above models

• Based on the above two analyses, determine which design is best suitable for fast semantic segmenta-
tion

• Analyze the shortcomings in the best selected architecture and look for possible remedies

So this is the stage where the shortcomings have been effectively studied and in the next stage we move
on to implementing the newly designed strategy.

2.2.2. RA 2 - Implementation
A lot of deep learning frameworks are available today like TensorFlow [1], PyTorch [70], MXNet [13] etc. MAT-
LAB also has support for deep learning applications, although multi-GPU configurations could be a bit tricky.
Considering the ease of programming which allows the user to focus more on the architecture, we decided
to move ahead with PyTorch [70], because it has a very consistent programming structure, full GPU sup-
port including multi-GPU setups and supportive documentation. Now once the draft model is ready (which
attempts to solve the shortcomings in the best selected architecture tentatively), the need for training on
datasets arises, so there is yet another list of questions that need to be answered:
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• Determine the most commonly used public benchmarks for semantic segmentation

• Determine the types of challenges the chosen datasets present, like scale variations, class imbalance
etc.

• Determine the type of problem the aforementioned design attempts to resolve

• Determine the label encoding and data-loading techniques for the chosen datasets

Once the data-loaders are ready we needed to initiate my training, where several parameters needed to be
determined before-hand. For instance, the batch-size, total training iterations, initial learning rate, learning
rate manipulation, etc. In order to determine these parameters, we read several state-of-the-art articles and
experimented with different settings. All these values have been discussed in the later sections of this report,
which were used to train the final model.

2.2.3. RA 3 - Validation and Testing
Once a deep learning architecture has been trained, it needs to be evaluated and tested on the evaluation
sets and testing sets respectively. Once again this domain involves answering certain questions for effective
progress to the next stage:

• Determine the metrics for evaluation and testing, based on the problems that the proposed design
attempts to solve

• Determine the validation strategy like k-fold etc. and the parameters like crop size, batch-size etc.

• Obtain predictions on testing sets and submit to the official servers for final evaluation

Once we have the above results with us and if they are satisfactory, we move on to the next stage of infer-
ence.

2.2.4. RA 4 - Inference on Mobile Platforms
Real-time architectures are usually, in literature, benchmarked on high-end GPUs, like Titan XP or Titan V.
Inferencing on full scale GPUs like Titan X, RTX20 series etc. is unlikely to provide a real-world analysis,
as self-driving cars and other autonomous vehicles like UAVs or UGVs are more likely to have low-power
consumption modules, with limited memory resources like Drive AGX, Jetson TX2, Xavier NX etc. Hence, it is
important that we choose a low-power consumption module for inference that has a better real-world value.

2.2.5. RA 5 - Comparison with SOTA and Others
As we mentioned earlier, most of the real-time models are not benchmarked on embedded platforms. Hence,
it is important to:

• Check for the official implementations of the SOTA architectures

• Benchmark the official models on an embedded platform

• Compute GFLOP, MAdd count and the execution speed on a common input resolution for reasonable
comparison

• Highlight the advantages (or disadvantages, if any) of the proposed model over SOTA

So in a nutshell, the innovation in this research is aimed at developing a neural architecture that requires
lesser memory footprint, has lesser computations thereby a larger inference speed and a comparable overall
mIOU score as compared to the SOTA.

2.3. Report Structure
The following document contains 7 chapters. We begin with a detailed related work analysis, and complete
each of the above mentioned stages in a sequential order. The above mentioned strategy complies more
or less with the overall structure of the report and the research questions have been answered in respective
sections. In the last two chapters, we present certain possible improvements that could be made and present
a short conclusion for this research.





3
Related Work

The concept of image segmentation can be broadly classified into three major categories, namely, semantic
segmentation, instance segmentation and panoptic segmentation. Each of the three essentially aim to map
every pixel in the image to a certain possible category, but they differ in their core concepts and final visu-
alizations. Semantic segmentation related literature has been covered in detail as it is the focal point of this
research. Instance and panoptic segmentation techniques have been covered briefly. Some commonly used
strategies for image segmentation have been shown in Fig. 3.1.

Figure 3.1: Common image segmentation strategies found in literature. Starting from left we have dilated convolution technique
utilized by [11, 114]. Second is the standard FCN [58, 65] type structure, also called as U-Net [80] or Encode-Decoder [11, 44, 109, 123].

Next up, is the triple stage fusion strategy proposed in [119], and the last technique is a generic multi-branch architecture design which
we use as a baseline in this research.

3.1. Semantic Segmentation
Semantic segmentation has witnessed a significant research input, thereby resulting in various methodolo-
gies and their numerous possible variations. In this chapter, instead of writing about every semantic seg-
mentation paper in a random fashion, I categorize them into multiple domains thereby covering the different
designs more effectively.

3.1.1. FCNs
The realm of semantic segmentation was revolutionized in 2015, when the concept of using fully convolu-
tional networks was established by Long et. al. [58]. They adapted the feature representation of commonly
used image classifiers like AlexNet [41], VGG [90] etc. into fully convolutional networks and finetune the rep-
resentations on segmentation tasks. Similarly, Noh et. al. [65] also implemented a learning-based deconvolu-
tion network for enhancing the spatial information from the previous encoding module. These architectures
are commonly termed as encoder-decoder designs, where the first part, the encoder, enlarges the receptive
field by reducing the size of the convolution features. Then the next block upsamples the downsized feature
vectors to create a full-scale semantic prediction of the input image. Skip connections were introduced in [3]

11
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and [4] to improve the learning performance of decoders. A study on the importance of global context encod-
ing for fully convolutional networks was performed by Zhang et. al. [116], where a novel context encoding
module was introduced for selective strengthening of class-wise feature maps.

3.1.2. CRFs
A unique discriminative probabilistic modelling technique in machine learning that handles contextual in-
formation embedding effectively. Introduced in 2001 by Lafferty et. al. [42], the concept has been widely
implemented for several computer vision applications like object recognition and gesture prediction [74, 82,
100, 103]. Modern research approaches incorporate CRFs for image segmentation as well [7, 22, 62, 97, 104].
This concept was introduced in 2014 by Chen et. al. [10], where they were able to make the design end-to-end
trainable and achieved better results when compared to the then state-of-the-art algorithms. [7, 97] used the
Gaussian variations of CRFs for semantic segmentation.

3.1.3. Spatial Pyramid Pooling
This concept was introduced in 2015 by He et. al. [28] to tackle the challenge of arbitrary input sizes for
convolutional neural networks. Putting the concept to test in visual object recognition, the methodology out-
performed all the previous architectures. With this inspiration, later in 2017, Chen et. al. [12] modified the
original pooling module by replacing the pooling layers with dilated convolutions of variable weights, specif-
ically for the target of semantic segmentation, thereby creating a new atrous spatial pyramid pooling module
(ASPP), which became the gold standard for encoder-decoder architectures. Zhao et. al. [118] further im-
proved the overall results by strategically placing the pooling module after certain layers for effective context
embedding over different scales. Recently, improvements were suggested for ASPP module considering its
computational requirements [31, 57] and its restricted receptive field [109], which assist in overcoming the
limitations.

3.1.4. Self Attention
Attention modules have the capability to model long-range dependencies, and several researchers have em-
ployed the concept of attention in various works [51, 54, 87, 96]. The introduction of attention to machine
understanding was achieved first in [54], where the global dependencies of inputs were learnt, which were
then applied to natural language processing. Since then, a lot works have utilized this concept for several
scene understanding tasks at both single and multiple scales [23, 34, 48, 76, 94, 120, 121], thereby outper-
forming the previous conventional context embedding methodologies. Oktay et. al. [66] apply the concept of
attention-based segmentation to medical imaging, whereas Niu et. al. [64] employ it for semantic segmenta-
tion from aerial images.

3.1.5. Convolution Variations
In order to further optimize the performance of semantic segmentation models, several researchers have
often used different convolution strategies like atrous convolutions [11, 12], dilated convolutions [71], depth-
wise convolutions [72, 73] etc. It was also established in [71], that large kernel sizes could be key to effective
spatial detailing for accurate semantic segmentation.

3.1.6. Real-time Semantic Segmentation
Coming to the focal point of this research, real-time segmentation has addressed using multiple approaches.
Romera et. al. [78] proposed to use factorized convolutions with residual connections for maintaining a
balance between accuracy and execution speed. Poudel et. al. [72] suggest a dual-branch network with bot-
tlenecks to effectively capture local and global context for fast segmentation. Later they propose an improved
learning-to-downsample module in [73] for improved trade-offs between execution speed and accuracy. Two
other highly accurate dual-branch segmentation networks were suggested by Yu et. al. [112, 113], where
they designed novel feature fusion and attention refinement modules for accurate semantic segmentation
tasks. In the second work, they redesign the feature aggregation methodology to further improve the exe-
cution speed, at considerable costs of accuracy. Multiple encoder-decoder pairs with multi-scale skip con-
nections were also studied in this regard in [123]. This ensemble of shallow and deep paths is viewed as a
shelf of multiple networks allows for effective feature representation with shallower backbones like ResNet-
34, as compared to [112, 118]. Triple branch cascaded feature fusion strategy was extensively studied in [119],
with significant resource consumption. Another approach to real-time segmentation is by using depth-wise



3.2. Instance-aware Semantic Segmentation 13

asymmetric bottlenecks [43], which theoretically provides for sufficient receptive field as well as captures
dense context.

Neural architecture search techniques have proven to outperform the state-of-the-art designs in several
aspects such as image classification [31] etc. which search optimal building blocks of networks. These search
techniques however, fail to determine several other crucial aspects such as depth, downsampling etc. Sun
et. al. proposed join-search framework which automates the search of optimal building blocks, as well as
network depth, downsampling techniques and feature aggregation. Recently, graphic-guided architectural
search pipelines were suggested in [52], which assist in alleviating the mechanical inputs researchers have to
put in while designing real-time scene comprehension models. They introduce a novel search mechanism
which explores through cell-level diversity and latency-based constraints.

Another context-focused research was published by Jiang et. al. [36] where they introduced context re-
finement and context integration modules for efficient scene segmentation. They employ dense semantic
pyramids with image-level features, which encode contextual information while maintaining a large recep-
tive field. An interesting technique of calculating spatial and contextual features was recently presented in
[26], where the spatial details are evaluated in the forward path and the context is recorded in the backward
flow. Light-weight feature pyramid encoding model was suggested in [56], which is an adaptation of the regu-
lar encoder-decoder architecture with depth-wise dilated convolutions. Multi-scale context aggregation was
presented in yet another couple of approaches [89, 117], where [89] uses class boundary supervision to pro-
cess certain relevant boundary information and [117] use optimized cascaded factorized ASPP module to bal-
ance the trade-offs between accuracy and execution speed. Orsic et. al. [67] developed a methodology which
exploits light-weight upsampling and lateral connections with a residual network as the main recognition
engine for real-time scene understanding. This particular algorithm is deemed as the current state-of-the-
art network for real-time semantic segmentation on Cityscapes test dataset, whereas for the UAVid dataset,
multi-scale dilation net [60] is the state-of-the-art.

3.2. Instance-aware Semantic Segmentation
Instance-aware semantic segmentation or instance segmentation is the process where the algorithm attempts
to identify each instance of the different objects present in the image, instead of categorizing each pixel into
a label class. For example, if there are five cars in an image, instead of labelling all cars with a single label, it
will label each car separately. An illustration can be seen in Fig. 3.2.

Figure 3.2: Instance-aware semantic segmentation outputs from Mask-RCNN [29]. Best viewed in color.
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3.2.1. Mask-RCNN
Mask-RCNN [29] was introduced in 2017 and it became the glod standard for instace-aware semantic seg-
mentation. This algorithm has two stages, similar to its predecessors Fast-RCNN [101] and Faster-RCNN [77],
a region proposal network (RPN) and the final stage of classification and mask generation. The primary fea-
ture extractor for this network is either ResNet-50 or ResNet-101. RPN generates associated outputs for every
anchor (set of predefined locations) and the mask generation and alignment is taken care by the ROI Pooling
and ROI Align operations. In the end of the network, there is a final convolution layer that generates 28×28
sized features which represent the possible masks and they are later upscaled during inference to match the
size of the ROI bounding box.

3.2.2. Other Techniques
Bai et. al. [5] introduced a simple intuitive technique for instance segmentation based on the classical wa-
tershed algorithm fused with deep learning, as opposed to other approaches to instance segmentation that
employ complex techniques such as CRFs [42], RNNs [79] RPNs [29, 77]. Romera et. al. [79] suggested a se-
quential approach to finding objects in an image and their associated instances one at a time, using recurrent
neural networks. Hybrid task cascading was suggested in [9], where the authors adopted a FCN to generate ef-
fective spatial details and interweave the cascaded refinement into a single join multi-stage processing block.
Real-time instance segmentation on the MS-COCO dataset [53] was also suggested in [6], which achieved 35
FPS on a single Titan XP GPU.

3.3. Panoptic Segmentation
The concept of panoptic segmentation was introduced in 2019 by Kirillov et. al. [40], which basically unifies
the concepts of both semantic and instance segmentation. This requires the generation of a coherent and
complete scene segmentation head. An illustration is shown in Fig. 3.3.

Figure 3.3: Panoptic Segmentation illustration. Starting from left, semantic segmentation is shown, followed by instance-aware
segmentation and the rightmost image shows the unification of both processes, called panoptic segmentation. Best viewed in color.

Since the inception of this concept, significant amount of efforts have been put in by several researchers
across the globe. UPSNet [108] was proposed in 2019 to solve the panoptic segmentation challenge. They
adopt a deformable convolution based segmentation strategy and Mask-RCNN style for instance aware seg-
mentation, which together, solve these problems simultaneously. Another attention-guided network AUNet,
was presented in [49] by Li et. al. where they proposed to distribute the object-level and pixel-level tasks
into two different attention-guided structures that together again solve the panoptic segmentation challenge.
Pyramid-based structures for panoptic segmentation were also studied extensively in [15, 40], whereas Li et.
al. studied weakly and semi-supervised techniques for the same [46, 55].
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A Preliminary Overview

Before we jump into the methodology and the architecture design of the proposed model, we would like to
divert the attention of the reader towards an initial basic analysis of the several algorithms. Specifically, we
would like to compare the different high-speed and high-accuracy models and discuss the different trade-offs
presented across the literature more qualitatively. Consider for instance, Table 4.1. It can be seen clearly from
the table that most of the accurate algorithms provide an execution speed of around 45 FPS.

4.1. Accuracy

Model mIOU Memory MAdd Flops Params FPS FPS*
ICNet [119] 71.0 1094.47MB 162.43G 81.02G 28.30M 14.03 –
BiseNetV2 [113] 73.0 2784.99MB 207.64G 103.37G 3.65M 37.90 2.01
BiseNet [112] 74.7 1941.39MB 208.18G 103.72G 12.89M 47.20 2.42
ShelfNet [123] 74.8 1158.12MB 187.37G 93.69G 14.6M 44.37 2.59
SwiftNet [67] 75.5 1671.66MB 207.64G 103.37G 11.80M 45.40 2.61

Table 4.1: High-accuracy architectures. All computational expenses including FPS measured on a single RTX 2080Ti on full Cityscapes
resolution (2048×1024). FPS* is measured on Jetson Xavier NX on full resolution again. − indicates the algorithm was too heavy to be
executed on an embedded platform.

Now an average of 45 FPS is acceptable but it is to be noted that this value is obtained a powerful GPU
(NVIDIA RTX 2080Ti in this case), which is unlikely to present in real-world robotic solutions. Once these
speeds are computed on an embedded platform, we see that none of them reach beyond 4 FPS, which is
slightly unacceptable. The average accuracy of the models in this table is around 74.5%.

4.2. Speed

Model mIOU Memory MAdd Flops Params FPS FPS*
CGNet [106] 64.8 3134.91MB 55.01G 27.05G 0.5M 34.91 2.91
DABNet [43] 70.0 3287.50MB 82.83G 40.88G 0.76M 40.35 –
DFANet [44] 70.1 1778.09MB 30.68G 15.28G 2.19M 47.88 4.71
SINet [68] 68.2 672.00MB 2.99G 1.24G 0.12M 68.61 12.02
ESNet [59] 70.7 1176.29MB 66.81G 33.81G 1.81M 75.64 9.65
ContextNet [72] 66.1 1429.43MB 13.98G 6.74G 0.88M 118.65 10.49
Fast-SCNN [73] 68.4 1239.33MB 13.85G 6.72G 1.14M 128.97 11.49

Table 4.2: High-speed architectures. All computational expenses including FPS measured on a single RTX 2080Ti on full Cityscapes
resolution (2048×1024). FPS* is measured on Jetson Xavier NX on full resolution again. − indicates the algorithm was too heavy to be
executed on an embedded platform.

Now let us consider Table 4.2, which shows the relatively faster algorithms as compared to the previous
ones. The picutre is now seemed to have reversed. Even though the fastest algorithm reaches around 120 FPS
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[73], it shows a significant drop in accuracy, and it can be confirmed from this table as that as the speed tends
to increase, the accuracy seems to drop considerably. The average speed of this table specifically, is around
60-70 FPS.

Let us compare the best algorithms from both the tables for a better analysis. Consider Table 4.3 for in-
stance. We would like to divert the attention of the reader towards the difference in the overall mIOU score
and FPS of both the algorithms. Also, the computational complexities of both the architectures are signifi-
cantly far apart.

Model mIOU Memory MAdd Flops Params FPS FPS*
SwiftNet [67] 75.5 1671.66MB 207.64G 103.37G 11.80M 45.40 2.61
Fast-SCNN [73] 68.4 1239.33MB 13.85G 6.72G 1.14M 128.97 11.49

Table 4.3: Best algorithms from both the above tables with highlighted advantages.

This huge gap between the two of the fastest and most accurate architectures is exactly what we intend to
fulfill in this research. With this metric-based analysis now established, we can now move on to the method-
ology sections where we attempt to shorten this gap by means of context aggregation and cheap spatial de-
tailing techniques.

4.3. Contributions
With respect to the above mentioned perspectives, our architecture has the following primary contributions
to offer:

• Building upon the existing dual-branch architectures, we offer a cheap robust methodology to decouple
the spatial and contextual feature extraction, where we design two branches, one for fast and effective
spatial detailing and the other for dense context embedding.

• We introduce a plug-n-play context aggregation block (CAB) with Compact Asymmetric Position (CAPA)
and Local Attention (LA) as the two sub-modules for deep global and local context aggregation.

• Our superior speed-accuracy trade-offs and effective spatial-contextual feature fusion allows us to out-
perform the previous state-of-the-arts for real-time semantic segmentation on Cityscapes and UAVid.
Specifically, we achieve a mIOU score of 75.8% on Cityscapes and 63.5% on UAVid at 76 and 15 FPS
respectively.



5
Network Architecture

We begin this chapter by introducing and explaining every component of our proposed Context Aggregated
Bilateral Semantic Segmentation Network (CABiNet) in detail. An overall visualization of the design can be
seen in Fig. 5.1.

Figure 5.1: Architecture of CABiNet with cheap spatial branch and deep context branch. FFM and CLS stand for feature fusion module
and classifier respectively. Input image is shown on the extreme left and on the extreme right CABiNet’s prediction output for the input

RGB image.

5.1. Spatial Branch
In order to encode sufficient spatial information, multiple existing approaches [71], [99], [12], [11] have em-
ployed the usage of dilated convolutions, while others attempt to capture large receptive fields with either
pyramid pooling or large-sized kernels [71], [12], [118]. These methodologies indicate that sufficient recep-
tive fields and effective spatial information encoding, could be crucial for accurate semantic segmentation. It
is however, difficult to satisfy both the requirements in parallel, especially while designing real-time segmen-
tation architectures. Conventional real-time designs usually either downsize the image to a smaller resolution
[119] or use a lightweight reduction model [4], [69] for speeding up the overall architecture. Downsizing the
image however, incurs loss in the spatial information and light-weight models tend to damage the receptive
fields because of the incessant channel pruning. This problem was addressed in [112], [113], but at the cost
of significant increase in the computations, thereby imparting a lower execution speed on mobile and em-
bedded platforms. Based upon these observations, we propose a shallow branch that encodes rich spatial
information and maintains an adequate receptive field, while maintaining a significantly low computational
cost. We design this branch to extract the low-level information, which is the rich spatial content in a full-
resolution image. This branch therefore requires a rich channel capacity, and since it focuses only on the
low-level details, this branch has a shallow structure with small strides. Specifically, this path has four layers,
where the first layer is a convolutional layer (large kernel size) followed by batch-normalization and ReLU,
followed by two depth-wise convolutional layers. A strategic use of depth-wise convolutions results in the
same outcomes as that of conventional convolutions, but with reduced computations, and the marginal loss
in features can be compensated by enlarging the output channels. Finally, the last layer is another convolu-
tional layer with kernel size of 1. Strides for the first three layers are fixed at 2, whereas the last layer has a
unit stride. This branch, hence generates an output that is ( 1

8 )th of the input resolution, thereby maintaining
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the required spatial information with a significant reduction in computations. A detailed graphic in Fig. 5.1
shows the overall structure of the shallow branch.

5.2. Context Branch
As already established previously, detailed spatial information coupled with adequate receptive field, sig-
nificantly affects semantic segmentation accuracy. While the shallow branch takes care of the spatial de-
tails, we design a new attention branch, with light-weight compact asymmetric position and local attention
(CAPA+LA) for providing a sufficient receptive field and capturing both global and local context. We use a
pretrained MobileNetV3-Small [31] as the lightweight feature extractor in this branch, which can downsam-
ple the input images effectively and efficiently to provide rich high level semantic features. These features are
however unrefined, and hence, need to be passed on to a refinement stage, which in this case is the context
aggregation block.

5.3. MobileNetV3-Small
Interesting thing about mobile networks such as [19, 31, 32, 61, 84] is that they are built upon efficient building
blocks such as depth-wise convolutions, depth-wise separable convolutions, atrous convolutions etc. This
concept imparts an acceptable inference speed on mobile platforms while maintaining the required accuracy.
For instance, depth-wise separable convolutions were introduced in MobileNetV1 [32].

Similarly, MobileNetV2 [84] introduced the concept of linear bottlenecks and inverted residual structure
for enhancement of individual layer structures. This structure is defined by a series combination of 1×1 ex-
pansion convolution, depth-wise convolutions and a final 1× 1 projection layer. If the input has the same
number of channels as the output, they are connected with a residual link. It is noteworthy that such a
structure maintains a dense representation of both the input and output, while internally expanding to a
higher-dimensional feature space. Building upon MobileNetV2, MnasNet [93] introduced efficient attention
blocks in the bottleneck structures with the help of squeeze-and-excitation modules [33], which were placed
after the depth-wise convolutions, such that maximum receptive field is available to the attention blocks for
feature extraction. The squeeze block suggested in [33] is primarily meant for global information embedding
whereas the excitation block takes care of the adaptive re-calibration of assimilated features from the squeeze
operations.

Later in 2019, MobileNetV3 [31] was introduced which uses a mixture of layers suggested in MobileNetV2
and MnasNet, to construct the most effective and efficient neural network for mobile applications. Modified
swish non-linear functions were used to improve the performance of layers, along-with hard sigmoid for
squeeze-and-excitation modules. The exact specifications of the backbone are mentioned in Table 5.1, with
the associated notations. The final feature vector after the backbone is of size 64×32×576.

Input Operator Exp. Size C SE NL s
2048×1024×3 Conv2D, 3×3 - 16 7 HS 2
1024×512×16 BNeck, 3×3 16 16 X RE 2
512×256×16 BNeck, 3×3 72 24 7 RE 2
256×128×24 BNeck, 3×3 88 24 7 RE 1
256×128×24 BNeck, 5×5 96 40 X HS 2
128×64×40 BNeck, 5×5 240 40 X HS 1
128×64×40 BNeck, 5×5 240 40 X HS 1
128×64×40 BNeck, 5×5 120 48 X HS 1
128×64×48 BNeck, 5×5 144 48 X HS 1
128×64×48 BNeck, 5×5 288 96 X HS 2
64×32×96 BNeck, 5×5 576 96 X HS 1
64×32×96 BNeck, 5×5 576 96 X HS 1
64×32×96 Conv2D, 1×1 - 576 X HS 1

Table 5.1: MobileNetV3-Small specifications for our use-case. The Input column shows the size of input vector to the associated layer
in W × H × N , where W , H and N are width, height and the number of channels in the tensor respectively. The expansion size is
mentioned in the Exp. Size column, whereas the C column tells about the output number of channels after the vector is passed through
the associated layer. 7and Xindicate the absence and presence of squeeze-and-excite modules in the associated block respectively. NL
column indicates what kind of non-linearity is present in the block whether Hard-squish (HS) or ReLU (RE). The final column s indicates
the stride of the block.
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The hard-swish non-linearity is defined as:

h − swi sh[x] = x
ReLU 6(x +3)

6
(5.1)

which significantly increases the accuracy of deep neural networks in image classification tasks [18, 30].
Interesting aspect of MobileNetV3 series is that these models were not designed by any humans. Instead,

the authors used block-wise platform-aware neural architectural search (NAS) [93] for finding the global
structures. Then they performed a layer-wise search for searching the optimal number of filters using Ne-
tAdapt [110]. All proposals that were generated with NetAdapt, were filtered based on a single criteria that

maximizes the ratio ∆accur ac y
|∆l atenc y | . All of the above factors combined result in an accurate and low-power image

classifier that could potentially be used a backbone for many computer vision tasks.

5.4. Context Aggregation Block
Theoretically, when an image is passed through the forward flow of a feature extractor like ResNet [27] or
MobileNetV3 [31], the output is a feature vector of certain size (W ×H) and has certain number of channels
(N ), which depends upon the output layers of the extractor. These channels ideally, are (N ) different inter-
pretations of the input image, which implies that each and every interpretation contains some or the other
information about the contents of the original image. Intuitively, it is very likely that each position in a par-
ticular channel has some sort of mapping or a link in another channel. Furthermore, positions in a certain
channel could also possibly have local connectivity within the same channel. These long-range and local
dependencies could be crucial for accurate semantic segmentation. The key ideology of context aggregation
block is therefore, is to capture effectively and efficiently such inter-channel and intra-channel mappings.
Couple of previous works have explored this concept but at the cost of significant computations, which be-
comes the focal point of this research.

Position attention module (PAM) was introduced in [23], which is potent enough to capture long-range
dependencies crucial for accurate semantic segmentation. However, the module is computationally expen-
sive and requires significant GPU memory for execution. In this section, we review the shortcomings the
components of PAM block and attempt to overcome them.

5.4.1. Revisiting Position Attention Module
The following sections are inspired from [23, 48, 122]. The solutions presented in [48, 122] have been em-
ployed as a part of this research to refine the features obtained from the previous backbone (MobileNetV3-
Small) stage.

The original position attention module is shown in the upper part of Fig. 5.2, where the output from the
previous backbone stage is fed to three parallel convolutional layers to generate new embeddings. After the
embeddings have been generated similarity matrices are calculated using matrix multiplications, followed
by a Softmax normalization process. This output contains the semantic cues for every position in the input
feature vector. The entire pipeline can be seen in Fig. 5.2 on top.

5.4.2. Compact Asymmetric Position Attention (CAPA) Module
A careful observation of the pipeline in Fig. 5.2, indicates that there could be two possible limitations to the
position attention module suggested in [23]. Firstly, the matrix multiplications of the Key and Value convo-
lutions followed the by the next multiplication process after the softmax activation stage, increase the time
complexity, as these computations are performed on relatively large matrices. Secondly, the original design
proposes to extract the contextual information directly from the outputs of the backbone which has a very
large number of channels, thereby increasing the required number of parameters. One possible solution to
the first identified challenge was suggested in [122] which assists in the reduction of computational expenses
in such self-attention modules. However, for our real-time application case, we believe that the complexities
could be reduced even further by adjusting the number of parameters and computations in the convolutional
layers of the self-attention module. So first, we discuss the solution presented in [122] in detail, which we
employ in this research and then we discuss the additional improvement in the convolutional layers, which
tackles the second identified challenge.

For our real-time scene understanding architecture, the input to the context aggregation block has a size
of 64×32 = 2048. Therefore, it can be said that the simple, yet large matrix multiplication is the basic cause of
increased computations in the PA block. The limiting factor in the above step is the number A (Fig. 5.2), and
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Figure 5.2: Position attention module (top) and the compact asymmetric position attention module (bottom). Here, A =W ×H . Our
CAPA module leverages the benefits of spatial pyramid pooling and depth-wise separable convolutions. Image best viewed in color.

if it were changed to a smaller value M , (where M << A) might help in alleviating some of the computations.
Although, changes have to be made in such a way that the output size of the vector remains unchanged.

Hence, we adopt the suggestion of [122] of employing spatial pyramid pooling modules [118] after the
convolutional layers in the position attention module to effectively reduce the size of the feature vectors for
easier computations. Therefore, instead of feeding all the spatial points to the to multiplication process, it
would be advisable to sample the points and feed only certain representative points to the process.

This is precisely what the PSP-module [118] does. From previous works [28, 72, 118] we know that the spa-
tial pyramid pooling module [118] has been proven to be effective in capturing multi-scale representations.
Furthermore, this pooling module is free from parameters and has high efficacy. Therefore, for our real-time
application, an appropriated choice would be to employ this module for sampling the Key and Value vector
representations. We use four adaptive maximum pooling at four scales to reduce the amount of computa-
tions in the PA block (similar to what was suggested in [122]) and then the four pooling results are flattened
and concatenated to serve as the input to the next layer.

For our experiments, we set the number of scales at four, as was also suggested by [122]. The number of
sparse representations can be formulated as:

S = ∑
n∈1,3,5,8

n2 = 110 (5.2)

thereby reducing the complexity to O (N̂ AM), which is much lower than O (N̂ A2). Specifically, for our input
to the PA block of 64×32 = 2048, this asymmetric multiplication saves us 64×32

110 ≈ 18 times the computation
cost. Furthermore, the feature statistics captured by the pooling module are sufficient to provide cues about
the global scene semantics.

So far we have discussed the solution presented in [122]. But as mentioned earlier, there is still a scope of
improvement in this block with respect to the convolutional layers present, considering a real-time applica-
tion at hand. This block employs three 1×1 convolution layers, which results in a relatively larger number of
parameters. This might not have a direct influence on the overall execution speed, but a neural design with
lesser parameters indicates the effectiveness and efficiency of the model. The idea proposed in this approach
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is simple [24] and is shown in Fig. 5.3.

Figure 5.3: Cheap operations concept. Best viewed in color.

Regular convolution layers have learnable filters that convolve on the input feature vector. The repetitive
convolution strategy results results in a certain number of parameters based on the kernel size, input size
etc. and also in redundant features. Basically, if there are N output channels, it is unlikely that all the chan-
nels contain absolutely dissimilar information, which means that some channels (if not all) could literally
be duplicated and need not have repeated convolutions. This technique is called cheap operations, where a
convolution layer is applied first to generate a smaller number of channels, and this collection of features is
then passed to a set of cheap linear operations, which result in exactly the same output as compared to a full
convolution, but with reduced parameters and computations. Cheap linear operations are a generic strat-
egy and in this research the implementation is done with depth-wise separable convolutions. A quantitative
breakdown of this procedure is later presented in the ablation studies.

5.4.3. Local Attention
In the previous section, we calculate the global statistics for every group which are later multiplied back to
features within. The aspect to be noted here is that the windows in which the statistics are calculated are
relatively large, and hence there is a possibility that the statistical cues could be biased to towards the larger
patterns as there are more samples within, which can further cause and over-smoothing of the smaller pat-
terns. This over-smoothing should be avoided to create an accurate semantic segmentation algorithm.

In this regard, a local attention (LA) module was proposed in [48] to adaptively use the features, con-
sidering patterns at every position encoded by the previous global attention block. We directly employ the
above suggested module in this research without any additional modifications. Our ablation studies indicate
that this module is efficient and fast and hence requires no additional improvements. Fundamentally, the LA
block predicts local weights by re-calculating the spatial extent, which is primarily targeted to avoid coarse
feature representation issues, which were present in the previous CAPA module. Here, the predicted local
weights add a point-wise trade-off between the global information and local context. CAPA module lacks in
details which is complemented by the use of LA block, thereby generating a more fine-grained representation
of the input features. The local attention block is hence, modelled as a set of three depth-wise convolutional
layers, which allows for fine-tuning the feature representations from the previous CAPA module.

5.4.4. Plug-n-Play Concept
Both the attention modules employed in this research were suggested in different literature and were, hence
utilized in different sections of the architectures. However, the combination of these two modules allow for
the creation of a linear sub-structure of self-attention mechanism. Since, the local attention module operates
on the feature vectors coming from the CAPA module, this linearity in approach allows this overall block to
be used as a plug-n-play structure for other multi-branch architectures for semantic segmentation. Details
have been presented in the ablation studies section.
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5.5. Downsampling Bottleneck
Feature representations while context extraction could increase significantly, thereby increasing the inference
time and introducing redundancy in semantics. Hence, keeping a check on the number of channels becomes
important while designing the attention branch. In deep learning, a bottleneck is a neural block that has
lesser input channels as compared to the previous layers. This block is usually added to deep structures to
assist in reducing the number of features (channels) to best fit in the GPU space available. This further assists
in avoiding over-fitting or exploding weights. In our research, we use a downsampling bottleneck with 1×1
convolutions with reduced channels to reduce the number of feature representations in the attention branch,
thereby reducing the number of parameters required to learn effectively. Furthermore, this bottleneck gen-
erates a class-wise discriminated output representation which is later used to directly supervise the learning
of this particular branch. In common terms this is called deep supervision of internal structures of a model.
Since this branch generates the crucial low-level features a doubly deep supervision ensures the appropriate
extraction of features.

5.6. Feature Fusion
It is to be noted that the features extracted from both the branches are in different levels of representation, i.e.
a higher level and a lower level. Hence, a simple addition of both the feature vectors is very unlikely to produce
the desirable results. [72] and [73] follow the addition-of-features strategy in order to save computations. This
in turn, tends to have significant impacts on the final accuracy of the model. Therefore in this research, we
implement a feature fusion technique as suggested in [112], with certain adaptations.

In order to fully utilize the vector representations from both the branches, we concatenate both the fea-
tures first, followed by a downsampling bottleneck. The initial idea of fusion suggested in [112] incurs a great
deal of computational expenses and the reason for this the fact that the concatenated feature vector is large
in all the three dimensions. Hence, computations on this extended representation is the primary reason for
the slow performance of this particular module. Adding a downsampling bottleneck reduces the efforts of the
later computations in this module by significant amount, without causing damage to the overall accuracy.

This if followed by a depth-wise convolution, which again assists in retaining the representations as con-
ventional convolution, but with reduced computations. This is followed by a batch-normalization step to
equalize the different feature scales. In the next step, we apply a reduced channel attention block to further
enhance the vector representations, the output of which is multiplied with the initial features. A detailed
schematic is shown in Fig. 5.4

Figure 5.4: Feature fusion module. Best viewed in color.

Finally, we upsample the features again with an upsampling bottleneck, such that the retained features
have the exact same representation as was described in [112].

5.7. Output Classifier
The output classifier block generates the final class-wise discriminated outputs for predictions. Empirically,
we observe that the addition of a smaller number of layers boosts the performance of the fusion module.
A possible reason for this could be that till the fusion module vector representations already have discrete
separation of features within the channel representations and the only aspect left is implementing a class-
wise separation. Hence, for a simple class-wise separation, multiple layers become unnecessary.
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With this concept in mind, we utilize only two layers in the final classifier, one depth-wise separable con-
volution and one point-wise convolution as the final output layer. Since we use SGD as our optimizer, we use
Softmax activation instead of Sigmoid [72, 73].

5.8. Loss Functions
Several loss functions have been proposed and used for scene understanding tasks. Datasets like Cityscapes,
CamVid and UAVid contain a number of easy examples (over-weighted classes) and a relatively smaller num-
ber of hard examples. In order to create a suitable balance between the two, we use the regular weighted
Cross-entropy loss given by Eq. 5.13-14. Apart from just monitoring the overall output of CABiNet, we use
two additional auxiliary loss functions, one that monitors the output of the attention branch and one for the
attention fusion module. These two auxiliary loss functions provide deep supervision of the two modules,
thereby making sure that the right feature representations are learnt. The value of α is set to 1

l oss = 1

N

∑
i

Li = 1

N

∑
i
− log

(
epi∑
j ep j

)
(5.3)

Here, p is the final output of the network (prediction).

L(X ;W ) = lp (X ;W )+α
K∑

i=2
li (Xi ;W ) (5.4)

where, lp is the principal loss of our network, Xi is final feature output from stage i and li is the corre-
sponding loss for that stage. K is three in this research and L represents the joint loss of the function. Utilizing
a joint loss makes it easier to optimize the model, hence the auxiliary losses are only employed during the
training stage.

5.9. Implementation Details
5.9.1. Training Objectives
Following [112], our model has a total of three supervisions, two for the context branch and one for the overall
architecture. Mathematically, we express the loss functions as:

L f i nal = Lout put +LC 1 +LC 2 (5.5)

where, LC 1 and LC 2 are the two auxiliary losses for the context branch. We use regular cross entropy for
the final loss and perform online hard example mining (OHEM) [88] for the auxiliary losses. We do not use
weighing parameters to control the influence of the auxiliary loss functions. Instead we incorporate them
completely into the overall loss calculation.

5.9.2. Training Settings
This research is based on an open-source deep learning framework PyTorch 1.4 [70], commonly used for se-
mantic segmentation models. The backbone used in the attention branch is MobileNetV3-Small [31] with
unit width. For optimizing the network, we use Stochastic Gradient Descent (SGD) [39] and set the initial
learning rate as 1e−4 for Cityscapes and 5e−5 for UAVid. We employ the poly-learning rate strategy, where
during training, the learning rate is multiplied with 1− ( i ter

max_i ter )power , with power being equal to 0.9. For
Cityscapes we randomly crop patches of [1024, 1024] from the original input images during training. For
UAVid we adopt a slightly different technique as compared to [60]. The original author proposed to split the
UAVid images into 9 overlapping regions of (1024×2048) during training and inference. Instead, we recom-
mend to split the image into 4 equal quarters of (1920×1080). As a result, we do not have to average out the
results of the overlapping sections, thereby improving the overall prediction accuracy at the cost of slightly
slower inference. It is tedious to train on the full resolution of UAVid, as the image size is too large and re-
quires a significant amount of GPU memory to store the intermediate features. We use data augmentation
techniques like random horizontal flips, random scaling and color jitter for both the datasets. Scales range
from (0.75, 1.0, 1.5, 1.75, 2.0). Batch-sizes are set at 6 for Cityscapes and 3 for UAVid and since we train and
evaluate on a single GPU, we do not employ cross-GPU synchronized batch normalization. Furthermore,
training iterations are set at 160k for Cityscapes and 240k for UAVid. All the above mentioned experiments
are conducted on a single NVIDIA RTX 2080Ti, with PyTorch 1.4 and CUDA 10.2
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5.9.3. Inference Settings
As a common notion, we do not apply any inference tricks such as multi-scale and left-right flip testing. These
tricks tend to make the overall inference process slower, although provided mIOUs are significant. Ablation
studies are done in single scale as well by feeding in images at full resolution. For inference, we use a single
NVIDIA RTX 2080Ti, with PyTorch 1.4 and CUDA 10.2 and a Jetson Xavier NX with the same software setup.
During inference, no other programs occupy the GPU on either of the two platforms.
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Experimental Setup and Results

In this chapter, we demonstrate the effectiveness and the efficiency of our design by conducting multiple
experiments on different platforms. Firstly, we compare our design with numerous other real-time semantic
segmentation architectures on 2 different publicly available benchmarks. Secondly, we also perform multiple
ablation studies for feature fusion, bottleneck and context embedding modules to effectively study every
component of our architecture.

6.1. Datasets
Robustness of an algorithm can be demonstrated by benchmarking it on multiple, possibly unrelated datasets.
With this ideology in mind, we benchmark our system on Cityscapes [16] and UAVid [60] datasets. We begin
by introducing both the datasets briefly.

Cityscapes is an urban-scene understanding dataset which was publicly released in CVPR 2016 [16]. The
dataset contains a total of 5000 images (fine-grained) out of which, 2975 are for training, 500 for validation
and the remaining 1525 for testing. The dataset also contains additional 20K coarsely annotated images, but
we do not use them in this research. The image size for this dataset is 1024×2048, collected from across 50
different cities. The densely annotated data contains 35 classes, out of which 19 are used for urban scene
understanding. Usage of coarse training data could be employed but usually it is not a practise for real-time
low-latency architectures. An example is shown in Fig. 6.1.

(a) RGB Image (b) Ground Truth for Semantic Segmentation

Figure 6.1: Single training sample from the Cityscapes dataset [16]

UAVid [60] is another publicly available dataset for urban scene understanding that we use in this re-
search, but unlike Cityscapes, this dataset is collected from unmanned aerial vehicles (UAVs). An example is
shown in Fig. 6.2 for comparison. This dataset introduces large scale variations, making it a very competitive
and a tough benchmark. The dataset contains 300 densely labeled images into a total of 8 classes and 100
images are available for testing. The resolution of the images is 4K i.e. 3840×2160, which coupled with the
small size of the dataset, makes it a very challenging benchmark. The reason why the above two datasets
were chosen is that they provide for a real-time analysis and benchmark for urban-scene understanding from
different viewpoints, thereby effectively establishing the robustness of our architecture.

25
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(a) RGB Image (b) Ground Truth for Semantic Segmentation

Figure 6.2: Single training sample from the UAVid dataset [60]

6.2. Evaluation Metrics
For evaluation, we use the standard mean of class-wise intersection over union (mIOU), memory footprint
(in MB/GB), GLOP count (floating point operations) and the overall execution speed (Frames per second).
For calculating the computational expenses we adopt the same strategies as mentioned in [67, 112].

6.3. Results
In this section, we compare the effectiveness of the attention modules (PAM-CAM) suggested in [23] with
the proposed attention modules, namely Compact Asymmetric Position (CAP) and Local Attention (LA). The
benchmark is drawn out based on GFLOPs count (Million), GPU run-time (ms), number of parameters and
impacts on overall mIOU improvements over baseline, which can be seen in Table 6.1. Our proposed atten-
tion block receives an input tensor of size 64×32 during training and inference for Cityscapes dataset. We
therefore, compare the two blocks individually and the overall combinations as well in a fixed testing environ-
ment, such that the both have identical testing conditions. We experiment with both on a single RTX 2080Ti
with CUDA 10.2, with no other programs occupying the GPU. The major difference between the proposed
attention modules and the original modules [23] is the presence of spatial pyramid pooling and depth-wise
separable convolutions. Other processes are identical.

Module GFLOPs Params (K) Runtime (ms) mIOU
ARM + ARM [112] 3.63 311 3.24 74.8
PAM + CAM [23] 1.01 82.24 17.62 76.3
GA + LA [48] 1.01 65.34 14.28 76.1
APNB + AFNB [122] 0.82 42.24 8.35 76.4
CAPAM + LAM (Ours) 0.024 12.29 3.48 76.6

Table 6.1: As compared to original position attention module proposed in [23], our design has much less computational complexity,
lesser parameters and almost 5 times faster. Another attention refinement method was suggested in [112], which has a slightly lower
runtime than ours but has lesser improvements on the overall mIOU. It is to be noted that [112] use two of such proposed modules (AR)
in their actual architecture, which doubles all the above numbers. Since we only have single context aggregation stage, we offer much
less computational overhead. Our attention fusion technique outperforms all the previously suggested methodologies in almost every
aspect.

Apart from simple block-wise comparison, we also compare our overall architecture with the other low-
latency semantic segmentation models on the Cityscapes dataset as can be seen in Table 6.2. Our superior
speed-accuracy trade-offs outperform the current state-of-the-art algorithm in terms of computational ex-
penses and execution speed while maintaining a slightly better overall mIOU score.
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6.3.1. Cityscapes
A detailed comparison between our method and other architectures has been provided in Table 6.2, based
upon the GPU memory footprint, MAdd/GLOPs count, execution speed (RTX 2080Ti and Jetson Xavier NX)
and the overall mIOU score on validation and testing sets. We train our model directly on the training set
of Cityscapes, without incorporating the validation set or the coarsely annotated data. As it can bee seen
from the table, our model outperforms the previous SOTA methods for real-time scene understanding and
achieves 75.9% mIOU score. We also provide a qualitative analysis with the SwiftNet [67] in Fig. 6.3 and Fig.
6.4 and establish the superiority of our model in terms of detecting smaller objects like poles, traffic signs etc.
[67, 123] seem to have certain local inconsistencies on larger objects especially buses, as well as the smaller
objects, whereas our model does not. Thanks to the efficient global and local context aggregation, our model
does not suffer from such local or global inconsistencies.

Model mIOU Memory MAdd Flops Params FPS FPS*
val test

CGNet [106] – 64.8 3134.91MB 55.01G 27.05G 0.5M 34.91 2.91
ContextNet [72] – 66.1 1429.43MB 13.98G 6.74G 0.88M 118.65 10.49
FPENet [56] 69.5 68.0 – – – – – –
SINet [68] 69.4 68.2 672.00MB 2.99G 1.24G 0.12M 68.61 12.02
Fast-SCNN [73] – 68.4 1239.33MB 13.85G 6.72G 1.14M 128.97 11.49
FarSee-Net [117] 69.8 68.4 – – – – – –
ERFNet [78] 71.5 69.7 3244.00MB 213.88G 102.61G 2.07M 20.46 7

DABNet [43] 70.1 70.0 3287.50MB 82.83G 40.88G 0.76M 40.35 7

DFANet [44] 71.3 70.1 1778.09MB 30.68G 15.28G 2.19M 47.88 4.71
LedNet [105] 71.5 70.6 3031.75MB 90.71G 45.84G 0.93M 24.72 7

ESNet [59] – 70.7 1176.29MB 66.81G 33.81G 1.81M 55.65 4.65
ICNet [119] 72.5 71.0 1094.47MB 162.43G 81.02G 28.30M 14.03 7

GAS [52] 73.5 71.8 – – – – – –
BiSeNetV2 [113] 74.2 73.0 2784.99MB 207.64G 103.37G 3.65M 37.90 2.01
FasterSeg [14] – 73.1 – – – – – –
BiSeNet [112] 74.8 74.7 1941.39MB 208.18G 103.72G 12.89M 47.20 2.42
ShelfNet [123] 75.2 74.8 1158.12MB 187.37G 93.69G 14.6M 44.37 2.59
SwiftNet [67] 75.4 75.5 1671.66MB 207.64G 103.37G 11.80M 45.40 2.61
CABiNet (Ours) 76.6 75.9 1256.18MB 24.37G 12.03G 2.64M 76.50 8.21

Table 6.2: Computational expenses and run-time measurements for all the models have been done on a single RTX 2080Ti, on an input
resolution of 1024×2048. The architectures mentioned in the table above have mostly computed their GFLOPS on different resolutions,
thereby making the comparisons unfair. We recompute the MAdd and FLOPS on a common resolution from the official implementations
to provide a better understanding of the architecture complexities. − indicates that the corresponding values could not be confirmed
at the time of writing this report. 7indicates that the execution of the corresponding models at 1024×2048 resolution resulted in < 1
FPS. Please note that the execution speeds for [112, 113] are observed to be lower than what were reported originally as the authors
used TensorRT [95] optimization to enhance the inference speeds of their models. We report all execution speeds of the original models
without any such modifications.
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Figure 6.3: Comparative segmentation results on the Cityscapes validation set. From left, the first column consists of the input RGB
images. Second column indicates the prediction results of the SOTA [67], whereas the third column shows the predictions from our

architecture and the red boxes show the improvements we offer over the current state-of-the-art. Last column comprises of the ground
truths. Best viewed in color.

Figure 6.4: More segmentation results on the Cityscapes validation set. First row consists of the input RGB images. Second row contains
the predictions from our architecture and the third row shows the ground truths of the input images. Bext viewed in color.

6.3.2. UAVid
As previously established, UAVid [60] is a challenging benchmark due to the large resolution of images and
extreme complexities in the scenes. Hera again, we do not use the validation data during training. The vali-
dation data is only used for simple hyperparamter tuning post training. Testing is done on the UAVid official
servers by submitting the predictions from the different models. Interestingly, our efficient context aggre-
gation scheme outperforms the previous state-of-the-art on UAVid, MS-Dilation Net [60], by a large margin
of 14%, all the while maintaining an execution speed of 15 FPS (on 4K resolution) on a single RTX 2080Ti.
Furthermore, we also benchmark other multi-branch architectures on UAVid, to support the claim of split-
and-extract concept of spatial and context details. We however, do not benchmark with this dataset on a
Xavier NX as the SOM is only so powerful to run a full-scale Cityscapes prediction. A detailed quantitative
description can be seen in Table 6.3.

As it can be seen from Fig. 6.5 and Fig. 6.6, our model does not suffer from local or global inconsisten-
cies, thereby effectively capturing the cues to scene semantics. Previous SOTA models had either 0% or less
than 5% detection rates for smaller objects like humans in UAVid. Our model has a detection rate of almost
20% on humans, and furthermore, the segregation between clutter and building is distinctively clear as can
be seen in the figure. Local feature incorporation failure results in a mix-up in clutter and building, which
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Model Building Tree Clutter Road Vegetation Static Car Moving Car Human mIOU FPS
FCN-8s+PRT 77.4 72.7 44.0 63.8 45.0 19.1 49.5 0.6 46.5 –
Dilation-Net+PRT 79.8 73.6 44.5 64.4 44.6 24.1 53.6 0.0 48.1 –
U-Net+PRT 77.5 73.3 44.8 64.2 42.3 25.8 57.8 0.0 48.2 –
MS-Dilation+PRT 79.7 74.6 44.9 65.9 46.1 21.8 57.2 8.0 49.8 –
Fast-SCNN [73] 75.7 71.5 44.2 61.6 43.4 19.5 51.6 0.0 45.9 33.84
ShelfNet [123] 76.9 73.2 44.1 61.4 43.4 21.0 52.6 3.6 47.0 9.65
SwiftNet [67] 85.3 78.2 64.1 61.5 76.4 62.1 51.1 15.7 61.1 11.84
BiSeNet [112] 85.7 78.3 64.7 61.1 77.3 63.4 48.6 17.5 61.5 11.08
CABiNet (Ours) 86.6 79.3 66.0 62.1 78.1 68.3 47.8 19.9 63.5 15.14

Table 6.3: Quantitative results on the UAVid test dataset from the official server. Please note that for training ShelfNet [123], we adopt the
same strategy mentioned in [60], as the architecture functions with only fixed input-sizes which are multiples of 256. All models were
trained on a batch-size of 3, for 50% larger iterations than were originally proposed in each. − indicates that the FPS of the algorithm
could not be confirmed.

could theoretically have similar color and texture. The elevation however, makes the difference, which is cap-
tured effectively by our CAPLA block, thereby reducing the false positives. It is noteworthy that our algorithm
performs better than MS-Dilation-Net [60], even though it is based on a FCN-8s structure.

Figure 6.5: Comparative segmentation results from the UAVid [60] test dataset. First column shows the input RGB images, second
column depicts the outputs of the previous SOTA [60] and the third column shows the predictions of our architecture. White boxes

highlight the regions of efficient feature aggregation.

6.3.3. Benchmarking on Jetson Xavier NX
In order to create effective comparisons, we benchmark SOTA real-time semantic segmentation models on an
embedded device Jetson Xavier NX, a small form factor system-on-module (SOM). The device has a 384-core
NVIDIA Volta™ GPU with 48 Tensor Cores and a 6-core NVIDIA Carmel ARM®v8.2 64-bit CPU. Inferencing
on full scale GPUs like Titan X, RTX20 series etc. is unlikely to provide a real-world analysis, as self-driving cars
and other autonomous vehicles like UAVs or UGVs are more likely to have low-power consumption modules,
with limited memory resources like Drive AGX, Jetson TX2, Xavier NX etc. We benchmark our algorithm and
others on multiple resolutions to demonstrate the efficiency. The mIOU scores have not been provided in
Table 6.4 as the models were trained and evaluated on different sizes and not all official implementations were
available to evaluate. Hence, we only provide the system execution speed, memory footprints and GFLOP

count on 1
4

th
and 1

16
th

of the standard Cityscapes resolution (2048×1024).

6.4. Results on Other Datasets
Apart from the above-mentioned primary datasets, we also benchmark our algorithm on other public datasets
in order to further demonstrate the efficiency and robustness of our algorithm. Specifically, we use AeroScapes
[63] dataset in this section. The AeroScapes dataset contains 11 classes for semantic segmentation and con-
tains a total of 3269 images, out of which 2700 are used for training and the 569 for testing. This split is
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Figure 6.6: More segmentation results on the UAVid validation set. First row consists of the input RGB images. Second row contains the
predictions from our architecture and the third row shows the ground truths of the input images. Best viewed in color.

Model Input Size
256x512 512x1024

Memory MAdd FLOPs FPS Memory MAdd FLOPs FPS
ERFNet 201.50MB 13.37G 6.41G 19.02 806.00MB 53.47G 25.65G 5.20
BiseNet 121.35MB 13.01G 6.48G 28.07 418.36MB 52.05G 25.93G 8.84
BiseNetV2 174.06MB 12.98G 6.46G 26.66 511.56MB 50.25G 24.93G 8.12
SwiftNet 104.66MB 12.99G 6.47G 26.19 418.06MB 51.95G 25.89G 9.14
ShelfNet 72.39MB 11.74G 5.86G 26.97 289.53MB 46.97G 23.42G 7.30
ICNet 68.40MB 10.15G 5.06G 8.49 273.62MB 40.61G 20.26G 3.38
DABNet 205.47MB 5.18G 2.62G 41.06 821.88MB 20.71G 10.22G 10.95
CGNet 195.96MB 3.44G 1.69G 25.77 786.75MB 13.75G 6.76G 11.43
DFANet 111.16MB 1.92G 955.16M 15.25 444.55MB 7.67G 3.82G 13.82
ContextNet 88.65MB 869.38M 419.61M 60.97 356.44MB 3.49G 1.68G 36.77
Fast-SCNN 77.37MB 865.74M 419.78M 69.64 309.71MB 3.46G 1.68G 42.34
SINet 42.00MB 187.02M 74.98M 28.28 168.00MB 784.04M 299.90M 24.78
CABiNet (Ours) 61.23MB 1.03G 502.22M 45.55 244.82MB 4.10G 2.01G 35.72

Table 6.4: Jetson Xavier NX has 6 modes of operation, depending on the power consumption and the number of cores utilized. For full
resolution testing (1024×2048), we employ the maximum power mode (15W, all 6 cores). However, for the smaller resolutions (512×1024
and 256×512) we use a lower mode (10W, only 4 cores) to establish an effective comparison between the possible use-cases. For instance,
implementing semantic segmentation on lower resolutions is likely to imply that there could be more processes running, and hence
considering the usage of other cores for other threads, we utilize only 4. The execution speed is affected by the number of processors
involved in computations.

inspired from the author of the dataset [63]. Qualitative results are shown in Fig. 6.7, and qualitative results
are shown in Table 6.5. This benchmark was captured around several cities with the help of a UAV with height
ranging from 5 to 50 meters.

Model mIOU Person Bike Car Drone Boat Animal Obstacle Building Vegetation Road Sky FPS
Ensemble-Softmax 57.0 48.2 14.8 69.0 47.7 51.4 38.6 14.0 70.5 92.1 86.2 93.8 −
Ensemble-Average 56.6 48.0 14.5 68.5 47.5 49.2 38.2 13.9 70.1 92.0 86.0 93.5 −

Ensemble-MixMatch 55.0 48.5 13.5 71.8 41.8 43.6 36.5 13.8 67.5 91.8 82.6 94.0 −
Ensemble-Winner 53.8 47.5 11.2 66.0 43.5 40.0 38.0 14.0 68.4 91.5 83.5 92.5 −

CABiNet (Ours) 69.2 48.7 32.1 83.0 74.2 95.2 40.3 21.6 80.0 96.9 94.0 95.2 85.4

Table 6.5: Quantitative results on AeroScapes dataset [63]. Our superior context aggregation techniques outperform the previous SOTA
on this dataset by a significant margin, while maintaining a real-time performance. − indicates that the corresponding values could not
be confirmed.
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Figure 6.7: Segmentation results on the Aeroscapes [63] validation set. First row consists of the input RGB images. Second row contains
the predictions from our architecture and the third row shows the ground truths of the input images. Best viewed in color.

6.5. Speed Computations
The methodology for computing the inference speed of a deep learning model has been studied and pre-
sented in certain literature [67, 72, 73, 112]. However, the implementations are naive in their approaches, in
the sense that the suggested approaches use a Python library called time to start the clock when the model
is called and stop the the clock immediately after the model returns the predictions. This may seem like a
sufficient criteria for computing the inference speeds, but there is more to this than meets the eye.

When a deep learning model is instantiated on a GPU, the CPU first initiates the required kernels on the
GPU, it then launches the kernels, then it copies the data from the RAM to the GPU and then the GPU gets
to process. After this data is copied back to the RAM/CPU and the kernels are shut down. The point is not
to disregard these operations, but to synchronize them. GPU operations are by default asynchronous, which
implies that all the above-mentioned operations are not checked internally by a clock, hence resulting in
sequential completion where parallel computations are possible. So it becomes necessary to synchronize
these computations in order to get an accurate estimate of the inference speed.

Furthermore, when a model is instantiated on a GPU, the first few computations often take the largest
amount of time. This reflects largely in the final average of the computed speeds while reporting. The reason
why this happens is that the GPU tends to warm-up in the first few computations so the initial procedures
are time consuming. Hence, it again becomes crucial to instantiate the GPU before computing the actual
inference speeds. In this regard, we use the following algorithm for accurate inference speed computation,
which takes care of all the aforementioned problems.

1

2 def compute_speed(model , input_size , device , iteration):
3

4 torch.cuda.set_device(device)
5 torch.backends.cudnn.benchmark = True
6

7 model.eval()
8 model = model.cuda()
9

10 input = torch.randn(*input_size , device=device)
11 logger.info(’========= Warmup ========= ’)
12

13 torch.cuda.synchronize ()
14

15 for _ in range (50):
16 model(input)
17 torch.cuda.synchronize ()
18

19 logger.info(’========= Speed Testing ========= ’)
20 logger.info("========= DEVICE :%s SIZE:%s=========" % (
21 torch.cuda.get_device_name(device), input_size))
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22

23 time_spent = []
24 for i in range(iteration):
25 torch.cuda.synchronize ()
26 t_start = time.perf_counter ()
27 with torch.no_grad ():
28 model(input)
29 torch.cuda.synchronize ()
30 time_spent.append(time.perf_counter () - t_start)
31 if (i+1) % 100 == 0: print("Iterations {} Complete".format(i+1))
32

33 torch.cuda.synchronize ()
34 elapsed_time = np.sum(time_spent)
35 with torchprof.Profile(model , use_cuda=True) as prof:
36 model(input)
37

38 logger.info(prof.display(show_events=False))
39 logger.info(’Elapsed time: [%.2f s / %d iter]’ % (elapsed_time , iteration))
40 logger.info(’Speed Time: %.2f ms / iter FPS: %.2f’ % (
41 elapsed_time / iteration * 1000, iteration / elapsed_time))
42 logger.info(’\n’)

Listing 6.1: Speed Computation Algorithm

As it can be seen here, we first initialize the model, synchronize the operations at every step and let the
GPU run for the first 50 iterations. Immediately after the GPU is ready, we perform our speed computations
while synchronizing all the operations.

6.6. Ablation Studies
In this chapter we aggressively study the impacts of several components in our architecture on the overall
mIOU and the execution speeds. We present design choices for future developments and their effects on the
final results. All architectures presented in this section use MobileNetV3-Small [31] as the feature extractor.
Baseline is defined as a simple dual-branch network with two convolution layers in the spatial branch and
untrained feature extractor in the second branch. The baseline is devoid of CAPLA and bottleneck modules
and is similar in structure with [72]. For fusing the features from both branches we simply add them which are
later discriminated by a small classifier block into the respective number of classes. Both the branches are fed
images at the same resolution, unlike [72] and all the ablation experiments are performed on this baseline.

Model mIOU
Baseline 68.4
Baseline + SB + CB 72.3
Baseline + SB + CB + CAB 74.7
Baseline + SB + CB + CAB + FFM (WA) 76.6

Table 6.6: Basic ablation study. SB and CB stand for spatial and context branches, whereas FFM (WA) stands for feature fusion module
with weighted attention respectively.

6.6.1. Context Aggregation Block
The context aggregation block (CAB) is designed specifically to capture local and global context effectively
and efficiently. For the case of ablation studies, it is interesting to see how the model performs without this
specific block. If we remove CAB from the design keeping all other modules and training/inference parame-
ters intact, we observe a drop of 2.1% in the overall mIOU score, along with a drop in inference time by almost
3ms. This establishes the fact that the segmentation head is capable enough to obtain a decent mIOU score
on the Cityscapes validation set. The addition of the context block enhances the feature representations,
while having minimal impact on the overall execution speed and complexity.

Now since this block has been introduced as a plug-n-play module, it is worth observing the impacts of
CAB if it were to be implemented in other dual-branch architectures.

Table 6.7 proves the efficacy of the proposed context aggregation block, in a manner that it canbe used
with any dual-branch architecture for semantic segmentation, indicating the superiority in design.
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Model mIOU w/o CAB mIOU w CAB
ContextNet [72] 66.1 69.2 ↑
Fast-SCNN [73] 68.4 71.2 ↑
BiSeNet [112] 74.7 75.3 ↑
BiSeNetV2 [113] 74.2 75.1 ↑

Table 6.7: CAB implemented in other algorithms. Straightforward addition to [72, 73, 113] results in significant improvements over the
baseline models. In [112], the proposed attention refinement modules were replaced with CAB.

6.6.2. Backbone Choice
A lot of previous real-time semantic segmentation architectures [67, 112, 119, 123] employ powerful feature
extractors like ResNet-18 [27]. Even though this choice is justified for accurate semantic segmentation, the
implications on execution speed and computational complexity are profound. Consider, for instance Table
6.8, where we provide a detailed comparison between the various possible efficient backbone designs for
real-time perception applications like object detection, segmentation etc.

Model mIOU Memory MAdd Flops Params FPS
EffNet [19] M −0.5 4712.00MB 41.46G 21.41G 1.76M F −10
ShuffleNetV2 (0.5×) [61] M −0.6 469.50MB 3.49G 1.65G 0.34M F +5
ShuffleNetV2 (1.0×) [61] M −0.1 871.12MB 12.44G 6.29G 1.25M F
ShuffleNetV2 (1.5×) [61] M +0.3 1225.50MB 25.36G 12.45G 2.48M F −15
ShuffleNetV2 (2.0×) [61] M +0.6 1651.12MB 49.82G 25.05G 5.35M F −20
ResNet-18 [27] M 944.00MB 112.01G 56.81G 8.18M F −20
MobileNetV3-Large (0.75×) [31] M +0.6 1946.92MB 13.31G 6.33G 1.79M F −20
MobileNetV3-Large (1.×) [31] M +1.3 2138.05MB 18.48G 8.88G 2.97M F −10
MobileNetV3-Small (0.75×) [31] M −2.6 619.65MB 3.69G 1.74G 0.57M F +5
MobileNetV3-Small (1.×) [31] M 672.78MB 4.78G 2.28G 0.93M F

Table 6.8: Computational comparison between common light-weight feature extractors. M and F indicate the ground value of mIOU
and FPS (measured on RTX 2080Ti on 2048×1024 resolution) on Cityscapes validation set, which are 76.6 and 76.50 respectively. All other
models are evaluated against these references. All other computational expenses are measured for the extractors (backbones) alone and
not for the overall segmentation model. Relative improvements over the ground values are shown in the mIOU and FPS columns.

Let us begin by analyzing the ShuffleNetV2 [61] series first. As we can see from Table 6.8, ShuffleNetV2
(0.5×) and ShuffleNetV2 (1.0×) do not provide the same mIOU score as the reference model with MobileNetV3-
Small (1.0×). Furthermore, the deeper versions of ShuffleNetV2 although provide an improvement in the
overall mIOU score, they tend to have significant increase in their memory footprints and computational
complexities (increased GFLOPs count). This in turn, causes a decrease in the overall FPS of the segmen-
tation model. EffNet [19] has an undesirable memory footprint, thereby rendering the segmentation model
ineffective on embedded platforms.

Next, let us compare the internal variations of the MobileNetV3 design. As we can see from the table,
the larger versions have significant memory footprints, even though the complexity is lower than those of
ShuffleNetV2 and ResNet-18. The number of parameters is marginally acceptable for both the large designs
of MobileNetV3. So even though the larger variations have decent improvements in the overall mIOU score,
the memory footprints become the limiting factors, the effects of which can be seen on the overall FPS as
well.

Therefore, we are essentially left with the smaller versions of MobileNetV3. Both of these (MobileNetV3-
Small (0.75×) and MobileNetV3-Small (1.×)) have almost comparable memory requirements and complexi-
ties. However, the mIOU scores on both backbones are significantly apart. Naturally, the optimal choice for
our use-case (low-latency high accuracy) becomes MobileNetV3-Small (1.×).

It is also interesting to observe the relative complexities of the SOTA [67] and our architecture with the
same backbones. Hence, we utilize ResNet-18 as our primary feature extractor for effective comparison be-
tween the SOTA [67] for real-time semantic segmentation and our model. The quantified results are shown
in Table 6.9.

As it can be seen from the table above, our segmentation head is lighter, faster and more accurate as
compared to both SwiftNet [67] and BiSeNet [112], even if we use the same feature extractor as them which is
ResNet-18. This, when further coupled with an even more light-weight backbone, creates significant impacts



34 6. Experimental Setup and Results

Model mIOU Memory MAdd Flops Params FPS
BiseNet [112] 74.8 1941.39MB 208.18G 103.72G 12.89M 47.20
SwiftNet [67] 75.4 1671.66MB 207.64G 103.37G 11.80M 45.40
CABiNet-R18 (Ours) 76.7 1502.58MB 132.51G 66.41G 9.19M 54.50
CABiNet-MV3 (Ours) 76.6 1256.18MB 24.37G 12.03G 2.64M 66.50

Table 6.9: Relative complexity comparison between our approach and the current state-of-the-art. With ResNet-18 [27] as the backbone,
the computational complexities become more comparable between the two architectures. CABiNet offers a 35% reduction in computa-
tions, with comparable mIOU along-with a 16% reduction in the overall inference time. Both the approaches [67, 112] use ResNet-18 as
the primary feature extractor. R18 and MV3 stand for ResNet-18 and MobileNetV3-Small (1.×) respectively.

on the overall inference. Furthermore, the comparison between CABiNet-R18 and CABiNet-MV3 from Table
6.9 and Table 6.8 reveals that the computational overheads added by ResNet-18 are larger as compared to
MobileNetV3-Small even though it provides similar mIOU scores. Since the segmentation head is light, using
a heavy backbone and limiting the capabilities of the overall model in terms of inference, does not seem to
be a logical decision.

6.6.3. Spatial Branch
In this study, we replace the spatial branch with the final feature representations from the backbone. A small
convolutional layer with batch normalization is applied to reduce the number of channels as per the require-
ments of the feature fusion module. As a result, the model becomes lighter but also tends to have a lower
mIOU score as compared to the original model. Specifically, we see a drop of 0.5% in the overall mIOU on
the Cityscapes validation set. Another aspect that is observed is the increased variance in the overall design.
Without the spatial branch, the segmentation head tends to have a larger variance in terms of the final mIOU
and was observed to have a variance as large as 2%. This implies that the final mIOU is within ±2 range. The
spatial branch reduces this uncertainty in the final architecture at the cost of slight increase in computations.

6.6.4. Feature Fusion Module
Several fusion techniques have been suggested in literature, and designing the right technique could have
significant impacts on the final outcome. We experiment with simple feature addition, simple feature con-
catenation and feature concatenation with weighted addition. Consider Table 6.10 for a quanititative com-
parision between the various fusion techniques.

Fusion Style mIOU FLOPs
Feature Addition [72] 73.2 0.5G
Feature Concatenation w/o AW [73] 74.5 0.8G
Feature Concatenation w AW [112] 76.6 1.5G

Table 6.10: AW here stands for attention weight based fusion.

As can be seen from the table above, feature concatenation with with weighted attention provides the best
mIOU scores out of the three variants, at the slight cost complexity which is acceptable.

6.6.5. Sampling Method Choice
The sampling strategy used in the CAPA module has to potential to affect its performance significantly. Nor-
mally, there are three variations, r andom, max and aver ag e, but in this research we experiment only with
the max and aver ag e as the random sampling technique is less efficient as compared to other two [118].
Furthermore from the same literature, it can be established that the aver ag e sampling method is likely to
perform better than the max method. Theoretically, this could be attributed to the fact that the aver ag e
sampling method considers all the input spatial operators, unlike the other two, which can be seen from
Table 6.11.

6.6.6. Number of Sparse Representations
The layers of the pyramid pooling module determine the number of sparse anchor points which, in turn have
an impact on the performance of the AP block. Following the footsteps of [118], we experiment with multiple
variations of the output sizes of PSP module. Specifically, we experiment with bin sizes of 1,2,3,6 and 1,3,6,8
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Sampling Strategy mIOU
Random Pooling 76.2
Max Pooling 76.4
Average Pooling 76.6

Table 6.11: Different pooling strategies and their impacts on the overall mIOU.

and their combinations with max and aver ag e methods. Considering the impacts on mIOU score and the
computational expenses, even though aver ag e pooling with a bin size of 1,2,3,6 provides sufficient semantic
coverage, we choose the former combination at the slight cost of increases computations because it also gives
us a slightly better result of 76.6%.

6.6.7. Bottleneck
The combination of the bottleneck and the attention fusion provides for the double supervision of the at-
tention branch. Since the context branch generates a decent semantic representation and comprises of the
most crucial components in the model, the bottleneck is added to create a semantic distinction from the ex-
tracted features, before the representations are fed to the feature fusion module. This bottleneck allows us to
supervise the context branch directly, thereby improving the overall performance. The bottleneck provides
for additional supervision of the entire model, along-with a slight boost in the overall mIOU score by 0.3%.





7
Discussions and Future Work

In this research, a new methodology was presented to tackle the challenge of real-time semantic segmenta-
tion with a novel context aggregation block design. Local and global context assimilation were observed both
qualitatively and quantitatively in the report. The pipeline presented is simple in terms of design, implemen-
tation and execution. We start with the input RGB image and perform parallel operations to extract deep
features and spatial features using two separate heads. It is observed that both long-range and short-range
dependencies prove to be crucial for accurate semantic segmentation. No post-processing techniques are
applied like SegFix [115] or Deep CRFs [42, 74] for further enhancement of the obtained predictions. Predic-
tions were directly submitted to the official servers for evaluation. While improving the overall mIOU score,
we am also able enhance the execution speed significantly with the help of the novel context aggregation
block and a strategic use of depth-wise convolutions.

A possible future work would be to implement the suggested approach using distributed training tech-
nique. Instead of training on a single GPU, the architecture could be trained on multiple-GPUs in parallel
with a larger batch size and reduced number of iterations. This can bring about an increase in the overall
mIOU score on both datasets.

Another possible extension of this project is forecasted in the temporal domain. By training on spatio-
temporal data, instead of static images, the temporal information of videos could be harnessed to further
boost the performance. It is possible to design attention blocks that incorporate temporal abstractions as
well. In fact, non-local operators that were initially proposed in [102] did have a temporal representation
layer and were proposed for understanding object semantics in videos.

There are a couple of other datasets available such as DroneSeg, SkyScapes [2] etc. which could be used
for benchmarking this algorithm. However, unlike UAVid and Cityscapes, these dataset are not well managed
and do not provide official testing servers for evaluation. They also suffer from relatively poor documentation.
Hence, only two primary datasets were chosen for this research along-with one other, Aeroscapes [63].

If the output layer of pixel-wise classification is replaced with an object detection head (a region pro-
posal network and bounding box regressor), this same pipeline could be used for accurate high-speed object
detection in image and in videos as well.

Furthermore, this segmentation head could very well be modified to suit the requirements of instance-
aware segmentation. Coupled with this new methodology, segmentation head and instance head could fur-
ther be combined to address panoptic segmentation as a whole.
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