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ABSTRACT 

Non-uniqueness of satellite gravity interpretation has been usually reduced by using a priori information 

from seismic tomography models. This reduction in the non-uniqueness using seismic tomography has 

usually introduced additional uncertainty through the conversion relations or the bias in the interpretation 

due to user choices and experience. The interpretation of satellite gravity using seismic tomography 

models has been based on velocity-density conversion formulas or user interpretation for the 3D 

subsurface structures (objects) in the seismic tomography models. This has been done without a 

standardized methodology on how to extract the subsurface structures from 3D subsurface data.  

In this research, a new methodology is introduced to extract the 3D subsurface structures from 3D 

geophysical data using a state-of-art 3D Object Oriented Image Analysis (OOA) technique. The 3D OOA 

is tested using a set of synthetic models that simulate the real situation in the study area of this research. 

Then, 3D OOA is used to extract the 3D subsurface objects from real 3D seismic tomography model of 

the study area. After that, the extracted 3D objects are used to reconstruct a forward model and compare 

its signal with the measured satellite gravity. Finally, the result of the forward modelling, based on the 

extracted 3D objects, is used to constrain the inversion process of satellite gravity data.  

Through this work, a new object-based approach is introduced to interpret and extract the 3D subsurface 

objects from 3D geophysical data. This can help in interpreting other 3D geophysical datasets that need 

long time and experience users. Also, a new approach is introduced to constrain modelling and inversion 

of potential field data using the extracted 3D subsurface structures from other methods. Finally, a new 

approach is introduced to constrain interpretation of the satellite gravity measurements that can be applied 

using any 3D seismic tomography model. 
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1. INTRODUCTION  

1.1. Background  

Geophysical data are the main source of information about the subsurface. They represent a critical stage 

in the exploration process for mineral, underground water, oil and gas exploration. Further, they are the 

main source for information about the composition of the deep interior of the Earth (e.g. lithosphere, 

mantle composition, structure and dynamics). Potential field data are geophysical data that measure the 

potential fields of the Earth (e.g. gravity and magnetic fields). These potential fields are mainly affected by 

the distribution of the physical properties in the subsurface (e.g. gravity measurements are affected by the 

density distribution in the subsurface and magnetic measurements are affected by magnetic susceptibility 

distribution). They played a vital role side by side with seismic tomography in modelling the Earth 

subsurface and especially in regional studies where the studies related to the large geographical regions. 

1.1.1. Satellite gravity 

Satellite gravity is gravity field measurements that were available recently in the last decade. Recent 

satellite missions were launched like CHAMP in 2000, GRACE in 2002, and GOCE in 2009 to measure 

the global gravity field (Greicius, 2012, Tapley and Kim, 2001). The global coverage and the consistent 

data quality are the most significant advantages of the satellite gravity data (Nabighian et al., 2005). The 

GOCE satellite has a state-of-the-art gradiometer with accuracy of ~1mGal and an orbital height of 250 

km that allowed a high spatial resolution (~40 km) and strong gravity signals (Loekken, 2012b, van der 

Meijde, 2011). The European Space Agency (ESA) expected that new data from GOCE satellite will help 

in studies of (i) the Earth's interior physics, (ii) geodynamics associated with the lithosphere, (iii) mantle 

composition and rheology, and (iv) uplift and subduction processes (Loekken, 2012a). 

1.1.2. Non-uniqueness of geophysical data 

One of the main issues for interpreting potential field data and subsequently satellite gravity is the non-

uniqueness of inversion processes. In an inversion process, field measurements above the earth surface are 

inverted into a 2- or 3D subsurface spatial distribution of the physical property related to these 

measurements (e.g. density subsurface distribution in case of gravity measurements) (Wang et al., 2012). 

The non-uniqueness of the inversion process means that an infinite number of subsurface models can be 

produced and fit the same field measurements (Figure 1) (Barbosa and Silva, 2011, Claerbout, 1988). 

Therefore, it needs additional information to reduce such non-uniqueness, which is not easy task and 

especially in regional studies (Tedla et al., 2011). 

 

Figure 1: The problem of non-uniqueness inversion of potential field data modified from (Ellis, 2010). The measured gravity 
signal above the earth surface could be fitted by several subsurface models using different inversion parameters 
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1.1.3. The modelling and inversion methods 

Several methods were used to model and inverse the subsurface using the potential field data. Barbosa and 

Silva (2011), Nabighian et al.(2005) and Fedi and Pilkington (2012) reviewed methods that were used to 

inverse and reconstruct subsurface bodies using potential field data. The methods can be divided into two 

groups: Forward methods, and inverse methods (Figure 2).  

 

Figure 2: Flow chart explaining the different interpretation methods of potential field data. 

1.1.3.1. Forward methods 

Forward methods mainly use a priori information about the subsurface in order to construct a 3D 

subsurface model for the area of interest. The calculated geophysical signal resulted from the estimated 

model is compared with the measured geophysical signal in order to evaluate the constructed model. The 

most common approaches for the forward modelling are the Haaz (1953) approach (which was adapted in 

the UBC-GIF software package (Li and Oldenburg, 1996, Li and Oldenburg, 1998)) and the Goetze et al. 

(1988) approach (implemented in the IGMAS+ software package) (see also Figure 2). The main difference 

between the two approached is the method of constructing 3D subsurface models.  

First, the Li and Oldenburg (1998) approach used the Haaz (1953) solution for the forward modelling 

equations that depends on the voxel cube representation of subsurface structure. Second, the Goetze et al. 

(1988) approach was based on the analytical solution of the volume integral of the 3D polyhedral 

homogenous body (object based representation) of the 3D subsurface models.  

Another method for forward modelling was introduced by Li (2010). The method mainly is based on 

dividing the studied models into layers and bodies. Then, the effect of each component in the model is 

calculated in the wavenumber domain. After that, all effects are added in the end in the spatial domain. 

This method is characterized by its fast computation. Schmidt et al. (2011)reviewed the three different 

approaches and compared between them. 

In general, the forward modelling methods are subjective due to the necessity of the methods to a priori 

information and the dependency of the methods on the user experience who interpret the available a priori 

information to build the subsurface models. 

1.1.3.2. Inverse Methods 

The inverse methods can be divided into 3 categories (Figure 2): 

(i) Automatic methods 

The automatic methods (e.g. Euler Deconvolution (Thompson, 1982) and Werner Deconvolution 

(Hartman et al., 1971)) do not require a priori information about the subsurface densities or the shape 

bounds of the subsurface objects. However, these methods are still far away from producing a reasonable 

3D subsurface model because they either produce subsurface point source distribution (Reid et al., 1990) 

or a contact surface between two media with different physical properties (Mushayandebvu et al., 2004). 

(ii) Spectral methods 
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The spectral methods can be divided into two groups. The first one is based on the statistical spectral 

method (Spector and Grant, 1970). The second one is based on the spectral content of the potential field 

data (Parker, 1973). 

1- The spectral statistical method (Spector and Grant, 1970) is based on the concept that the anomalies 

from the deep-seated sources have low wavenumber characteristics while the anomalies from the 

shallow-seated sources have high wavenumber characteristics. In other words, the average radial 

power spectrum is exponentially proportional increased toward the low wavenumber. The method 

estimates the average depth of the local and deep seated sources. Barbosa and Silva (2011) mentioned 

the advantages and disadvantages of the statistical spectral method. The advantages were that it is easy 

to implement, does not require a high speed computer, is usable in situations with vertically interfered 

sources, and estimated depths are stable. The disadvantages were that the average depth estimate of 

the anomalies cannot give detailed information about the variation of the estimated depth, and the 

underlying assumption that the shallow and deep seated sources have non overlapping spectra 

restricts the method because it assumes that the shallow and deep sources have a large vertical 

separation. 

2- The second group is based on the spectral inversion method. The spectral inversion method is based 

on the spectral content of the data. The method aims to map the depth to an interface separating two 

homogenous media using the sum of Fourier transforms of potential field data (Parker, 1973, Gómez-

Ortiz and Agarwal, 2005). Barbosa and Silva (2011) discussed the advantage and disadvantages of this 

group of methods. The advantage is the rapid calculation of the gravity anomaly response. The 

disadvantages were manifold and include the necessity of the method to depend on a priori or 

estimated information, the effect of the shallow anomalous sources above or overlying the target 

interface are not included, and the assumptions of the smoothness of the interface that require a low 

pass filter or employing of a damping parameter. 

(iii) Inversion methods  

Inversion methods are based on the concept of discretising the subsurface into a cube with 3D cells called 

voxels. Then, the potential field measurements are used to estimate the 3D distribution of the physical 

properties in each cell. They can be divided into three groups: 

1- The first one uses smooth regularization for the solution as the work done by Li and Oldenburg 

(1998). The advantage of this group of methods is the good retrieval of shallow anomalies. The 

disadvantage is the necessity to include a priori information about the top of the sources and 

information about the density distribution to constrain the inversion process. The amount of available 

a priori information determines the quality of the solution.  

2- The second group of methods uses non-smoothing regularization as the work done by Dias et al. 

(2009). The advantage of this group of methods is the sharp image of the subsurface, but it needs a 

high amount of a priori information. 

3- The third group is called imaging methods. Fedi and Pilkington (2012) reviewed six of these methods. 

These methods are based on upward continuation of the data that are governed by depth weighting 

functions. The upward continuation operator is used because of its stability and the improved 

resolution compared to the other methods. This group of methods is non-iterative (the solution is 

achieved in one step), fast, and also the solution can be improved using derivatives. However, the 

produced subsurface images are smeared and diffused. Also, the performance of the method is 

reduced in case of non-isolated and non-compact subsurface bodies. 

In general, the interpretation methods as stated by Barbosa and Silva (2011) “should not be viewed as 

competitive but as complementary”. This means that the different available methods are suitable in 

different situations. Automatic and Spectral methods are the most appropriate in case of lack or few a 

priori information. The inversion methods and forward modelling are more suitable in case of the 

availability of enough a priori information as geological maps, rock samples, drill holes and data from other 



EARTH STRUCTURE USING INTEGRATED SATELLITE GRAVITY, SEISMIC TOMOGRAPHY AND 3D OBJECT ORIENTED ANALYSIS 

4 

geophysical method. Another conclusion is that the forward modelling approach by Goetze et al. (1988) is 

the only work that implemented the object based approach. However, there is no work done to extract the 

objects from the 3D geophysical data and constrain the interpretation process according them to date 

1.1.4. Solving the problem of non-uniqueness  

The problem of the non-uniqueness of the potential field data was reduced in the exploration sector 

(Minerals, oil and gas exploration) by integrating other geophysical methods and borehole data. These 

studies had a depth extend up to 20 km. Seismic reflection profiles were usually used to construct 

subsurface models which were then forward modelled (Kaban, 2011, O'Brien et al., 2005). Also, borehole 

data, and measurements collected from surface samples were used to constrain the inversion of potential 

field data and especially in mineral exploration (Spicer et al., 2011a). 

The same approach was applied in the regional studies (large spatial and depth extent up to several 

hundreds of km’s) using gravity and seismological data. They used especially deep seismic profiles which 

provided estimates of the density distribution in the subsurface based on the velocity-density relationships. 

The estimated density distribution was used to calculate the corresponding gravity signal. Then, the misfit 

between the calculated and the measured gravity signal was minimized by adjusting the seismic derived 

density estimates (Bezada and Zelt, 2011, Hirsch et al., 2009, Ebbing et al., 2001). However, this work was 

done on profiles down to 60 km depth and not fully 3D. In case of satellite gravity data, the non-

uniqueness was reduced usually using a priori information from the seismological data such as deep seismic 

profiles either reflection (Bezada and Zelt, 2011, Hirsch et al., 2009) or refraction (Tedla et al., 2011), 

seismic tomography models (Mishra et al., 2012, Cammarano et al., 2011), crustal thickness models 

derived from seismological data (Block et al., 2009), or receiver function analyses (Tedla et al., 2011, 

Mishra et al., 2012). 

The main focus of the previous studies was mainly on the conversion of the seismological data into 

density which is not the optimum. This is due to the uncertainty in both seismic data and in the velocity-

density conversion relationships because of the dependency on other physical parameters such as 

temperature, pressure and mineral composition (Bezada and Zelt, 2011, Cammarano et al., 2011). Ebbing 

et al. (2001) estimated the subsurface layers and objects based on the seismic tomography models and 

studies. Then, they used the object based forward modeling approach to estimate the optimum density 

contrast of the estimated objects. The estimation of objects’ gemetry and the density contrasts was based 

on trial and errors until they achieved the minimum misfit between the calculated and the measured 

gravity signal. However, there was not a defined methodology to extract the 3D subsurface objects from 

the 3D seismological data and use the settings of the extracted objects to constrain the interpretation 

process. This can reduce the uncertainty that can be introduced through the conversion process that 

requires several assumptions for different physical parameters such as temperature, pressure and mineral 

composition (Cammarano et al., 2011). Also, it can reduce the subjectivity in the object-based approaches 

that mainly depends on the user experience and decisions. Finally, the usage of the satellite gravity to 

verify and evaluate the extracted objects from the seismic tomography models can reduce the non-

uniqueness in the 3D subsurface modelling using only seismic tomography models because of their low 

spatial resolution and the uncertainty in the inversion process (Adams et al., 2012, Rawlinson et al., 2010). 

In this research, the problem of the non-uniqueness was targeted to be reduced using a state of the art 3D 

image processing technique called 3D Object Oriented Image analysis (3D OOA) that was applied to 

extract the 3D subsurface objects from 3D S-wave seismic tomography model of the study area. Before 

explaining the research objectives and methodology, a brief discussion about the work that was done to 

reduce the non-uniqueness problem by using image analysis techniques is given. 

1.1.5. The role of image analysis techniques in potential field interpretation 

Several image processing techniques were used to help in interpreting and extract the geological 

information from potential field data. For instance, image classification approaches were used to extract 
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information from geophysical data. Unsupervised ISODATA classification approach was used to classify a 

band combination of magnetic, apparent resistivity and gamma ray data in order to evaluate the zones with 

potential resources in the state of Alaska  (Wiltse et al., 2009). Also, spatial (by convolution) and frequency 

domain (by Fourier transform FT) filters (Arisoy and Dikmen, 2011) were used for image enhancement 

and feature extraction as edge detection (Sertcelik and Kafadar, 2012) or lineaments extraction (Holden et 

al., 2012). Also, some processing approaches as cellular neural networks (Bilgili et al., 2005), wavelet 

analysis (Fedi et al., 2004), image fusion (Erkan et al., 2012), and principal component analysis PCA 

(Zhang et al., 2009) were used for geophysical data enhancement and interpretation. All of the above 

methods are pixel based approaches. However, the recent developments in object based approaches did 

not play a role in the analysing the geophysical data to date.  

OOA is an image analysis technique that is based on the analysis of segments instead of pixel-by-pixel 

analysis (Blaschke, 2010). The segments are “regions which are generated by one or more criteria of 

homogeneity in one or more dimensions (of a feature space) respectively” (Blaschke, 2010). The use of 

segments gives the ability to simulate human cognition processes by using knowledge-based processing 

besides spectral features of the objects and context-dependent features such as texture, shape, and context 

to extract and classify objects in remote sensing data (Martha et al., 2011, Athelogou et al., 2007). Another 

important advantage of OOA is the ability to integrate different data from different sources (i.e. DEM, 

LiDAR, and Radar), which significantly improves the accuracy of the objects extraction (Blaschke, 2010). 

However, the selection of the appropriate segmentation algorithm from a broad range of segmentation 

algorithms is still a field of research. Moreover, the selection of the appropriate scale factor, shape and 

homogeneity parameters is still one of the challenges in OOA.  

OOA started with the 2D classification then improved to 2.5D, and recently into 3D and 4D. In case of 

2.5D OOA, a surface with a single value uses to extract a 2.5D shape of the objects (Strobl, 2008). DEM 

and LiDAR data were used, as examples, for extracting buildings (Dorninger and Pfeifer, 2008, Kim, 2011, 

Nguyen et al., 2012), forest structures (Maier et al., 2008), and urban vegetation areas (Hoefle et al., 2012). 

In case of 3D OOA, the 3D object are extracted from the 3D image stacks (Rotarska-Jagiela et al., 2008, 

Schmidt et al., 2010), 3D voxels (Marschallinger et al., 2011), or LiDAR point clouds (Willhauck, 2012). 

3D OOA was successfully used in the biomedical image analysis and proved a great ability in 3D objects 

extraction. For example, Schmidt et al. (2010) used 3D OOA to extract lymph nodes in their anatomical 

context from X-Ray computed tomography images (CT). 

From the previous discussion the conclusion is: 

Satellite gravity data, like any potential field data, suffer from the non-uniqueness problem. However, they 

can be very useful for the subsurface modelling because of the global coverage of the data and the spatial 

consistency. In the presence of constraints, satellite gravity can be used to model the density variation in 

the subsurface. 3D seismic tomography is an approach that can provide a priori information about 3D 

subsurface structures and bodies. However, 3D seismic tomography models need a method to extract the 

subsurface object from them in order to use them to constrain the modelling and the inversion process of 

the satellite gravity data. 3D OOA is a recent approach that can be used to extract the 3D objects from 

the 3D data. Consequently, it can be used to extract the objects from the 3D seismic tomography models 

in order to feed them to the modelling and the inversion process of the satellite gravity.  

1.2. Problem Statement  

During this research project, the non-uniqueness was targeted to be reduced using 3D OOA analysis of 

3D seismic tomography models. In order to accomplish this, two problems were required to be solved. 

The first problem was the extraction of 3D objects from 3D geophysical data. The second problem was 

the usage of the extracted objects to reduce the non-uniqueness in the modelling and inversion process. 

1- Extracting 3D objects from 3D subsurface data 

The results of interpretation of subsurface data were usually visualized as: 
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(i) depth slices (Wang et al., 2011),  

(ii) depth profiles (Wang et al., 2012),  

(iii) iso-surfaces (Boszczuk et al., 2011) or  

(iv) voxels (Spicer et al., 2011b).  

However, objects extraction from 3D geophysical data is not a common approach. 3D Object Oriented 

Image Analysis (OOA) is an advanced image analysis technique that was used in this research to extract 

3D objects from 3D geophysical data. In this research, 3D OOA was used to extract 3D subsurface 

objects from an S-wave seismic tomography model of the study area. 

2- 3D constrained satellite gravity modelling and inversion 

Satellite gravity interpretation suffers from non-uniqueness. Therefore, it needs a priori information that 

can be used to constrain the modelling and the inversion process. In this research, a 3D seismic 

tomography model was used to constrain the 3D modelling and inversion of satellite gravity data. 

1.3. Research Objective  

1. Extracting 3D objects from 3D geophysical data using 3D OOA. 

2. 3D forward gravity modelling of the S-wave seismic tomography model based on the extracted 

objects through 3D OOA. 

3. Adjusting the misfit between the forward modelled and measured satellite gravity signal. 

4. Inversion of satellite gravity data using constraints based on the model output of the forward 

modelling stage.  

1.4. Research questions  

1. What is the capability of the 3D OOA to extract 3D objects from 3D geophysical data? 

2. How will 3D OOA represent the fuzzy boundaries of geophysical subsurface bodies? 

3. How can the S-wave seismic tomography model represent the density distribution in the 

subsurface?  

4. What is the degree of the misfit? What is the effect of the low spatial resolution of the 

tomography model? 

5. Can the forward model represent the regional gravity field of the study area? 

6. How can the misfit between the calculated signal and the measured satellite gravity signal be 

adjusted? 

7. How can the inversion of the satellite gravity data add to the 3D model of the study area? 

1.5. Methodology  

In this research project, the work flow was divided into three main stages (Figure 3): 

1- 3D OOA: 

In this stage, synthetic 3D subsurface models were used to test the capability of 3D OOA technique 

to extract the 3D subsurface objects out of them. Then, 3D OOA was used to extract the 3D objects 

from real 3D models of the study area. 

2- Forward modelling (including object based inversion): 

This stage mainly depended on the output of 3D OOA stage. The classified objects derived through- 

3D OOA were used in the forward modelling process. The model was constructed based on 3D 

OOA results then the objects’ density contrasts were calculated using object based inversion 

technique. The forward modelling process aimed to compare the modelled gravity signal based on 3D 

OOA analysis with the measured satellite gravity signal. 
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3- Constrained inversion: 

This stage used the model of the forward modelling stage to constrain the inversion process. It aimed 

to reduce the misfit between the measured satellite gravity signal and the calculated signal. Also, it 

aimed to enhance the details in the 3D model of the study area.  

 

Figure 3: Flowchart describing the methodology of the research.  

1.6. Thesis Structure  

Chapter 1: includes brief background, problem definition, research objective, research question, and brief 

description of the study area. 

Chapter 2: includes a detailed description for the study area and datasets. 

Chapter 3: includes a detailed explanation for the methodology. 

Chapter 4: includes the results of both synthetic and real data with discussion of the results. 

Chapter 5: includes the conclusion and the recommendations for the future research.  
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2. STUDY AREA AND DATASETS 

The study area lies in the central portion of the East 

African Rift System (EARS) between 1 to -11 N latitude 

and 28 to 39 E longitude. It mainly includes Tanzania, 

Rwanda, Burundi and small portions from the Democratic 

Republic of the Congo, Zambia, Angola, and Malawi 

(Figure 4). 

The EARS is a significant part of the African superswell 

that is one of the largest topographic anomalies on the 

Earth. The area mainly consists of the Archean Tanzania 

Craton that is surrounded by the Eastern and Western 

branches of the rift system. The craton is also surrounded 

by Proterozoic mobile belts and volcanic activities (Cahen, 

1984, Kampunzu et al., 1998). 

2.1. The tectonic configuration in the study area  

 Several seismological studies addressed the main tectonic configuration of the area (Last et al., 1997, Julià 

et al., 2005, Ritsema et al., 1998, Owens et al., 2000, Huerta et al., 2009, Walker et al., 2004). Also other 

geophysical methods were used to define the tectonics of 

the study area such as the work done by Simiyu and Keller 

(1997) who used gravity data to model the long wavelength 

anomalies in the study area. 

In this study we used the 3D shear wave tomography based 

model of the area produced by Adams et al.(2012) . The 

model was able to address the tectonic settings of the study 

area using data of 182 seismic events and their records from 

several sources including stations from the Global Seismic 

Network, the Africa Array permanent seismic network, the 

Africa Array East African Seismic Experiment (Phase 1 and 

2), and the Tanzania Broadband Seismic Experiment TBSE 

(Figure 5). 

The data were inverted first for the Rayleigh wave phase 

velocities using the two plane approximation method 

(Forsyth and Li, 2005). Then, the phase wave velocities were 

inverted using (Park et al., 2008)to obtain a quasi 3D shear wave velocities model for the East African 

Upper Mantle.  

The shear wave velocity model was used after that by Cammarano (2013) in currently on-going research to 

produce the 3D P-wave, density and temperature models of the study area. The 3D physical properties 

distribution in the subsurface of the study area based on seismic tomography models and the density, 

temperature, reflects the presence of different tectonic settings as discussed above.  

The subsurface models can be divided into two main parts as mentioned in Adams et al. (2012). The first 

part (0 to ~200 km depth) contained the lithosphere which included the Tanzania Craton, rift branches, 

basement complex, fold belt and volcanism. This part was characterized by the velocity contrast between 

the high velocity/density of the Tanzanian Craton and Ugandan basement complex and, on the other 

hand, the low velocity /density of the surrounding tectonic settings as rift branches, Ruwenzori fold belt 

 

  

Figure 4: the study area with the major Cenozoic rift 
faults drawing in black lines (Adams et al., 2012). 

Figure 5: The distribution of the seismic 
stations (Adams et al., 2012).  
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and Cenozoic volcanisms. The second part of the 3D subsurface model was from ~200 to ~400 km 

depth. This part was related to the upper mantle which was mainly dominant by the low velocity/low 

density anomaly that relate to the existence of the plume. The plume was interpreted as a head plume or 

part of the deep mantle super plume in the western Africa as mentioned in Figure 6. 

 

Figure 6: A), B), and C) The average shear wave velocity of the geological regions within the study area. D) and E) the 
recommended models of Adams et al. (2012) seismic tomography model interpretation 

Each of the subsurface structures has its own certain characteristics in the 3D models as described in 

Adams et al. (2012). All details on these specific characteristics are described below. 

2.1.1. Tanzania Craton: 

The term craton was used to distinguish an old stable part of lithospheric continent from the other active 

and unstable regimes that subjected to consequence cycles of merging and rifting. The Tanzania craton 

consists of granites and greenstones. It has an elevation of ~ 1200 m and approximately dimensions of 

1000 km by 500 km, and it was formed since, at least, 2.5 Ga. The 3D subsurface models of the study 

areas showed that the craton had the fastest (up to 4.65 km S-1) values in the upper part from 0 to ~200 

km as shown in Figure 7. The craton is surrounded by Proterozoic mobile belts (Figure 4 and Figure 7). 

The Ubendien Belt to the southwest of the craton is the oldest since it was formed around 2.0 and 2.1 Ga. 

To the west of the craton, the Kibaran Belt was fomed since 1.3 Ga. To the east and southeast of the 

craron, the Mozambique Belt was formed between 570 Ma and 1.2 Ga. The Proterozoic Belts show the 

same high velocity anomalies as the craton. 

2.1.2. The Ugandan Basement Complex: 

The Ugandan basement complex consists of migmatitic gneisses and granulites with uncertain age that 

range between 1.8 and 2.5 Ga. The relation between the Ugandan basement complex and the Tanzanian 

craton is not well documented. However, they were regarded as two cratonic blocks that are separated by 

Ruwenzori fold belt which shows a thinning in the lithosphere with about 25 km and thrust over the two 

(D) 
(E) 
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blocks. The same high velocity anomaly of Tanzanian Craton existed within Ruwenzori belt and Ugandan 

basement complex as shown in Figure 7.  

2.1.3. The Rift Branches  

The East African Rift System EARS is bifurcated around the Tanzanian Craton into the Eastern branch 

and the Western branch. The Eastern branch consists of several rifting segments that trend N-S called the 

Kenya rift. The Eastern rift branch becomes wide in northern Tanzania due to a 300 km faulting block 

called the northern Tanzania divergence zone. The Western Branch consists of several rifts that are the 

Ugandan rift (consisting of Lake Albert and Lake Edward rifts), the Lake Kivu rift, the Lake Tanganyika 

Rift, the Lake Rukwa Rift, and the Lake Malawi Rift. 

The shear wave velocities showed low velocities beneath the two rifts branches. The velocity reduction 

was more beneath the eastern branch rather than the western branch. This anisotropy was related to that 

the eastern branch was more active than the western branch. The velocities in the upper 150 km were 8% 

slower than the velocities of the Tanzanian craton and reached 4.15 km S-1 at the Kenya rift (Figure 7). 

2.1.4. The Plume: 

Mantle plumes are defined as localized upwelling current of solid rocks that are hotter, thus less dense, 

than the surrounding Mantle. The second part of the 3D subsurface model (~200 to ~ 400 km) was 

dominant by a mantle plume. It was explained by the large low velocity anomaly that started at ~200 km 

depth as shown on the 250 km depth slice and in the cross sections Figure 7. 

Figure 7 Adapted from Adams et al. (2012): 

1) Shear wave velocity maps at selected depths from the 3-D shear wave model. Locations for the cross-sections are shown on 
the 250 km depth slice (d). Rift faults and craton boundary are the same as shown in Figure 4. 

2) The cross-sections are indicated on the 250 km slice. Eastern rift branch: KR, Kenya Rift; TDZ, Northern Tanzania 
Divergence Zone. Western rift branch: UR, Ugandan Rifts; VR, Kivu Rift; TR, Tanganyika Rift; RR, Rukwa Rift; MR, Malawi 

Rift; UBC, Ugandan Basement Complex; TC, Tanzania Craton; The Proterozoic mobile belts: KB, Kibaran Belt; MB, 
Mozambique Belt; UB, Ubendian Belt. 

(1)                                                                                                             (2) 
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2.2. Dataset 

The dataset can be divided into three categories. First, the synthetic models and it was explained in details 

later. Second, 3D and 2D data sets that were explained here:  

2.2.1. S-wave seismic tomography and density models 

Seismic tomography is an established approach that can provide information about the 3D subsurface 

seismic velocity distribution from earthquakes data (Nolet, 2011). The velocity distribution in the 

subsurface can be converted into density distribution (Brocher, 2005, Ebbing et al., 2001) that can be used 

directly to forward model the gravity signal. Consequently, the calculated gravity signal from the forward 

modelling can be compared with the measured satellite gravity signal. Finally, adjustments to the forward 

model can be applied in order to reduce the misfit between the calculated and the measured signal.  

The seismic tomography model of the study area (Adams et al., 2012) had a spatial resolution of 0.5 

degree in the horizontal plane and a resolution of 10 km in the vertical direction. The model started at 

depth 40 km and extended until 400 km (Figure 8 (A)). It did not include the shallow part since the 

vertical resolution 10 km din not allow to show the shallow structures since they needed a small depth 

interval (can be 5 or 1 km)  The model defined the regional setting of the study area. The shear wave 

velocity uncertainty was around 0.2 km s-1 for depths shallower than 250 km and around 0.3 km s-1 at 

greater depths. The depth uncertainties in the main features were in order of + 25-50 km at shallow 

depths and in order of + 75-100 km deeper in the upper mantle (Adams et al., 2012).  

Then, the model was converted by Cammarano (2013) into density (Figure 8 (B)), temperature and P-

wave velocity model. The produced models had the same spatial resolution as the S-wave seismic 

tomography model However; the details about the uncertainty in the seismically derived density model 

were not available since the work still in progress. 

2.2.2. Satellite gravity data  

The idea for satellite gravity measurements was triggered after the success of the Radar Altimeter 

measurements. The first completed Radar Altimeter image of the sea and ocean surfaces, which was 

provided by Seasat in 1978, completely changed the understanding of the geophysicist and the geodesists 

to the tectonic processes. The Radar altimeter measurements provided the scientific community with 

valuable information about the earth interior. (Nabighian et al., 2005). From this, the sea-surface 

topography from radar altimeter data was used to calculate the vertical component of the gravity field. 

This significantly helped in improving the knowledge of the earth’s tectonic (Hwang et al., 1998, Sandwell 

and Smith, 1997). Consequently, the gravity field measurements were moved from only calculating the 

marine gravity field from radar altimeter measurements to measuring the global gravity field using new 

satellite missions. This step led to improving the quality of the available data and also improving our 

understanding of the overall earth tectonic history (Loekken, 2012a, Tapley and Kim, 2001). 

The EIGEN-6C gravity field model (Barthelmes et al., 2011) was used in this research. The model is a 

combined gravity field model of LAGEOS/GRACE, GOCE and DTU10 global gravity anomaly grid of a 

maximum degree 1420. The model is recent and showed an improvement over the previous models. The 

model consists of a combination of different satellite gravity measurements (e.g. GRACE and GOCE) 

with terrestrial data. The model accuracy is higher than the older models. The model accuracy was 

evaluated by comparing the heights derived from the model and the geoid heights derived from the 

GPS/Leveling measurements all over the world. However, a new version of the model, eigen-6c2 that 

released in December 2012 showed more accuracy than the eigen-6c. The free-air and geoid anomalies 

grids were available on the International Centre for Global Earth Models (ICGEM) web site 

(http://icgem.gfz-potsdam.de/ICGEM/). 

http://icgem.gfz-potsdam.de/ICGEM/
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2.2.2.1. Preparing the gravity data  

The satellite gravity data needed to be prepared to use them in the inversion process. The free air satellite 

gravity measurements for the study were downloaded with a resolution of 0.25 degree (Figure 8 (C)). 

Then, they were corrected for the terrain effect. The effects of the nearby topography were removed using 

the ETOPO topography data (Figure 8 (D)) available through the GFZ website (http://icgem.gfz-

potsdam.de/ICGEM/). The effect of the terrain correction on the satellite gravity measurements was 

small with a maximum value of 3.16 mGal (Figure 8 (E)), which was also mentioned in Mishra et al. 

(2012). Then, the data were corrected for the mass excess or deficiency due to high or low elevation from 

the mean sea level. The Bouguer correction used also the ETOPO topography data with the same spatial 

resolution (0.25 degree) of the satellite gravity data (Figure 8 (F)).  

     

Figure 8: A) The S-wave seismic tomography model of the study area was adapted from Adams et al. (2012). B) The density 
model was derived based on the S-wave seismic tomography model adapted from Cammarano (2013). (C) The free-air satellite 

gravity signal of the study area from Eigen-6c model. (D) The topography of the study area ETOPO model. (E) The terrain 
correction of the free air data using ETOPO topography. (F) The Bouguer anomaly map based on the terrain correction. 

(A) 

(C) 

(B) 

(D) 

(F) (E) 
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2.3. Synthetic models  

After the tectonic settings of the study area were studied, two groups of density synthetic models were 

created. These two groups were created to test the work flow of the methodology that included 3D OOA, 

forward modelling and constrained inversion. The first group of the synthetic models contained a simple 

single object in homogenous background. The second group contained more complex models than the 

simple models group. These models aimed to simulate the real situation as much as possible. Moreover, 

they aim to study the difficulties in dealing with multiple objects in the same model. 

2.3.1. The simple models 

Five simple models were created to simulate the objects in the study area. The rift branches were 

simulated by a vertical object. Whereas, the craton were simulated by box, cylinder and sphere models in 

order to determine the effect of the shape on the interpretation techniques. The boundary between the 

plume and the upper lithospheric objects was simulated by 2D simple surface. 

 Length along X 

(km) 

Length along Y 

(km) 

Thickness along Z 

(km) 

Depth to top 

(km) 

Density Contrast 

(g/ cm3) 

Vertical Object 8 0.5 6 0.5 0.4 

Sheet Object 8 8 0.5 0.5 0.4 

Box Object 4 4 6 0.5 0.4 

Cylinder Object 4(diameter) 4(diameter) 6 0.5 0.4 

Sphere Object 4(diameter) 4(diameter) 4 0.5 0.4 

Table 1: The detailed description of the simple synthetic models.  

Figure 9: The synthetic models described in Table 1. 

 

Vertical Object Sphere Object Box Object 

Cylinder Object Sheet Object 
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2.3.2. Complex models 

Two complex models were created to simply simulate the configuration of the study area. They were 

created to test the capability of the methodology workflow. 

2.3.2.1. Model 1 – no vertical variation 

The first model was a simple combination of the objects that represent the tectonic settings in the study 

area. It contained two vertical objects to represent the two rift branches, cylinder object in the middle to 

represent the craton, and a layer underlying these objects to represent the plume. Three transition zones 

were added, between each object and its neighbourhood, to represent the change in the density values 

between them (Table 2 and Figure 10).  

 
Length along 

X (km) 
Length along 

Y (km) 
Thickness along 

Z (km) 
Depth to top 

(km) 
Density 
(g/ cm3) 

Density Contrast 
(g/ cm3) 

Vertical Objects (Rifts) 1 6 ~3 0.0 2.0 -0.4 

Cylinder Object (Craton) 4 6 ~3 0.0 2.3 -0.1 

Background Layer Surrounding the rifts, Craton, and the plume 2.4 0 

Underlying Layer (Plume) 10 10 ~2 4 2.1 -0.3 

The vertical boundaries 
(between the background 
and the vertical object) 

0.2 6 ~3 0 
2.15, 
2.1, 
2.05 

0.25, 
0.2 
0.15 

The vertical boundaries 
(between the vertical object 
and the Craton) 

0.2 6 ~3 0 
2.05, 
2.15, 
2.25 

0.35 
0.25 
0.15 

The horizontal boundaries 
(Between the above objects 
and the plume) 

10 10 0.2 
3.4 
3.6 
3.8 

2.25 
2.2, 
2.15, 

0.15 
0.2 
0.25 

The reference density 2.4 g/ cm3 

Table 2: The detailed description of the first complex model.  

 

Figure 10: the first complex synthetic model  

2.3.2.2. Model 2 – depth varying densities 

In the second model more complexity was added to the model by adding three layers that had density 

values increasing with depth. The model was divided into the two vertical objects, the cylinder object, the 

three transition zones, and the background into three layers that had density values increasing with depth. 

In addition to this, the values of the density contrast were the same in different parts of the different 

objects. This made the object extraction process based on the density values more difficult than the 

previous model (Figure 11 and Table 3). 



EARTH STRUCTURE USING INTEGRATED SATELLITE GRAVITY, SEISMIC TOMOGRAPHY AND 3D OBJECT ORIENTED ANALYSIS 

16 

   

Figure 11: The second complex model.  

 

Length 
along X 

(km) 

Length 
along Y 

(km) 

Thicknes
s along Z 

(km) 

Depth to 
top (km) 

Density in 
Layer 1 

(g/ cm
3

) 

Density 
Contrast 

(g/ cm
3

) 

Density in 
Layer 2 

(g/ cm
3

) 

Density 
Contrast 

(g/ cm
3

) 

Density in 
Layer 3 

(g/ cm
3

) 

Density 
Contrast 

(g/ cm
3

) 

Vertical 
Objects (Rifts) 1 6 ~3 0 2.1 -0.125 2.2 -0.025 2.3 0.075 

Cylinder Object 
(Craton) 4 6 ~3 0 2.5 0.275 2.6 0.375 2.7 0.475 

Background 
Layer 

Surrounding the rifts, craton, and the 

plume 
2.3 0.075 2.4 0.175 2.5 0.275 

Underlying 
Layer (Plume) 10 10 ~2 4 2.5 0.275 

The vertical 
boundaries 
(between the 
background 
and the 
vertical object) 

0.2 6 ~3 0 

2.25 

2.2 

2.15 

0.025 

-0.025 

-0.075 

2.35 

2.3 

2.25 

0.125 

0.075 

0.025 

2.45 

2.4 

2.35 

0.225 

0.175 

0.125 

The vertical 
boundaries 
(between the 
vertical object 
and the 
Craton) 

0.2 6 ~3 0 

2.2 

2.3 

2.4 

-0.025 

0.075 

0.175 

2.3, 

2.4, 

2.5 

0.075 

0.175 

0.275 

2.4 

2.5 

2.6 

0.175 

0.275 

0.375 

The horizontal 
boundaries 
(Between the 
above objects 
and the plume) 

10 10 0.2  

3.4 

3.6 

3.8 

2.5 

2.4 

2.3 

0.275 

0.175 

0.075 

The reference 
density 2.225 (g/ cm3) 

Table 3: The detailed description of the second complex model. 

In this chapter, the study area and the datasets were explained. The study area was explained based on the 

literature. The subsurface structures in the study area were explained as objects with specific 

characteristics which fit with the scope of this research. The datasets can be divided into 2D and 3D data. 

The 2D data are the gravity signal and the elevation map while the 3D data are the seismic tomography 

and density models including the synthetic models.    
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3. METHODOLOGY 

The methodology can be divided into three stages: 3D OOA, forward modelling including object based 

inversion, and constrained inversion. These three stages were applied on the synthetic models in the 

beginning in order to define the capability of the methodology workflow. Then, they were applied on the 

real datasets. In this chapter, the three stages are explained by explaining the purpose, the software, the 

concept, the used datasets and the expected output of each stage. 

3.1. The first stage: 3D OOA 

3.1.1. Purpose 

The purpose of this stage was the extraction of the 3D subsurface structure configurations from the 3D 

geophysical data in the form of objects.  

3.1.2. Datasets 

3D cubes of the 3D subsurface objects were used as the input for this stage. However, in order to use 

these 3D objects for the purpose of 3D OOA, these objects were required to be converted into 3D image 

stacks. The 3D image stacks are a series of images that are arranged according to their vertical location. 

Therefore, the 3D objects, represented as 3D voxel cubes, were converted to slices, gridded using Kriging 

(Oasis Montaj, 2010), and were then converted into 3D image stacks (APPENDIX 2). 

Another issue related to the 3D image stacks was the colour scheme that would be used to describe the 

density distribution in the image. The “rgbgrey” colour scheme of Oasis Montaj 7.5 software (Oasis 

Montaj, 2010) was used for the 3D image stack (Figure 12). This means that the maximum density 

contrast was assigned the black colour and ranging, using linear colour distribution method, until white 

that corresponded to the minimum density contrast.  

Figure 12: (A) the 3D image stack of the second complex model represents in the ‘rgbgrey’ colour scheme start at the top left the 
first slice with depth zero moving with depth interval 125 m to the end of the first row slice number 8 then moving to the next 
row and continue in the same way to the bottom left end slice number 56. (B) The voxel cube of the same model in ‘rgbgrey’ 

colour scheme on the left. 

3.1.3. Software 

eCognition 8.7 software was used for the 3D OOA analysis. eCognition was released in 2000 as the first 

commercial OOA software. The software is one of the powerful tools for OOA since 50-55% of OOA 

 A B 
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scientific articles used it (Blaschke, 2010). The software allows the handling of 2D, 3D and 4D data 

(eCognition Developer, 2011).  

3.1.4. Methodology 

Any OOA procedure in eCognition is based on rulesets. A ruleset is a series of commands that apply a 

number of algorithms in a certain sequence with the purpose of extracting and classifying objects from the 

images. 3D OOA ruleset can be divided into 4 main steps: 

1- The segmentation process: in which the image pixels were grouped into homogeneous segments based 

on certain criteria that were fed to the algorithm by the user or automatically. 

2- The analysis step: in which the images were analysed to determine the features that can be used in 

the classification process. These features can be based on spectral, spatial, context, or texture 

characteristics of the objects in the images. 

3- The classification process: in which the objects were assigned to their classes based on the analysis 

from the previous step. 

4- The refining and exporting stage: in which the classification results were refined and the misclassified 

small segments were corrected. Finally, the exporting process in which the output from the OOA 

was exported into a suitable format to the next stage in the analysis.  

3.1.5. Expected outputs 

The expected outputs were 3D objects and 3D classified images that were used to build models in the 

next forward modelling stage.  

3.2. The second stage: Forward modeling (including object based inversion) 

3.2.1. Purpose:  

The purposes of this stage were calculating object density contrasts, and evaluating and adjusting the 

model output from the 3D OOA stage. This was accomplished by: 

1- Building models using depth slices and cross sections of the extracted 3D objects. 

2- Calculating the objects’ density contrasts using the object based inversion technique (Haase 

(2008) in Schmidt et al.(2011)). The technique uses least square estimations to calculate the 

objects density contrasts’. These density contrasts contribute to a calculated gravity signal that has 

the minimum misfit with the measured gravity. 

3- Calculating the forward gravity signal and compare it with the measured satellite gravity. Based on 

the degree of misfit between the calculated and the measured gravity signal one can judge on the 

accuracy of the 3D OOA process. 

3.2.2. Datasets  

Three different datasets were used in this stage. 

1- The 3D objects and 3D classified images output from 3D OOA were converted into 2D depth slices and cross 

sections to use them in this stage. The reason is the limitation in the forward modelling software 

IGMAS+ since the software does not allow to import 3D objects. The software allows importing 

depth slices, cross sections or voxels. Consequently, the 3D objects and 3D classified images were 

converted to depth slices and cross sections to use them as a guide to rebuild the model in 

IGMAS+. 

2- The measured satellite gravity signal was compared with the calculated gravity signal output from the 

constructed 3D forward model in order to evaluate the reconstructed model. 

3- The topographic map of the study area. 
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3.2.3. Software 

3D Interactive Gravity and Magnetic Application System (IGMAS+) software was used in this stage. The 

software is an object-based 3D modelling software and uses triangulated polyhedrals to construct 3D 

subsurface bodies. The software calculates the forward signal based on the analytical solution of the 

volume integral of the 3D polyhedral homogenous body that was transformed into a surface integral (for 

more details about the mathematical background the reader can refer to Goetze and Lahmeyer (1988)).  

The most powerful advantage of using the triangulated polyhedral approach is the possibility to easily 

doing geometric changes in the 3D model, after building it, and directly updates the forward gravity signal. 

This is possible because the algorithm was designed to update the calculated gravity signal in the region 

where only the triangulation change. This direct response for modifications in the model allows the user 

to make the required adjustment until he gets the best fit. However, the process of model reconstruction 

is time consuming (for more details about the advantage and disadvantage in comparison with the other 

approaches, the reader can refer to Schmidt et al. (2011)).  

Another important feature in the software is the object based inversion approach. It is possible to apply 

the object based inversion algorithm on triangulated bodies in order to get the optimum density contrasts 

values. The density contrasts values output from the object inversion process can accomplish the best fit 

between the calculated and the measured gravity signal instead of trial and error approach. The inversion 

algorithm is mainly based on the linear inversion minimum mean square error algorithm that was 

introduced by Haase (2008) in Schmidt et al.(2011). 

In this research, the density contrasts were used instead of the absolute density values. The reason is the 

limitation in IGMAS+ that allows only using one absolute density value as a background. However, in 

case of deep studies (~>40 km depth), the background density values change with depth. Consequently, 

including these different absolute background density values were not possible in IGMAS+. Therefore, 

the density contrasts values were used instead of the absolute values. The density contrasts represent the 

deviation from the background density model. This background model is assumed theoretically to 

produce a gravity field without any anomalies. Therefore, the deviation from these background densities is 

assumed to produce the gravity anomalies in the gravity measurements. In the synthetic models, the 

background density was 2.4 g/cm3 for the first complex model (Table 2) and 2.225 g/cm3 for the second 

complex model (Table 3). In case of the real data, the background densities vary with depth. Ebbing et al. 

(2001) calculated a background density model to interpret their results. This model was based on the 

equation of Christensen and Mooney (1995) that converts the seismic tomography velocities into 

densities. They estimated the background model up to depth 180 km. Consequently, there were no 

available values for calculating the absolute gravity values of the deep part of the object based inversion 

results’ as mentioned in Table 6.   

3.2.4. Methodology 

The forward modelling stage was accomplished in four steps: 

1- Creation of an empty 3D mesh in IGMAS+, then importing the classified images and sections in their 

correct geo-referenced location. 

2- Building of the model by drawing the different objects and bodies guided by the classified images and 

sections. 

3- Applying the inversion approach to get the optimum density contrasts off the objects.  

4- Calculating the forward gravity signal and compare it with the measured gravity. 

3.2.5. Expected Outputs 

The expected output from this stage was a 3D model in the form of a voxel cube. This model will then be 

used as a constraint for the inversion in the next stage. 
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3.3. The third stage: Constrained Inversion 

3.3.1. Purpose 

The purpose of this stage was the optimum modelling of the study area. In this stage, the satellite gravity 

data were used to enhance the details in the constructed model from the previous stage. The constructed 

model from the previous stage was used to constrain the inversion process. The inversion process aimed 

to enhance the details in the model. It calculates the distribution of the density within the objects. It also 

allowed calculating the density distribution in the shallow zone (0:40 km). This enhancement reduced the 

misfit between the established model in the previous stage and the satellite gravity measurements and 

especially the high wave number (shallow depth) anomalies. 

3.3.2. Datasets 

1- The extracted model from the forward modelling stage in the voxel format. 

2- The measured satellite gravity signal. 

3- The topography data. 

3.3.3. Software 

The University of British Colombia-Geophysical Inversion Facility’s (UBC-GIF) GRAV3D was used in 

this stage. Among several inversion techniques, this technique was selected due to the well suited software 

package, the ability to add constrains to the inversion, the good results in different case studies, and the 

ability to get the full license for academic purposes.  

Li and Oldenburg (1996, 1998) introduced the concept of the inversion approach for GRAV3D. The 

approach is based on discretizing the 3D subsurface model into cells using a 3D orthogonal mesh. Then, 

it uses the vertical gravity component to estimate the density contrast distribution in each cell within the 

model. The calculated density contrasts should produce the minimum misfit between the measured gravity 

signal and the calculated (forward) gravity signal out of the model according to the following equation, 

   ( )        ( ) 

   ( ): The data misfit associated with the model. 

 : The real data. 

  ( ): The objective function that describes the model m. 

However, infinite number of models can produce the desired degree of misfit. Thus, an objective function 

was used to constrain the shape of the estimated model according to the available a priory information that 

can be supplied to the solution as a reference model, bounds or as initial models. The used objective 

function is,  
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      : The deviation of the estimated model from the supplied reference model. 

           : Spatially dependent weighting function where, 
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        : control the smoothness of the spatial distribution of difference between the 

reference and the estimated model in the different X, Y and Z directions. 

        : Global weighting function that controls the relative importance of the above terms where, 

  for smallness,        for the smoothness. They can be input by the user via the Alpha weighting 

function  

The potential field data have no inherent depth information (Williams, 2008, Li and Oldenburg, 1998), so 

a depth weighting function   ( ) was used to describe the decay of the kernel function for the surface 

gravity data with depth. In case of the presence of constraints or significant topography, a distance 

weighing function can be used in which the lateral variation is included as well as the vertical variation. 

For more information the reader can refer to Li and Oldenburg (1996), Li and Oldenburg (1998) and 

Williams (Williams, 2008). 

3.3.4. Methodology 

The constrained inversion process can be divided into three steps: 

1- The data preparation step: in this step the voxel model out of the forward modelling stage, the 

measured satellite gravity data were subjected to a MATLAB code (APPENDIX 3) in order to 

convert them in suitable format for use in GRAV3D. 

2- Determination of the optimum inversion parameters: The optimum weighting parameters will be 

estimated through the literature review and the synthetic test.  

3- Running the inversion process. 

3.3.5. Expected Outputs 

The expected output from this stage was an improved 3D subsurface model of the study area where the 

distributions of the density contrasts within the objects were enhanced. 

In this chapter, the methodology was explained. The methodology can be divided into three stages. First, 

3D OOA analysis of the 3D image stacks of the data in order to retrieve the subsurface structures. 

Second, the forward modelling stage including the object based inversion in which the models were 

reconstructed based on the 3D OOA results then the objects’ density contrasts were estimated using 

object based inversion technique. Third and final, the constrained inversion stage in which the models 

output of the forward modelling stage were used to constrain the inversion of the gravity signals. 
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4. RESULTS AND DISCUSSIONS 

In this chapter, the results and discussion of synthetic and real data are shown and explained. The 

synthetic models were used firstly to determine the capability of the whole methodology. Then, the 

methodology was applied on the real datasets. The results and discussions of the synthetic models are 

provided in the first two sections. Then, the results and discussions of the real data are provided in 

sections 4.3 and 4.4.  

4.1. Synthetic modelling 

4.1.1. Results 3D OOA  

In the next two subsections, the 3D OOA analysis will be explained for both simple and complex models. 

4.1.1.1. 3D OOA of the simple models 

All the simple models were analysed using one simple ruleset. The ruleset consisted of three steps: 

1- Automatic threshold algorithm: automatically calculates the threshold value of the background using 

an algorithm based on histogram based method and homogeneity measurements (eCognition 

Developer, 2011). 

2- Multi-threshold segmentation algorithm:  uses the value of the automatic threshold (or user defined 

threshold/s) to create segments that divide the image into two classes (or more) based on the 

threshold value. (eCognition Developer, 2011). 

3- Convert image objects algorithm: connects and converts the objects segments extracted from the 

images in 3D (eCognition Developer, 2011). 

Figure 13: (A), (B), (C), (D), and (E) 3D OOA results for the simple synthetic models. F) Example of the image slices were used 
as input for 3D OOA of the box synthetic model. 

As shown in Figure 13, the extraction and classification processes were done successfully. Five different 

objects were retrieved using 3D OOA (Figure 13 (A)-(E)). The objects represented different shapes and 

potential problems in retrieval (round edges, sharp edges, volumes or sheets, etc.). All objects were 

defined crisp and no noise was added. The five different objects were equally well retrieved. Independent 

if they are sphere, sheet, square or cylinder, there is no limitation on the shape with respect to the quality 

and completeness of the retrieved synthetic object.  

 

 
(A) (B) (C) 

(D) (E) 
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4.1.1.2. 3D OOA of fuzzy boundaries model: 

The previous test was done on objects with crisp boundaries. Although it served its purpose for the 

synthetic testing of the 3D OOA capabilities it is not realistic for real world subsurface objects. In this 

subsection, an experiment was done to test the capability of the 3D OOA to deal with the 3D fuzzy 

objects. Fuzzy boundaries were added to the simple cylinder synthetic models. Then, the model was 

subjected to the 3D OOA (Figure 14). The analysis was carried out using a simple ruleset that consists of: 

1- Multi-resolution segmentation: is an algorithm that builds the segments starting by one pixel and then 

merges the neighbourhood pixels that only fit both spectral and shape homogeneity parameter of 

the algorithm. The parameters were: Scale parameter=1, Shape=0.1 and Compactness=0.1. The 

small values of the parameters were chosen to make the segmentation able to discriminate the 

small changes within the fuzzy boundary zone (Figure 14(A) and (B)). The large parameters could 

lead to miss the details within the object due to forcing the segmentation algorithm to produce 

large segments. These large segments could cause missing the details of variation within the fuzzy 

boundaries. 

2- Classification: is an algorithm that evaluates the membership of the segments to the target class. A 

class with the name “object” was created to assign the cylinder object to it. A fuzzy membership 

function was used in the “object” class. The membership function defined the fuzzy boundaries 

of the simple cylinder objects (Figure 14(C)).  

3- Convert image objects algorithm: convert the objects extracted from the images into objects connected 

in 3D (Figure 14(D)). 

    

Figure 14: The process of extracting object with 3D fuzzy boundaries. (A) Figure shows the effect of the segmentation 
parameters on the segmentation process since segments are small at the boundaries of the cylinder and larger in the middle of the 

cylinder and in the white background surrounding the object. (B) A cross section between X and Y to show the effect of the 
segmentation vertically. (C) The membership function to classify the fuzzy boundaries. (D) The classified cylinder with the fuzzy 

zone surrounding it. 

4.1.1.3. Complex models 

3D OOA of the complex models is quite different from 3D OOA of the simple models. The added 

complexity to these models made the process of the object extraction from them more difficult than the 

simple case. Consequently, the rulesets of the complex models became more complicated and included a 

long chain of algorithms to be able to retrieve the 3D objects from them. The ruleset of each complex 

model was explained individually since each model required a different ruleset. The full details of each 

ruleset of the complex models are in Appendix 1.  

1. 3D OOA of the first complex model: 

The first complex model was described in section ‎2.3.2. The models are based on combinations of the 

tested synthetic models and includes (i) two vertical objects that represent the rift branches’, (ii) cylinder 

object representing the craton, (iii) a surface separating the plume in the deeper part of the model and the 

upper objects, and (iv) three transition zones between each object and its neighbourhood to describe the 

gradual change between them. The complexity of the analysis was in the parts of the model that had 

similar density contrasts, but belonging to different objects.  

(A) 

X Y 

X Y 

(B) 
(D) 

(C) 
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Figure 15: Flow chart shows the stage of 3D OOA for the first complex model. 

The ruleset of the first complex model can be divided into six main stages (Figure 15): 

1- The first stage was a basic one. It mainly separated the white background in the images that did not 

relate to the objects in the model. Then, the image objects were prepared for further classification by 

creating object segments using multi-resolution segmentation algorithm. This stage consisted of three 

main steps: 

 The first step used the “automatic threshold” algorithm to define the threshold of the white 

background zone automatically.  

 The second step used the “multi-threshold segmentation” algorithm to create segments and classify them 

into “background” and “objects” using the automatic threshold value (Figure 21 (A)). 

 The third step used "multi-resolution segmentation" to 

segment the “objects” for the later classification 

process. The multi-resolution segmentation is an 

algorithm that builds the segments starting by one 

pixel and then merges the neighbourhood pixels that 

only fit both spectral and shape homogeneity 

parameter of the algorithm. The algorithm requires 

three main parameters the scale factor, the shape and 

compactness. The scale factor determines the size of 

the segments while both shape and compactness 

determine the spectral and shape homogeneity. The 

parameters used were small values to capture all the details of objects in the model on the expense 

of the computational time. These parameters were (scale factor = 10, shape = 0.1, and compactness 

= 0.1). The usage of large scale parameters (Figure 16) could lead to miss the details of the objects 

due to forcing the segmentation algorithm to produce large segments. 

2- In the second stage, the background inside the model region was separated from the enclosed model 

objects (Figure 21 (B)). In this process, a classification based on the pixel values and the number of 

pixels in the classified segments was used. The pixel value threshold (<=12) was used to classify the 

“background” from the enclosed “objects” (Figure 17). Then, a merging algorithm was applied for the 

segments belonging to “background” class to merge them together. Finally, a second classification 

process used the number of pixels of the classified segments. This process aimed to reclassify the 

small segments inside the objects that were classified as “background”, but they actually belonged to 

the “objects” class surrounding them. 

3- The third stage was the classification of the cylinder object that represents the craton (Figure 21 (C)). 

The classification process assigned the craton class to the pixels with values equal to 20. This value 

was chosen because the craton had a high density value, subsequently it had the highest density 

contrast; hence it had a dark grey value that equal to a pixel value 20 (Figure 17). Then, the “merge 

region” algorithm was applied to merge all the craton segments together. 

4- The fourth stage was the classification of the two vertical objects that represent the rift branches in 

the study area (Figure 21 (D)). The classification process assigned the rift class to the pixel with values 

equal to 128. This value was chosen because the rift branches had a low density values. Hence, they 

had a light grey colour that equal to the pixel value 128 (Figure 17). 

 

Figure 16: Figure shows the effect of the 

segmentation parameters on the multi-resolution 
segmentation algorithm on the size of the segments. 
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5- The fifth stage was the classification of the deeper 

part of the model. This part contains the plume 

that is separated from the upper part by a 2D 

contact surface (Figure 21 (E) and Figure 17). In 

the previous stage, the classification process of 

the rift assigned also the plume object to the rift 

class (Figure 21 (D)). This happened because 

both the rift branches and the plume had the 

same density contrast and consequently the same 

pixel values (Figure 17). Also, some segments that 

belonged to the plume were assigned to the 

craton class based on the pixel value. Because of 

that, a classification process was applied to assign 

the entire rift and craton segments that are 

located deeper than -4500 m depth to the plume 

class (Figure 17). Then, another classification process was applied to remove the small segments that 

do not belong to the plume by reclassifying the segments with a number of pixels less than 800 pixels 

to the “objects” class again. 

6-  The sixth stage was the most complicated stage in this ruleset. This stage was the classification of the 

boundaries and assigning them to their objects (Figure 21 (F)). A series of classification processes was 

applied to classify the boundaries surrounding the rifts and the boundaries surrounding the plume. 

This classification series depended on the position and the pixel values of the target objects. First, it 

classified the shallower part of the boundaries from the surface until -2800 m (slice number 44) as 

“rift boundaries” class (Figure 17). Then, it assigned the deep part of the boundaries, deeper than -

3950 m, into the “plume boundary” class (Figure 17). After that, the region between -2800 m to -3950 

was the region that needed to be classified. The problem in this region was that the plume boundary 

and rift boundary had the same pixel values. Three new algorithms were used to separate them: 

 The first was the “find enclosed by” algorithm. This 

algorithm looks for the segments that are enclosed by one 

or more than one class and then assign these enclosed 

segments to the user predefined class. This algorithm was 

used to define the plume boundary in this region (Figure 

18). First, the outer part of the plume boundary was 

classified using the pixel value 32. Then all the segments 

enclosed by this outer part were assigned to the “plume 

boundary” class. This method was able to prevent the 

misclassification with the rift boundaries that had the same 

value. 

 The second was the “pixel-based object 

resizing” algorithm (Figure 19). This algorithm 

allows an object to grow in any X, Y or Z 

direction constrained by pre-defined 

thresholds. These thresholds can be adapted by 

the user or using certain classes that the object 

can grow into them. This algorithm was used to 

grow the rift boundary only in the Z “vertical” 

direction within the classified plume boundary. 

It was able to define the remained part of the 

rift boundaries. 

 

Figure 17: Cross section shows the selection of the 
thresholds. The background had the darkest color equal to 
pixel value 12 then the craton with pixel value 24, while the 

rifts had a light grey color equal to pixel value128. The 
white rectangular shows the zone of mixed rifts and plume 

boundaries with its top -2800 and bottom -3950 depth 
values 

 

Figure 18: an example for ‘find enclosed 

by’ algorithm. The green object inside 
the red class in the left image was 

defined and classified into the black class 
after using the algorithm. 

 

Figure 19: the algorithm of “pixel-based object resizing” 
the images to the left before applying the algorithm and 
the images to the right after applying it. The light blue 

object grew vertically in the negative Z direction into the 
green class. 
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 The third was the “grow region” 

algorithm (Figure 20). This algorithm 

behaves largely in the same way as the 

“pixel-based object resizing”. However, 

the difference is that this algorithm 

makes the objects grow based on the 

segments and not pixels. It also does not 

have the flexibility to constrain growing 

in a certain direction since the segments 

can have different shapes and irregular 

extend. This algorithm was used to classify the last part of the plume boundary. This was 

accomplished by growing the “plume boundary” class in the remaining segments that belonged to 

it. This algorithm was applied after the complete definition of the rift boundaries. 

Then, a series of refining processes was done to reclassify the small misclassified segments. Finally, 

“convert image object” algorithm was applied to connect the classified objects in 3D and finalize the 

classification process (Figure 21 (G) and (H)).  

Figure 21: A) to F) are the six stages of the 3D OOA. G) Image is the final results after the refining stage with 50% transparent 
display for the objects. H) Image is the final classified objects with zoom and removing the background class from the display. 

 

 
Figure 20: an example for ‘grow region’ algorithm. The cyan 
object grew in the segments of the green object after using 

the algorithm. 
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2. 3D OOA of the second complex model: 

The second complex model was described in section ‎2.3.2. The model had the same objects as the 

previous complex model, though with more complexity. This was done by adding layers in which the 

density increases with depth. Consequently, the objects within these layers also had variable densities that 

increase with depth. This complexity added more objects and parts of objects that had the same density 

contrast values. This increased the difficulty of the classification process.  

 

Figure 22: Flow chart showing the stages of 3D OOA for the first complex model. 

The ruleset for the second complex model can be divided into seven stages (Figure 22): 

1- Another strategy of classification was used in this ruleset to test a different classification strategy 

that is based on dividing the data into classes with equal interval of pixel values. All the objects or 

parts of the objects that had the same density contrast were classified in temporary class 

“objects”. Then, they were reclassified in their correct classes. The “multi-threshold 

segmentation” algorithm was used to create segments and classify them based on the pixel values. 

Fifteen thresholds were used to create the segments and classify them to fifteen classes. The 

fifteen thresholds were selected based on the analysis of the images. Then, the pixels values 

correspond to the density contrast of the constructed objects in the model were selected. The 

used thresholds were the pixel values that related to the different density contrast in the model. In 

this stage, the white backgrounds that result artificially from the images exporting process were 

defined in a separate class “Background” (Figure 

27 (A)). 

2- The second stage was defining the plume. The 

plume was defined by separating it from the 

temporary class “objects”. The plume was 

separated using its deep location in the model 

(depth > -3850 m) (Figure 23 and Figure 27 (B)).  

3- The third stage was defining the craton. It was 

defined by gathering the parts belonging to it. 

This was done by separating the parts related to it 

from the main temporary classes based on the 

craton shallow location (depth < -3200 m) 

(Figure 23 and Figure 27 (C)). 

4- The fourth stage was defining the three different 

layers. This step was done early because it facilitated the objects extraction processes in the later 

stages: 

 The first layer was extracted using its shallow location (Figure 23). However, the classification 

was not perfect. Hence, a refining process was applied based on the number of pixels within 

each segment since the misclassified segments were characterized by their small size and 

hence by their low number of pixels (Figure 27 (D)). 

 The second layer was extracted using a different strategy. The first layer was allowed to grow 

vertically through the segments that belong to the second layer until the boundary of the third 

layer. Then, the second layer was separated from the first one based on their different depths. 

 

Figure 23: Cross section explains the thresholds 

selection. The depth values for the craton, rifts and 
plumes are shown. Also, The location of the three 

layers and the zone of mixed rifts and plume 
boundaries are shown 
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Finally, the segments of the second layer were merged using the “merge region” algorithm 

(Figure 27 (E)). 

 The third layer was extracted using two steps. 

I. The first step aimed to define a small part of the layer that existed within the second layer. 

This part was extracted using the “If-else” algorithm. This algorithm is applying a sequence 

of processes if certain conditions were satisfied. The “If-else” algorithm was used by putting 

a condition to restrict the classification within certain depth (-3072: -3200 m) then assign the 

segments that had certain shape index (from 1.57 to 1.64) to the third layer. The shape index 

for 3D image stack is a parameter 

that depends on the smoothness of 

the surface. The small shape index 

indicates a smooth surface. This 

range of shape indices were able to 

define the segments that belonged 

to layer three since the size and the 

geometry are different from the 

segments belonged to layer 2 

(Figure 24).  

II. The second step was getting the 

main part of layer three. It was 

done by allowing the vertical growing of layer two and the small part of layer three vertically 

until the plume boundary. Then, the new layer two parts that belong to layer three were 

classified in their correct class based on their depth (Figure 23). Finally, the “merge region” 

technique was applied to gather all layer three segments together (Figure 27 (F)). 

5- The fifth stage was the classification of the rift. The rift was extracted by separating the parts 

related to it from the temporary classes based on their shallow depth location (depth >-3072 m) 

(Figure 23). Then, all the parts were joined using “merge region” algorithm (Figure 27 (G)). 

6- The sixth stage was the classification of the 

boundaries. The rift boundaries, in the shallow part, 

were classified based on their location (depth < -

2816). The deeper part of the plume boundaries 

were classified also based on their location (depth 

>-3968 m).  

Then, the region between -2816 m and -3968 m had 

parts of the rifts and the plumes with the same pixel 

values (Figure 23). The rift boundaries were 

separated by allowing the rift object in the shallow 

zone to grow vertically in this zone through the 

segments that belonged to it. Another part of the 

rift boundaries was separated from the plume 

boundaries based on the longitudinal shape of them 

using shape index values (shape index<=3.7) 

(Figure 25). This shape index was able to 

discriminate between the longitudinal segments that belong to the rift from the circular segments. 

The plume boundaries were separated in this zone using a different strategy. It had a small part 

within the craton in slice number 43 at depth -2944 m Figure 26(2). This small part was classified 

to “plume boundary” using “find enclosed by” algorithm. Then, this small part was allowed to 

grow vertically in the deeper slice (Figure 26 (3)). After that, the small classified segment in the 

deeper slice grown in the X and Y direction until fill the circular region with the “plume 

 

Figure 24: Figure shows the difference in the shape index  (SI) 
bertween Layer 2 segments and Layer 3 segments 

 

Figure 25: Figure shows white arrows 
indicating the segements belong to the rift 

boundary that have higher SI from the other 
segments that have smooth surface and hence 

lower SI. 
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boundary” Figure 26 (4). Then, it was allowed 

only to grow in the x direction within the 

segments that belong to the plume boundary 

Figure 26 (5) (a detailed explanation of the 

whole process in Figure 26). The plume 

boundary was defined by repeating this step 

until the depth of -3712. Finally, the 

remaining part of the rift boundaries was 

classified using “pixel-based object resizing” 

algorithm into the remaining part of the 

temporary classes (Figure 27 (H)). 

7- At the end, a sequence of refining processes 

was applied using a sequence of merging 

processes. The purpose of this step was 

gathering all segments of the same object together. Finally, a sequence of reclassification and 

growing processes was applied to fix some small segments with wrong classification and reclassify 

them into their correct classes (Figure 27 (I)). 

 

Figure 27: (A) The image stack after classifying the background and the model zone (B) The classification of the plume. (C) The 
classification of the craton. (D) The classification of the first layer. (E) The classification of the second layer. (F) The classification 

of the third layer. (G) The classification of the rift. (H) The classification of the rifts and plume boundaries. (I) The classified 
complete model. 

 

 

Figure 26: The strategy to classify the plume boundaries in 
green color. 1) Before and 2) after “find enclosed by 

algorithm”. 3) The vertical growing in the deeper slice. 4) 
After grow in the X and Y direction until fill the circular 
shape. 5) After grow in the X direction only to prevent 
further growing in the misclassified segments within the 

rift boundaries. 
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4.1.2. Discussion 3D OOA 

From the results of 3D OOA analysis for both simple and complex synthetic models (Figure 13, Figure 

14, Figure 21, Figure 27), it was shown that 3D OOA is capable to extract objects from 3D geophysical 

data with a high level of accuracy. This will also be shown later through the forward modelling process for 

the second complex model (subsection ‎4.1.3) since the calculated gravity signal based on the model out of 

3D OOA had a misfit of 0.2% with the measured signal (Figure 29). However, there were some 

limitations in 3D OOA analysis.  

The first one was the problem of the depth below the mean sea level. Several trials were made in order to 

assign the model its true depth values from 0 to -8 km (with depth interval -0.125 km). eCognition was 

not able to handle assigning -0.125 km as interval for the depth slices. It was only able to handle the 

positive interval values. This limitation has forced the researcher to assign the -8 km depth to zero km 

depth and go upward until +8 km that corresponded to 0 km depth. This limitation has not affected the 

processing and the results of the data since the output classified section and slices were georeferenced 

manually during the forward modelling stage. Hence, the shifted sections and slices were repositioned in 

their actual location. However, this solution will caused another problem in the display of the extracted 

objects during the real data analysis since the synthetic data were symmetric but the real data are most likely 

not. It was the reason that the extracted object looked reversed like a mirror image (Figure 33).  

The second problem was the dependency of the classification process on the user knowledge. This 

happened because the synthetic models were created by the user and consequently the classification 

process (including the used pixel values, position and context thresholds) was biased by the user 

knowledge about the models. This limitation will influence the results of the real data analysis. In the real 

data analysis, the absences of knowledge about the model and the bias toward certain subsurface structural 

settings will most likely reduce the amount of details that can be extracted from the model.  

4.1.3. Results forward modelling (including object based inversion) 

In this stage, the forward modelling was done based on the classified sections from 3D OOA. The second 

complex model was selected for this step because of the complexity that was added in the model which is 

physically more realistic. Hence, using this model allows judgement of the capability of the methodology 

to actually retrieve 3D earth structure in complex conditions.  

4.1.3.1. Re-constructing the model 

The 3D OOA classified sections (Figure 28 (C)) were imported into IGMAS+. Then, the model was 

reconstructed based on the extracted objects in the classified sections (Figure 28 (D)). The process of 

reconstructing the model is explained in Figure 28. The original sections before 3D OOA are shown in 

Figure 28 (B), while Figure 28 (C) shows the sections after 3D OOA analysis. Then, the reconstruction 

process was done in IGMAS+ (Figure 28(D)). The original synthetic model (Figure 28(A)) was shown to 

compare it with the retrieved model based on 3D OOA (Figure 28(D)). The reconstruction process was 

accomplished successfully. However, some distortion happened in parts of the object as it shown in 

Figure 28 column (D) section 3. 

4.1.3.2. Object-based inversion 

The object based inversion process was based on Haase (2008) in Schmidt et al.(2011), as mentioned in 

subsection ‎3.2.3, to calculate the density contrasts that produce the optimum fit with the measured gravity 

data. Here, the calculated gravity signal (Figure 29(A)) from the original model (Figure 28 (A)) was 

considered as the measured gravity signal. The calculated gravity signal (Figure 29(B)) from the 

reconstructed model (Figure 28 (D)) was compared with the measured gravity signal in order to determine 

the degree of misfit (Figure 29 (C)) between them. 
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Figure 28: column (A) is the original sections in IGMAS+. Column (B) is the sections before 3D OOA in eCognition. Column 
(C) is the classified sections after 3D OOA analysis. Column (D) is the constructed model based on the classified sections from 

3D OOA in Column C. 

 

Figure 29: (A) The measured gravity signal. (B) The calculated gravity signal. (C) The difference between the calculated and the 
measured gravity signal. 

 

 

(A) (B) (C) 
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The calculated gravity signal showed 99.8% correlation with the measured gravity. However, the retrieved 

density contrasts showed wrong estimations as shown in Table 4. The retrieved densities showed close 

values to the original ones in the shallow parts (e.g. LAYER1, CRATON 1, BOUNDARY 1 BET. 

LAYER 1 & RIFT 1, BOUNDARY 1 BET. RIFT 1 & CRATON 1, LEFT RIFT 1, and RIGHT RIFT 

1). However, the density contrasts of the deep objects were not retrieved, and a large error was shown in 

the density contrasts estimations (e.g. CRATON 3, BOUNDARY 3 BET. LAYER 3 & RIFT 3, and 

RIGHT RIFT 3). This happened because in the same location the objects had the same geometry and 

position (in X and Y) but located at different depths, whereas they all contribute in the calculation of the 

gravity signal. This can explain the large deviation with positive density contrast (CRATON 3 = -

5.704g/cm3) and the large deviation with negative density contrast (CRATON 2= 1.134 and PLUME= 

1.045) because their effects cancelled each other out in the calculated gravity signal. 
 Original 

Density 

Density 

Contrast 

 Retrieved Density 

contrast 

Difference 

Layer 1 2.3 0.075 Layer 1 0.07 0.005 

Layer 2 2.4 0.175 Layer 2 0.253 -0.078 

Layer 3 2.5 0.275 Layer 3 -0.909 1.184 

Craton 1 2.5 0.275 Craton 1 0.256 0.019 

Craton 2 2.6 0.375 Craton 2 1.134 -0.759 

Craton 3 2.7 0.475 Craton 3 -5.704 6.179 

Boundary 1 bet. Layer 1 & Rift 1 2.25 0.025 Boundary 1 bet. Layer 1 & 

Rift 1 

0.008 -0.033 

Boundary 1 bet. Layer 2 & Rift 2 2.2 -0.025 

Boundary 1 bet. Layer 3 & Rift 2 2.15 -0.075 

Boundary 2 bet. Layer 1 & Rift 1 2.35 0.125 Boundary 2 bet. Layer 2 & 

Rift 2 

0.754 -0.679 

Boundary 2 bet. Layer 2 & Rift 2 2.3 0.075 

Boundary 2 bet. Layer 3 & Rift 2 2.25 0.025 

Boundary 3 bet. Layer 1 & Rift 1 2.45 0.225 Boundary 3 bet. Layer 3 & 

Rift 3 

-6.211 6.386 

Boundary 3 bet. Layer 2 & Rift 2 2.4 0.175 

Boundary 3 bet. Layer 2 & Rift 2 2.35 0.125 

Boundary 1 bet. Rift 1 & Craton 1 2.4 0.175 Boundary 1 bet. Rift 1 & 

Craton 1 

0.067 0.008 

Boundary 1 bet. Rift 2 & Craton 2 2.3 0.075 

Boundary 1 bet. Rift 3 & Craton 3 2.2 -0.025 

Boundary 2 bet. Rift 1 & Craton 1 2.5 0.275 Boundary 2 bet. Rift 2 & 

Craton 2 

0.556 -0.381 

Boundary 2 bet. Rift 2 & Craton 2 2.4 0.175 

Boundary 2 bet. Rift 3 & Craton 3 2.3 0.075 

Boundary 3 bet. Rift 1 & Craton 1 2.6 0.375 Boundary 3 bet. Rift 3 & 

Craton 3 

8.436 -8.161 

Boundary 3 bet. Rift 2 & Craton 2 2.5 0.275 

Boundary 3 bet. Rift 3 & Craton 3 2.4 0.175 

Boundary 1 bet. Plume & Above 2.3 0.075 Boundary bet. Plume & 

Above 

-0.762 0.937 

Boundary 2 bet. Plume & Above 2.4 0.175 

Boundary 3 bet. Plume & Above 2.5 0.275 

Plume 2.2 -0.025 Plume 1.045 -1.07 

Left Rift 1 2.1 -0.125 Left Rift 1 -0.102 -0.023 

Left Rift 2 2.2 -0.025 Left Rift 2 -1.734 1.709 

Left Rift 3 2.3 0.075 Left Rift 3 7.055 -6.98 

Right Rift 1 2.1 -0.125 Right Rift 1 -0.137 0.012 

Right Rift 2 2.2 -0.025 Right Rift 2 -1.134 1.109 

Right Rift 3 2.3 0.075 Right Rift 3 4.584 -4.509 

reference 2.225 0 reference 0 0 
Table 4: Table shows the original density values and the retrieved density contrast. 

4.1.4. Discussion forward modelling (including object based inversion) 

The classified slices and sections out of 3D OOA facilitated the process of the model reconstruction 

(Figure 28). However, the model building was a time consuming process, and IGMAS+ still needs 

development to become a user friendly application. The reason was that the software only reported the 

presence of errors during the triangulation process without indication about the reason or the source of 

the error. The triangulation process is the process in which the constructed configurations in the sections 
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are interpolated, in the gaps between the sections, to produce the bodies. This was beside the existing 

difficulties in the process of dividing the objects to introduce a new object beside or within the already 

existing ones. So manipulation of models is tedious and in case of complex models also sensitive to errors. 

Although fuzzy boundaries could be retrieved using the powerful membership function classification tool 

in eCognition it was not possible to define them in IGMAS+. Therefore, the fuzzy boundaries could only 

be represented as crisp boundaries thereby limiting the capacity to retrieve the exact location of the fuzzy 

boundaries despite the fact that they are recognizable in the data.  

The results of the object based inversion approach, for the reconstructed model, showed some inherent 

limitations in the approach. Although 3D OOA analysis was able to retrieve the shape and the boundaries 

of the object, the retrieved density contrast form the inversion showed only good results for the shallow 

objects. This happened because the objects had the same geometry and X and Y position but located at 

different depths (Figure 28), whereas that they all contributed in the final calculated signal Figure 29 (D). 

This led to wrong estimations of the density contrasts of the deep objects. However, the effect of the 

wrong calculated density contrasts on the calculated gravity signal was minimal, in this case at least, with a 

high correlation of 99.8% between the calculated and measured gravity signals. The wrong estimation of 

the density contrasts happened because of two reasons as mentioned in Schmidt et al. (2011): 

1- The large number of the objects in the model (20 objects). 

2- The fact that the gravity signal in the same place depended on several objects that had the same spatial 

geometry but located at different depths. This led to add non-uniqueness in the density contrasts 

estimations since an infinite number of density contrasts would produce same gravity signal. 

This led to a conclusion that 3D OOA was able to solve the problem in the shape configuration of the 3D 

subsurface bodies but that the inversion needed a low numbers of objects (without objects of identical 

position and geometry that located at different depths) in order to show good density contrast estimates. 

The results can also be improved by using a priori information, e.g. the density contrast of one or two 

objects, in the inversion process. Such a priori information can be gotten from literature. 

4.1.5. Results constrained inversion 

The 3D model from the forward modelling process was used to constrain the inversion process. This 

process was applied to determine the possibility to reduce the misfit between the calculated and the 

measured gravity through the inversion process.  

The forward model was exported using at 100 m resolution for the voxels in X, Y, and Z directions. Then, 

the voxel cubes were converted into a 3D mesh format using a MATLAB code for use in GRAV3D. 

Gaussian noise (0.02% of signal strength with an absolute minimum of 0.02) was added to the measured 

gravity signal since the original data were error free (Figure 30 (G) and (H)). 

The calculated densities from the forward modelling process were then converted in two different formats 

to be used in different ways. The calculated density was converted into density model format and bounds 

format. The model format was used to constrain the inversion for use as an initial model and a reference 

model for the inversion process. The bounds format was used to constrain the inversion through the 

values of the bounds. The density values out of the forward modelling were converted to bounds by 

allowing the density to change within 0.002 g/cm3 around the original value out of the forward modelling 

process. 

The results of the inversion process showed some remarks. The results of the inversion using the density 

constraints as initial model were smeared. The retrieved density contrasts ranged between 0.38 g/cm3 and 

-0.256 g/cm3. The retrieved average density contrast of the rifts was -0.175 g/cm3. This value was close to 

the average value of the rift of -0.75 g/cm3. The same was shown for the craton. The model did not 

define the plume; however, it showed a decrease in the density contrasts below the craton (Figure 30 (A)).  

Comparing the results of the reference and the bounds inversion (Figure 30 (B) and (C)), it shows that the 

inversion process behaves differently depending on the constraints used. The bounds inversion results 
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showed that the inversion process kept the wrong density contrasts that were assigned as constraints. 

However, the reference inversion results showed that the inversion process attempted to retrieve the true 

density contrasts. This can be shown in the deepest part of the craton where the value of the bounds 

inversion was around -5.7 g/cm3, and the value of the reference inversion was around -2.98 g/cm3 while 

the true value was 0.475 g/cm3. 

The misfit between the calculated and measured gravity was reduced in case of using the density 

constraints as initial and reference models (Figure 30 (D) and (E)). However, in the case of using bounds, 

the misfit was the same (Figure 30 (F)). The reason was related to the degrees of freedom in the inversion 

in case of the initial and reference model scenarios while the inversion was constrained to the bounds 

values in case of using the density constraints as bounds. 

4.1.6. Discussion constrained inversion 

The constrained inversion process proved that the misfit between the calculated gravity signal and the 

measured gravity signal (after the forward modelling and the object based inversion) can be minimized 

(Figure 30 (D) and (E)). Also, the process was able to, partially; retrieve the true density contrast even in 

the case of feeding the process with constraints that were wrong.  

Analysis of the results showed that:  

 Using constrains as an initial model was able to reduce the misfit and retrieved, approximately, 

the true density contrast; however, it was not possible to retrieve the shape of the objects.  

 Using constraints as bounds forced the inversion process to produce the results within the 

supplied bounds. If the bounds allow a wide range of density contrast variation, the produced 

model will show larger fit than in the case of using restricted bounds. The process mainly depends 

on the level of confidence in the density constraints.  

 Using constraints as a reference model was able to preserve the shape of the objects and partially 

retrieve the true density. The use of the density constraints as a reference allowed the inversion 

process to behave freely during the inversion process. Using the constraints as a reference model 

required the determination of the Alpha coefficients.    is the factor that defines the degree of 

misfit between the reference model and the calculated one.         and    are the factors that 

define the aspect ratio which are controlling the preferred dimensions for the growing of the 

anomalous objects in the model. If the model contains several objects with different dimensions, 

the value should be as the ratio of the used cell size. In the synthetic model inversion, the default 

Alpha coefficients were used (                   , and     ) which are appropriated 

to a model with 100 m cell size.   

4.1.7. General discussion on synthetic models results 

The previous discussions led to conclusions that can be used in the real data analysis stage: 

1. 3D OOA allows retrieving the shape and the body boundaries of the subsurface objects. 

2. The forward modelling stage cannot represent the fuzzy boundaries in case of using IGMAS+. 

These conclusions made the crisp boundaries the only choice during the 3D OOA of the real 

data analysis. Also, the object based inversion process within IGMAS+ Haase (2008) in 

Schmidt et al. (2011) needs a few numbers of objects and also, if available, some density 

constraints values about one or two objects. 

3. The constrained inversion process depends on the type and the quality of the used constraint. The 

usage of the constraint as bounds or a reference model is based on the level of confidence in 

the constraint. This conclusion also mentioned in Williams (2008).  

The output conclusions from the results of synthetic data guided the methodology during the analysis of 

the real datasets of the study area. In the next sections, the results of the real data analysis will be 

explained and discussed. 
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Figure 30: (A) The retrieved density contrasts in case of using the density constraints as initial model. (B) The retrieved density 
contrasts in case of using the density constraints as reference model. (C) The retrieved density contrasts in case of using the 

density constraints as bounds. (D) The difference in case of using the density constrains as initial model. (E) The difference in 
case of using the density constrains as reference model. (F) The difference in case of using the density constrains as bounds. (G) 

The measured gravity data. (H) The assigned standard deviation error to it after preparing it for the inversion.  

 

(G) (H) 

(D) 
(A) 

(B) (E) 

(C) 
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4.2. Application to eastern Africa rift system 

In this section, the results of the real data analyses are shown. The 3D OOA results of the S-wave seismic 

tomography model of the study area are shown followed by the forward modelling and object-based 

inversion results using the classified sections output from 3D OOA. Finally, the results and discussion of 

the constrained inversion using the output model from forward modelling results are shown. 

4.2.1. Results 3D OOA  

In this subsection, the results of 3D OOA for the 3D S-wave seismic tomography model of the study area 

are shown. The following explanation is followed by Table 5 that contain the full details of the ruleset 

applied. 

4.2.1.1. Preparing the image stack  

Preparing the image stack was the first stage. The S-wave seismic tomography model included 37 slices 

starting from depth -40 km to -400 km with a 10 km interval. The slices were gridded using Kriging 

algorithm using grayscale colour scheme with linear colour distribution method. Then, the slices were 

exported into images with TIFF format with their geo-reference information in order to construct the 3D 

image stack (Figure 32 (A)). After that, the image stack was used for 3D OOA in eCognition. The image 

stack was imported to eCognition to start 3D OOA analysis of the model. The model was analysed using 

a ruleset that was similar to the ruleset of the second complex model (section ‎4.1.1.3). However, there 

were some differences in the strategy of 3D OOA. The ruleset for the S-wave seismic tomography model 

can be divided into three stages (Figure 31): 

4.2.1.2. Stage 1: Segmentation 

In this stage, the model was segmented using the “multi-threshold segmentation” algorithm. The 

algorithm was fed by 9 thresholds in order to divide the image object level to 10 classes (Figure 32(B)). 

The selected number of classes that controlled the thresholds values was chosen based on the results and 

the interpretation of the 3D seismic tomography model as mentioned in Adams et al. (2012). The authors 

(Adams et al.) used 10 classes to show the results of the model. Therefore, the same number was chosen 

for the classification process. The values of the 9 thresholds were selected in order to divide the image 

pixel values into 10 classes using equal interval. Then, a small band of white background in the end of the 

southern and eastern corner of the 3D image stack, which was an artefact created during the image 

exporting process, was removed using the classification algorithm. To define the background class the 

algorithm used thresholds of a pixel value equal to 255, which equals the value of the white background.  

4.2.1.3. Stage 2: Classification 

The classification stage used the “assign class” algorithm. It can be divided into five steps. 

1- The first step aimed to classify the high velocity zone below the plume. It assigned the high 

velocity classes at a depth greater than 290 km to “deep high velocity” class (Figure 32-C). 

2- The second step aimed to classify the craton and the high velocity zones in the shallow part of the 

model. High velocity classes in the shallow part were assigned to the “craton” class (Figure 32 

(D)).  

3-  The third step aimed to classify the plume which is represented by the low velocity zone that is 

located deeper than 200 km. Low velocity classes that are below 160 km depth are therefore 

assigned to the “plume” class (Figure 32 (E)). 

4- The fourth step aimed to classify the two rift branches. It assigned the low velocity layers in the 

shallow zone with depths less than 150 km to the “rift” class (Figure 32 (F)). 

5- Then the zone between the upper part of the model (including the craton and rifts) and the deep 

part of the model (including the plume and the high velocity zone beneath it) was divided into 

three layers using the initial segmentation thresholds (Figure 32 (G), (H) and (I)).  
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4.2.1.4. Stage 3: Finalizing 

The finalizing stage aimed to finalize the 3D OOA analysis. It started with a series of the “merge region” 

algorithm to merge all the classified segments from the same class into objects. Then, it was followed by 

the “convert image objects” algorithm to connect the classified objects in 3D (Figure 32 (J)).  

 

Figure 31: flow chart show the strategy that was used to classify the 3D S-wave seismic tomography model. 

Table 5: Table shows the full details of 3D OOA of the real data. 

Process Used class/domain Thresholds Parameters Description 

multi-threshold 
segmentation 

Domain: Pixel Level Class 1: _lev10 Threshold 1: 25 
Class 2: _lev09 Threshold 2: 50 
Class 3: _lev08 Threshold 3: 75 
Class 4: _lev07 Threshold 4: 100 
Class 5: _lev06 Threshold 5: 125 
Class 6: _lev05 Threshold 6: 150 
Class 7: _lev04 Threshold 7: 175 
Class 8: _lev03 Threshold 8: 200 
Class 9: _lev02 Threshold 9: 225 
Class 10: _lev01  

Level Name: New Level 
Image Layer: Layer 1 

The algorithm uses 
the threshold to 
create to classes for 
objects and 
background 

Classification Domain: Image Object Level 
Level: New Level 
Class Filter: lev01, lev02, lev03, lev04, 
lev05, lev06, lev07, lev08, lev09, lev10 

 Active classes: 
BG 

Evaluate the membership 
function that assigned to the 
evaluated class  

assign class Domain: Image Object Level 
Level: New Level 
Class Filter: lev03, lev04, lev05, lev06 

Z distance to 
first slice < 11  

Use class: 
_Deep_HighVel 

The algorithm assigns the a candidate 
object satisfying the given  threshold 
to the “Use class” 

assign class Domain: Image Object Level 
Level: New Level 
Class Filter: lev01, lev02, lev03, lev04 

 Use class: 
_Craton_HighVel 

The algorithm assigns the a candidate 
object satisfying the given  threshold 
to the “Use class” 

assign class Domain: Image Object Level 
Level: New Level 
Class Filter: lev09, lev10 

 Use class: _Plume The algorithm assigns the a candidate 
object satisfying the given  threshold 
to the “Use class” 

assign class Domain: Image Object Level 
Level: New Level 
Class Filter: _Plume 

Z distance to first 
slice >= 25 

Use class: _Rift The algorithm assigns the a candidate 
object satisfying the given  threshold 
to the “Use class” 

assign class Domain: Image Object Level 
Level: New Level 
Class Filter: lev07, lev08, lev09, lev10 

Z distance to 
first slice > 26 

Use class: _Rift The algorithm assigns the a candidate 
object satisfying the given  threshold 
to the “Use class” 

merge region Domain: Image Object Level 
Level: New Level 
Use Class: _Deep_HighVel 

 Fusion super 
object: yes 

the algorithm merges all the segments 
belong to the “use class” into one 
segment 

merge region Domain: Image Object Level 
Level: New Level 
Use Class: BG 

 Fusion super 
object: yes 

the algorithm merges all the segments 
belong to the “use class” into one 
segment 

merge region Domain: Image Object Level 
Level: New Level 
Use Class: _Craton_HighVel 

 Fusion super 
object: yes 

the algorithm merges all the segments 
belong to the “use class” into one 
segment 

merge region Domain: Image Object Level 
Level: New Level 
Use Class: _Plume 

 Fusion super 
object: yes 

the algorithm merges all the segments 
belong to the “use class” into one 
segment 

convert image 
objects 

Domain: Image Object Level 
Level: New Level 
Use Class: all the classes 

 Connected 3D The algorithm aim to convert image object to 
3D connected objects to improve the 
construction and the visualization of the objects 

3D 
Image 
stack

First stage: 
Segmentation

Classify the 
background 

Second Stage: 
Classify the high 

velocity zone below 
the Plume

Third Stage : 
Classify the 

Craton

Fourth 
Stage : 

Classify the 
Plume

Fifth 
Stage : 
Classify 
the Rifts

Analysis & Classification

Refining

Segmentation Finalization
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Figure 32: (A) The raw image slices. (B) The cube after the segmentation. (C) The cube after the classification of the high velocity 
zone below the plume. (D) The cube after the classification of the craton. (E) The cube after the classification of the plume. (F) 

The cube after the classification of the rift. (G) Layer 1. (H)  Layer 2. (I) Layer 3. (J) The cube after the finalizing stage 

The results of the 3D OOA (Figure 32) showed the different structural elements of the model. The 

process was able to classify the rifts, craton, plume, the high velocity zone below the plume, and three 

layers. These three layers were located between the shallow part, containing the craton and the rifts, and 

the deep part, containing the plume and the high velocity zone below it. They were divided into three 

layers because they contained a wide range, about 30% (4.4 km/sec-1 to 4.65 km/sec-1) of the full range of 

the seismic velocities (3.88 km/sec-1 to 4.8 km/sec-1). This wide range was preferred by the user to be 

described by three layers, which could describe a gradual change in the velocity. 

(J) (I) (H) 

(G) (F) (E) 

(D) (C) (B) 
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4.2.2. Discussion 3D OOA 

3D OOA was able to extract 3D objects from a 3D S-wave seismic tomography model. However, the 

process was affected by several factors that need a detailed discussion. 

4.2.2.1. Segmentation 

The multi-threshold segmentation method was able to divide the model into ten classes with fixed 

interval. These classes were reclassified later to their objects’ classes. The multi-threshold segmentation 

algorithm is controlled by the value of the thresholds. The selected number of classes that controlled the 

thresholds values were chosen based on the results and the interpretation of the 3D seismic tomography 

model as mentioned in Adams et al. (2012). However, this number of classes was not able to define the 

location of the objects’ boundaries. A test was made using 15 classes instead of 10, and the results showed 

that the general patterns of the objects were preserved without clear definition of the boundaries (Figure 

33 (A) and (B)). It is also crucial to mention that it was not possible to increase the number of classes due 

to the limitation in the forward modelling process as will be explained later. Some objects needed to 

degrade their details because of the large section interval that will be used later in the forward modelling 

stage as will be discussed in subsection ‎4.2.4.2. 

The multi-threshold approach is not optimal for 3D OOA. The powerful segmentation algorithms (e.g. 

multi-resolution segmentation), object features and statistical tools in eCognition were not fully used. A 

methodology should be developed for the cases where the thresholds are not available or not clear. A 

work flow is needed to be developed to integrate such automatic approaches with statistical analysis of 

each depth slice individually. This can be done to identify and connect the required parameters between 

the depth slices. 

4.2.2.2. Classification 

The results of the classification process faced some problems. Some objects’ details were lost, and others 

were not clearly defined during the classification. The craton object (Figure 33 (D)) merged four classes; 

the dark red, the red, the orange, and the yellow class (Figure 33 (C))). The three first classes (Dark red, 

red, and orange) had a high velocity that belongs to the craton. However, the fourth class (yellow) 

represented the transition zone between the craton and the surrounding objects. By including this class to 

the craton object, the details of the craton boundaries were lost. The rift object also was not clearly 

defined. The classification of the rift was based on the low velocity characteristics and the depth extent. 

However, the boundaries of the object in 3D had fuzzy characteristics. This made the object loose some 

details from its actual boundaries position (Figure 33 (B) and (C)). This meant that another approach is 

needed to extract the actual location of the object boundaries.  

`  

Figure 33: A) the results of the segmentation test using 15 thresholds (the white box indicating the effect of losing some details 
related to the gravity anomaly which will be explained) later and B) the original segmentation using 10. (C) The 3D view of the 

basic 10 classes and also show the mirror image effect in comparison with figure (B). (D) Figure shows the effect of degrading the 
four classes (dark red, the red, the orange, and the yellow) in (C) during the classification to the craton class. 

(A) (B) 

(D) 

(C) 
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Another important issue in the geophysical data is the change in the histogram content (e.g. velocity or 

density values) with depth (Figure 34). This issue affected the behaviour of the automatic approaches such 

as the “automatic threshold” and “estimate scale parameter” tool for multi-resolution segmentation. These 

automatic approaches can prevent the subjectivity in the thresholds selection process and improve the 

quality of the 3D object extraction process. 

Also, the limitation of the forward modelling process 

(as discussed in subsection ‎4.1.7) prevented using the 

powerful membership functions of eCognition to define 

fuzzy boundaries as in the case of the craton and rift. 

These fuzzy boundaries could not be built in the 

forward modelling process, and hence, they were not 

used in the 3D OOA. The usage of crisp boundaries 

instead of fuzzy boundaries in places where objects had 

fuzzy boundaries caused loss in the details of the object 

boundaries. 

The conclusion of the previous discussion is that, the 

workflow is needed to be developed to identify the 

actual location of the boundaries. This can decrease the 

number of classified objects and produce accurate 

location of the boundaries that can affect the results of 

the forward modelling. The accuracy assessment of 3D 

OOA analysis will be evaluated after the forward 

modelling stage. 

4.2.3. Results forward modelling (including object based 
inversion) 

In this subsection, the results of the forward modelling stage are shown. The subsection includes the step 

of preparing the satellite gravity, the reconstruction step, and the object-based inversion step  

4.2.3.1. Preparing the satellite gravity data 

The Bouguer gravity data was subjected to a filtering process.to reduce the small wavelength content of 

the anomalies since these anomalies cannot be retrieved in the model because of the low resolution of the 

input data (111 km). A Cosine roll-off filter was used in the filtering process because it is a clean filter that 

can reduce ringing effects possibly created during the Fast Fourier Transform (FFT) filtering process in 

the wavenumber domain. The Cosine roll-off filter also has the advantage that it does not change the 

content of the power spectrum of the data. A regional Cosine roll-off filter was applied on the data with 

short wavelength corner frequencies equal to 111 km and an intermediate filter degree equal to 5 (0:10 full 

degree range) to keep balance between the long wavelength content and the ringing effect (Figure 35 (C)). 

4.2.3.2. Re- constructing the model 

The classified slices and sections from 3D OOA were used to build the model in the forward modelling 

process. In order to reconstruct the full resolution model, 56 cross sections could be used. This is spatially 

equivalent with a 0.25 degree (27.5 km) section intervals in X direction. However, 14 sections, with about 

111 km distance interval across the X direction, were used to reconstruct the model due to the limitation 

of IGMAS+ on model input and computation time as discussed earlier (subsection ‎3.2.3). An empty 

density model of the study area was created in IGMAS+ software. Then, the classified slices, sections, the 

measured satellite gravity, and DEM were imported in it (Figure 35 (C) and (D)). After that, the 

reconstruction process was accomplished based on the classified sections (Figure 35 (E) and (F)). Last, the 

objects were formed by the triangulation process ((Figure 35 (G), (H), (I) and (J)). 

Figure 34: (A) The histogram of the slice at 50 km 
depth. (B) The histogram of depth 300 km. The figures 

show the difference in the range of velocity contents 
through the depth. 

(B) 

(A) 
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4.2.3.3. Object-based inversion 

The inversion process was applied on the reconstructed model to calculate the density contrasts of the 

reconstructed objects. It was assumed that these calculated density contrasts could produce a minimum 

misfit between the measured satellite gravity and the calculated gravity response. There were in total 9 

reconstructed objects. The calculated density contrasts for the 9 classes are shown in Table 6. 

Object Density Contrast (g/cm3) Average seismic velocity 

Crust 0:40 km 0.118  Reference: 2.67 (0:10 km) and  2.90 (10:32 km)  

Craton 0.001 reference 3.35 4.44:4.8 

Rift  -0.047 reference 3.35 3.88:4.26 

Layer1 -0.025 reference 3.35 4.35:4.44 

Layer2 0.003 reference 3.35 4.26:4.35 

Layer3 -0.047 4.26:4.17 

Plume -0.058 4.08:4.17 

Inner plume 0.006 4.08:3.88 

High velocity zone below the mantle 0.056 4.26:4.53 

Table 6: Table shows the results of the object based inversion process. The reference values were based on results from Ebbing et 
al. (2001) based on the equation of Christensen and Mooney (1995). They estimated the reference model up to depth 180 km. 

Consequently there were no available values for the deeper objects. 

The craton, the rifts, and plume density contrasts were correlated with the seismic tomography model. 

The rifts had a negative density contrasts which correlated with the low velocity in the seismic 

tomography model. The craton had a positive density contrasts which correlate with the high velocity of 

the seismic tomography model; however, the craton had about 8% velocity increase which did not 

correlate with the 0.1% density increase in the retrieved value. The plume had a low density contrasts that 

correlates with the low seismic velocity; however the inner plume, which should have a lower density 

contrast than the plume, had a small increase in the density contrast. The density contrasts of the three 

layers had a correlation between Layer 2 and Layer 3 with the seismic tomography velocity; however, 

Layer 1 had a negative density contrast, which contradicts the seismic tomography results. The density 

contrast of the high velocity zone below the plume was correlated with the results of the seismic 

tomography model.  

The results of the inversion process (Table 6) should be interpreted in relation to the background values. 

Ebbing et al.(2001) used the global IASPEI seismic layered velocity model and converted it into density 

using the velocity-density relation that published by Christensen and Mooney (1995). This model was 

assumed theoretically to produce a normal gravity field without any anomalies. Therefore, the deviation 

from these background densities was assumed to produce the gravity anomalies in the gravity 

measurements. The background values of the deeper layers were not estimated; hence the values could not 

be interpreted in relation to their absolute values.  

The calculated gravity signal had 70% correlation with the filtered Bouguer anomaly signal (Figure 35 (B)). 

The patterns in the calculate gravity signal had a correlation with the objects in the model as the low 

Bouguer anomaly at the rifts and the circular pattern in the middle that correlates with the craton. 

However, two high Bouguer anomalies were not retrieved (Figure 35 (A)). These anomalies were not 

retrieved because of the inversion process did not include objects that had the same extension and 

geometry. It is crucial to mention that the filtering process only removes the anomalies based on their 

wavelength and not the depth. This means that the shallow objects with the large wavelength will still exist 

in the data even after the filtering process. These objects were not modeled since the model starts at 40 

km depth. Another crucial factor that affected the correlation result is the edge effect (Figure 35 (B), (E) 

and (F)). The edge effect happens when the model is extended laterally beyond its original extension. This 

causes abrupt changes in the calculated gravity signal at the edges of the model. This effect can be avoided 

in the future by not extending the models beyond their lateral extend. 
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Figure 35: (A) The results using 111 km Cosine roll-off filter showing the imperfection in the filtering process. (B) The calculated 
gravity signal after the object based inversion. (C) The importing process of the classified sections out from 3D OOA. (D) The 

importing process of the classified slices. (E) And (F) two sections from the reconstructed and their observed and calculated 
signal. (G) The reconstruction process of the high velocity zone below the mantle. (H) The reconstruction of the Plume. (I) The 

reconstruction of the three layers, craton and rifts. (J) The complete model 

4.2.4. Discussion forward modelling (including object based inversion) 

The forward modelling process was a crucial step in this research since it included the reconstruction of 

the model and the estimation of the density contrast of the objects. The process included critical steps that 

will be discussed in details below. 

      (B) 

(D) 
D 

(C) 

(E) 

(G) 

(H) (I) (J) 

(F) 

(A) 
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4.2.4.1. The depth limitation of the satellite gravity measurements 

One of the critical points was the depth limitation and the validity of using gravity data to model the study 

area down to 400 km depth. Two tests were done to evaluate this. First, the power spectrum of the 

satellite gravity measurements was calculated to define the relation between the power of the wavelengths 

content of the data and their depth. The power spectra showed depth extends up to 170 km. This means 

that the wavelength content of the data could show up to 170 km; however, the contribution from deeper 

depths can be present since the wavelength content depend on the extend of the study area and not on 

the nature of the gravity measurements (Figure 36 (F) and (G)). Second, the data were subjected to Cosine 

roll-off filter to remove the short wavelengths up to 400 km (Figure 36(B)) which approximately can reach 

to 120 km as shown in the power spectrum Figure 36 (G). This step aimed to remove the effect of the 

upper part of the model up to the plume depth (~ 200 km). Then, the forward gravity signal of only the 

plume and the high velocity zone beneath it was calculated (Figure 36 (C)). The filtered satellite gravity 

signal was then compared with the forward calculated signal. The comparison showed a poor correlation. 

However, the forward calculated signal showed a good correlation with the low pass filtered signal > 1000 

km based on the work of Simiyu and Keller (1997) (Figure 36(E)). This large wavelength cut off filter was 

not possible using the data extend of the study area. From both tests, it was concluded that the signal 

from the deep part of the model existed in the gravity measurements. Also, by referring to the literature, it 

was found that Mishra et al. (2012)  used the regional Bouguer satellite gravity to model their study area up 

to 320 km depth.  

   

Figure 36: (A) The Bouguer anomaly map of the studya area (B) The filtered Bouguer map using Cosine roll-off low pass filter > 
400 km. (C) The forward gravity signal from the deeper part from the reconstructed model using plume and the high velocity 
zone below it. (D) The Bouguer anomaly map adapted from Simiyu and Keller (1997). (E) The low pass faltered Bouguer map 

using pass > 1000 km that correlate with the forward gravity signal adapted from Simiyu and Keller (1997). (F) The power 
spectrum of the Bouguer gravity signal. (G) The depth estimation based on the power spectrum. 

(B) (C) 

(E) 

(A) 

(F) (G) 

(D) 
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4.2.4.2. The reconstruction process 

In the forward modelling step, the forward model of the study area was constructed using the classified 

sections output from 3D OOA. The reconstructed model explained approximately 70% of the filtered 

measured satellite gravity signals (Figure 35 (B)). The results of the forward modelling process were 

affected by the reduction in the details due to the degradation that happened in the reconstruction process 

(Figure 37 (B) and (C)). The used section interval 111 km (1 degree) instead of 27.25 km (0.25 degree) 

affected the details of the objects in the reconstructed model. These details affected the accuracy of the 

forward modelling because the gravity signal shows these small scale details. However, separating this 

class in an individual object during 3D OOA was not possible, because it contained details that would not 

be possible to build them in the model due to the large section interval (111 km) (Figure 37(A) and (D)). 

 

Figure 37: figure shows the effect of the class merging on the forward modelling stage. (A) and (D) show the details that existed 
in the model before the process of the degradation of the classes that related to the rift in blue rectangular, the northern portion 
of the craton in green rectangular (also see Figure 33 (A)) and the central portion of the craton in white that seems to belong to 

shallow depths anomalies. (B) and (C) show the effect of the class degradation during the classification of the craton in the 
forward modelling signal. 

The reason behind selecting 111km as section interval (14 sections to reconstruct the model) was the 

difficulties in the reconstruction process that were faced during the synthetic stage. IGMAS+ software is a 

powerful and interactive software; however, the building process consumed a long time. The main reason 

was the errors that appeared during the building process. The software does not supply the user either 

with the source of errors, or a clear scheme to solve them. Also, the triangulation step caused several 

errors due to the limitation in representing various highly detailed shapes which all based on triangles. 

4.2.4.3. The object based inversion process 

The object based inversion process was controlled by the accuracy of the shape and the boundaries of the 

extracted objects. The 30% de-correlation between the measured and the calculated gravity signal is 

because of the missing details in shape and boundaries of the objects. In the synthetic test, the accurate 

calculated gravity signal 99.8% was retrieved. This de-correlation happened due to 4 factors: 

1. The large section interval and the edge effect. 

2.  The inaccurate estimation of the accurate location of the object boundaries. 

3. The assumption of the 3 layers between the upper part of the model and the lower part of the 

model was overestimated and they highly probable only two layers 

4.  The imperfection in the filtering process and the residual shallow anomalies. 

The estimated density contrasts (Table 6) showed two values that contradicted with the seismic 

tomography results. The density contrast of Layer 1 and the inner plume objects. The wrong estimation 

for the density contrast of Layer 1 is highly probable because of the vertical overlapping with layers 2 and 

3. However, the inner plume high density contrast was probably due to a different reason. In the work 

done by Cammarano (2013), the low velocity in this zone was translated to a high temperature (Figure 38  

(D) 

(C) 

(B) (A) 
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 (A)), while the density showed an increased trend (Figure 38 (B)).  

This can explain that this inner plume positive density contrast 

correlated with the long wavelength high anomaly at the eastern and 

the western end of the model in the filtered Bouguer anomaly maps 

(Figure 37 (A), Figure 36 (B) and (E)). However, this could not explain 

the low density zone that belongs to the plume beneath it (Figure 35 

(G) and (H)). 

4.2.4.4. Accuracy assessment of 3D OOA 

The accuracy assessment of the extracted model of 3D OOA was 

evaluated based on the correlation result between the measured and 

the calculated gravity signal (Figure 37 (A) and (B)). The calculated 

gravity signal shows a correlation with the general pattern of low 

Bouguer anomaly in the middle of the map with high anomaly in the 

eastern and western end of the map. The rifts trends were matched 

with the pattern in the measured data. However, the large section 

interval caused losing of some details in the objects. These details can 

improve the modelling process since they have a signature in the 

measured signal as the signal of the rift and the high velocity zone to the north of the craton as shown as 

shown in Figure 37 (A) and (D). 

4.2.4.5. Evaluation 

By comparing the results of the forward  modelling with the work done on the area by Simiyu and Keller 

(1997) (Figure 39 (A) and (B)), some remarks can be mentioned. Their work modelled only four sections 

up to 200 km depth of the study area with few details in the deep part of the sections after 40 km depth 

(Figure 39 (A)). However, they included the crustal details in their work. Their model described the craton 

as a low density portion in the upper crust that ended at 40 km depth. However, the results of the seismic 

tomography showed that the root of the craton exceeded 100 km depth (Figure 7). Their work described 

the rift branches in the same manner as the results within this research. However, they defined the source 

of the rift as a head plume which does not correlate with the seismic tomography results. The forward 

modelling process in their work depended on seismic refraction profile, filtered gravity data and the 

surface measurements. Also, their work only modelled four sections over a larger study area than the study 

area of this research. However, the model out of this research includes more information about the deeper 

zone, based on 3D seismic tomography model, and it describes the full 3D density distribution of the area. 

 

Figure 39: Figure shows the comparison between (A) the work of Simiyu and Keller (1997) and (B) the modelling of this research. 
(C) The study area map that shows the location and the extent of both sections. 

Figure 38: figure shows the low 
temperature in the zone that can be 
the reason for the low velocity in the 

inner plume zone. 

(A) 

(B) 

(B) 

(C) (A) 
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4.2.5. Results constrained inversion 

After the object based inversion process, the model was converted to voxels (Table 7), including the 

calculated density contrasts, in order to use it as a reference model for the constrained inversion process in 

GRAV3D. 

X min -100 km length 1325 km Step interval 27.25 km 

Y min 8700 km width 1600 km Step interval 27.25 km 

Z min 0 Depth range 500 km Depth interval 5 km 

Table 7: Table shows the spatial geometry of the exported 3D model out of the forward modelling process. 

The model contained: 

1- The spatial geometry of the 3D cube. 

2- The calculated density contrast that produced the best fit with the filtered satellite gravity signal in 

the object-based inversion. 

The MATLAB code created a 3D mesh based on the spatial geometry of the cube. Then, the codes were 

used to convert the density contrasts to a reference model that were used to constrain the inversion 

process (Figure 40 (A), (B), and (C)). 

4.2.5.1. Preparing the gravity signal  

The Bouguer gravity measurements were used in the inversion process (Figure 40 (I)) with 2% Gaussian 

noise added (Figure 40 (J)). The assigned error will be recalculated through the Generalized Cross 

Validation (GCV) mode of inversion. The GCV is a mode in the inversion process that estimates the 

regularization parameter automatically (the degree of the misfit required to end the inversion process). 

The GCV allows the estimation of the error in the data, and hence use it to estimate the regularization 

parameter require for the inversion (Haber and Oldenburg, 2000). 

4.2.5.2. The inversion parameters 

At this stage, the gravity signal, 3D mesh, and density reference models were already prepared. However, 

the inversion process required several parameters. The parameters used in the inversion were: 
The parameter The available values  The reason 

Depth weighting 
Depth 
Distance (Selected) 

When depth constrains is available it is preferred to use the Distance weight 
method which bases the weight on the distance from constrains. It is also 
important to mention that in case of using reference model, the weighting 
function has no effect on the inversion results 

Wavelet compression 
Default 
User 
None (Selected) 

The compression causes loss of some of the details in the model. Therefore, It 
was not included in the inversion. 

Mode 
Chifact 
Constant trade-off 
GCV (Selected) 

The GCV (generalized cross validation) mode is the best choice in case of gravity 
data where error estimation is not available. GCV automatically estimates the 
error in the data and determine the regularization parameter based on it. 

The aspect ratio 
Le, Ln, Lz   
(273,273,50) 

The Alphas or aspect ratio determine the expected gross geometry in the model. 
In the case of the study area model, the model contains different objects with 
different geometries. Therefore, It is better to adjust the ratio according to the 
geometry of the cells (27.25km, 27.25km, 5 km ~= 275,273,50) 

Table 8: Table shows the selected parameters for the inversion process and the explanation behind the selection of each 
parameter value. 

4.2.5.3. The inversion process 

The inversion process was carried out using the reference model as a constraint for the inversion process. 

The values of the density contrast for the different objects were used except the value of the crust. The 

crust was assigned no reference value to allow the inversion process to estimate the rapid variation in the 

density contrast within the shallow depth of the crust. However, to prevent the inversion process from 

concentrating all density contrasts in the empty zone of the crust; the inversion process was bounded by -
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0.15 and 0.15 g/cm3. These bounds values allowed free estimations of the density contrast since the 

maximum and minimum density contrast in the reference model were 0.056 and -0.058. However, it 

prevented the over concentration of the density contrasts in the crustal layer. The results of the inversion 

are shown in Figure 40 ((A), (B), (C), (D), (E), (F), (G) and (H)).  

 

Figure 40: (A), (B), (C), (D), (E), (F), (G) and (H) are the results of the inversion process using density constraints as a reference 
model. (I) Bouguer satellite gravity measurements. (J) The added error to the Bouguer measurements. (K) The predicted gravity 

signal. (L) The difference between the measured Bouguer signal and the predicted signal. 

4.2.5.4. The reference model results 

The results of the inversion process using a reference model as a constraint showed enhanced details in 

the final inverted model. Also, the inversion process made some modifications to the density contrast of 

the objects and especially in the shallow zone (0:100 km). The model showed a re-distribution for density 

contrast of the objects. However, the influence of the inversion seems to be less on the deeper part of the 

model. 

(A) (B) 

(D) 

(C) 

(E) (F) 

(G) (H) (I) 

(J) (K) (L) 
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 For the shallower part of the model (crust 0:40 km depth), the model showed enhanced details of 

high and low density contrasts. It also logically connected the crust density anomalies with the 

middle part (40:200 km) that related to the upper mantle anomalies (Figure 40 (F) and (H)). This 

made the results geologically acceptable. 

 For the middle part of the model (from 40:~250 km depth), the model showed that the general 

density contrast of the objects are preserved. However, parts from the craton were changed to 

higher density contrasts than in the reference model. Also, parts from the rift changed to lower 

density contrast than the reference model. The zone between the upper part, including the craton 

and the rifts, and the deep part, including the plume and the high velocity zone below it, showed 

a small variation related to the value of the dominant anomaly above it. In general, the model 

redistributed the variations within the objects as shown in (Figure 40 (H) and (E)). 

 For the deep part of the model (Plume and the high velocity zone below it 250:400 km depth), the 

model preserved the general low density contrast of the plume. However, the density contrast was 

decreased and increased within different parts of it and its inner part as shown in (Figure 40 (D), 

(F) and (G)). 

In general, the inversion process preserved the shape and the frame of the objects. The added value was 

the redistribution of the density contrasts within the object and the enhancement of the details in the 

shallow part. This was guided by the satellite gravity signal and the wavelength related content within it. 

The predicted gravity data had a good fit with the measured data. The errors in the predicted data were 

related to the evaluation of the Gaussian noise within the measured data, and they concentrated in the 

region of maximum and minimum measurements (Figure 40 (K)). 

4.2.6. Discussion Constrained inversion 

The inversion results (Figure 40) showed that the inversion process redistributed the density contrasts of 

the objects to improve the fit between the measured and the calculated satellite gravity data. Also, it 

enhanced the details in the shallow region of the model where there were no details from the object based 

inversion or the seismic tomography model. However, some parameters in the inversion process require 

some discussion. 

4.2.6.1. The selected constraint format 

The usage of the model of the forward modelling stage as a reference model was the optimum choice. The 

reference model constraints give the inversion process the frame to change within bounds without bias 

toward the predefined results. In case of the availability of density information with a high level of 

confidence, the bounds constraints are the favourable in that case. The shape of the extracted objects 

from the 3D OOA analysis had a high level of confidence because of the 70% correlation between the 

calculated gravity signal and the measured satellite one.  However, the level of confidence was not the 

same for the estimated density contrasts. Hence, the usage of the reference model allowed the 

preservation of the main outline of the objects and in the same time allowed changes in the density 

contrast values to get the minimum misfit between the measured and the calculated gravity signal. 

4.2.6.2. The inversion parameters 

The inversion process required a lot of parameters. The parameter selection (Table 8) was based on 

selecting those parameters that would produce minimum loss of information or prevent bias in the 

inversion process. Clear choices were the non-compressional wavelet mode to prevent the loss of 

information in the estimated model, and the GCV value to estimate the acceptable misfit between the 

supplied reference model and the estimated one automatically. However, the selection of the Alphas is not 

an easy choice. The Alphas play an important role in shape and the depth extent of the estimated model. 

However, the criteria to select the optimum parameters are not clear and depend on trial and error. 
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4.2.6.3. Evaluation  

The results were compared with the work done by Cammarano (2013). The work was based on assuming 

different mineralogical composition for the mantle and then the 3D S-wave seismic tomography model of 

the study area was converted into density using the equation of Stixrude and Lithgow-Bertelloni (2011). 

The authors used different mineralogical composition; however, there was no significant difference 

between them. However, not enough information is available about the models and the quality of the 

results since the work on the influence of composition is still on-going. 

 

Figure 41: (A) Cammarano (2013) density model and (B) using seven equal intervals iso-surfaces. (C) The density model out of 
this study. 

The model was displayed using histogram stretching to enhance the detail within the model. However, the 

model seems to be smooth and only describes the gradual variation with depth. Seven iso-density surfaces 

were created to define any object within the model. However, the model did not visually show any feature 

related to subsurface objects. 

However, the model can be used in a different way. In case of the availability of the absolute density 

background of the study area, this model can be used to calculate the density contrast. Then, the 

calculated gravity signal out of this model can be compared with the forward gravity signal of the 

estimated model of this research. Also, the density contrast based on their model will be comparable with 

the density contrast results output from the constrained inversion process. It also can be used as 

additional constraints for controlling the inversion process. Also, information about the uncertainty within 

Cammarano (2013) model was not available since the work still work in progress. 

Another important factor in the inversion process was the depth weighting function   ( ). This function 

describes the decay of the kernel function for the surface gravity data with depth. It controls the density 

contrast distribution with the depth. This function is one of the weak points of GRAV3D since it is the 

decay function of a spherical source within the model. The GRAV3D method can be improved by 

integrating one of the imaginative depth methods which are based on the upward continuation operator 

for data with the objective function of GRAV3D. This can provide a better depth weighting function that 

can partially retrieve the subsurface structures in the absence of a sufficient amount of the constraints. 

4.2.6.4. General Discussion: 

The different stages in the methodology work flow were linearly affecting each other. The improvement in 

each stage of the methodology can produce improvements in the final results. The 3D OOA rulesets for 

the 3D geophysical data need to be improved to be able to extract the actual location of the objects’ 

(B) 

(C) (A) 
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boundaries. The forward modelling IGMAS+ software needs development to become user friendly and 

allows to include fuzzy functions that can describe the fuzzy boundaries of the objects. The GRAV 3D 

inversion needs an improved depth weighting functions and also needs a clear methodology or automatic 

approach to define the Alphas of the inversion process. 
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5. CONCLUSION AND RECOMMENDATION 

5.1. Conclusion 

In this research, the state-of-art 3D OOA was able to extract 3D objects from 3D geophysical data. 3D 

OOA was tested first using a set of synthetic models that simulated the structure settings in the study area. 

3D OOA was able to retrieve the synthetic models. Tthe retrieved models showed a calculated gravity 

signal that had 99.8% correlation with the measured signal. Then, 3D OOA was used to extract 

subsurface objects from a 3D S-wave seismic tomography model of the central part of the East African 

Rift System. The extracted objects were used later to reconstruct the density contrast model of the study 

area through the forward modelling stage. The calculated gravity signal resulting from the reconstructed 

model had a 70% correlation with the filtered satellite gravity signal. The model from the forward 

modelling stage was used to constrain the inversion of the satellite gravity measurements using GRAV3D. 

The inversion process enhanced the details in the shallow part of the model and redistributed the density 

contrast within the object guided by the satellite gravity measurements. The answers of the research 

question were:   

1- What is the capability of the 3D OOA to extract 3D objects out from 3D geophysical data? 

3D OOA is capable to extract the 3D objects from the 3D geophysical data. The method revealed 

immense possibilities to extract the objects in different conditions, even in the case of fuzzy boundaries. 

The reconstructed models show 99.8 % correlation in case of synthetic models and 70% in the case of the 

real data; however, the estimated density contrast was not always optimal. This means that 3D OOA was 

able to solve the problem of the shape of the objects. 

2- How will the 3D OOA represent the fuzzy characteristics of the geophysical subsurface bodies? 

3D OOA was able to represent the fuzzy boundaries using the membership function. The membership 

function in eCognitions allows representing different kinds of fuzziness through different available 

membership functions.  

3- How can the S-wave seismic tomography model represent the density distribution in the 

subsurface?  

The S-wave seismic tomography model was successfully used as a basis for the definition of the shapes of 

3D objects in the subsurface. The shape of each object had a signature in the measured satellite gravity 

signal. This signature allowed the estimation of the density contrast of each object. 

4- What is the degree of the misfit? What is the effect of the low spatial resolution of the 

tomography model? 

The misfit was 30% between the measured and the calculated gravity signal. This misfit was because the 

limitation in the reconstruction of fuzzy boundaries and high resolution detail in the forward modelling 

stage.  

5- Can the forward model represent the regional gravity field of the study area? 

Yes, the forward model using the extracted objects from the S-wave seismic tomography model was able 

to represent the regional field. It produced a calculated gravity signal that has a 70% correlation with the 

filtered (regional) satellite gravity. 

6- How can the misfit between the calculated signal and the measured satellite gravity signal be 

adjusted? 

The misfit can be minimized using the inversion technique with constraints from the reconstructed model. 

The inversion technique, GRAV3D, was able to reduce the misfit using the model output from the 

forward modelling stage with the estimated density contrasts. 



EARTH STRUCTURE USING INTEGRATED SATELLITE GRAVITY, SEISMIC TOMOGRAPHY AND 3D OBJECT ORIENTED ANALYSIS 

52 

7- How can the inversion of the satellite gravity data add to the 3D model of the study area? 

The inversion process was able to enhance the shallow details in the model. Also, it was able to 

redistribute the density contrasts within the extracted objects according to the measured satellite gravity 

signal, even at larger depths. 

5.2. Recommendations 

The recommendations for the future research are: 

1- 3D OOA can be efficiently used to interpret the 3D geophysical datasets which is a time 

consuming process. The link between 3D OOA in the biomedical field and the geophysical field 

should be established, since the biomedical field had improved steps ahead in the automatic 

interpretation and 3D objects extraction. Such techniques should be carefully studied and 

evaluated to use further in dealing with the 3D geophysical data.   

2- 3D OOA rulesets need an improved approach to extract the location of the object boundaries in 

horizontal and vertical direction. 

3- IGMAS+ has added an improved technique recently (Schmidt et al., 2011) that can add a voxel 

layer behind the object based model. This voxel layer can be used to describe the vertical variation 

in the density contrasts within the object. This approach can be used using Cammarano (2013) 

density model or using other equation to convert the S-wave seismic velocity model to density 

and use it to describe the density contrast distribution within the objects. 

4- The depth weighting function in GRAV3D needs to be. One of the imagine depth methods as 

mentioned in Fedi and Pilkington (2012) or a new developed method can be used or invented to 

develop the software package.  

5- The Alphas estimation in GRAV3D needs an automated approach to define them in case of the 

presence of constraints. 
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APPENDIX 1 

The ruleset for the simple models 

 

 

The ruleset for the first complex model 
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The ruleset for the second complex model 
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The ruleset of the real data 
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APPENDIX 2 

The XML file to convert the image slices to 3D image stack 

 

<?xml version="1.0" encoding="UTF-8"?> 

<scene><layout columns="1"></layout> 

<files>*.jpg</files> 

</scene> 
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APPENDIX 3 

The MATLAB Code to convert the real data voxel into mesh that can be adjusted according to 

the input voxel through the values of the densities in the for loop 
 

close all 
clear all 
clc 

  
% read the reference file 
[nameref, pathref] = uigetfile('*.den', 'Select the modified reference 

model code file'); 
if isequal(nameref,0) 
   disp('User selected Cancel') 
else 
   disp(['User selected', pathref nameref]); 
end 

  
fullfileref=[pathref nameref]; 
fidref_in=fopen(fullfileref,'r'); 
if (fidref_in==-1) 
    disp('Unable to open VOXEL file'); 
    return; 
end 
fileref=importdata(fullfileref); 
fclose(fidref_in); 

  
%% read voxel file 
[name, path] = uigetfile('*.vxo', 'Select a MATLAB code file'); 
if isequal(name,0) 
   disp('User selected Cancel') 
else 
   disp(['User selected', path name]); 
end 

  
fullfile=[path name]; 
fid_in=fopen(fullfile,'r'); 
if (fid_in==-1) 
    disp('Unable to open VOXEL file'); 
    return; 
end 
file=importdata(fullfile); 
fclose(fid_in); 

  
% read the data from voxel file 
nx= str2double(file.textdata{3,1}(5:length(file.textdata{3,1}))); 
ny= str2double(file.textdata{4,1}(5:length(file.textdata{4,1}))); 
nz= str2double(file.textdata{5,1}(5:length(file.textdata{5,1}))); 

  
dx= str2double(file.textdata{6,1}(5:length(file.textdata{6,1}))); 
dy= str2double(file.textdata{7,1}(5:length(file.textdata{7,1}))); 
dz= str2double(file.textdata{8,1}(5:length(file.textdata{8,1}))); 

  
lowercoor=file.textdata{9,1}(9:length(file.textdata{9,1})-1); 
[r]=find(lowercoor ==','); 
lowx=str2double(lowercoor(1:r(1,1)-1)); 
lowy=str2double(lowercoor(r(1,1)+1:r(1,2)-1)); 
lowz=str2double(lowercoor(r(1,2)+1:length(lowercoor))); 
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uppercoor=file.textdata{10,1}(9:length(file.textdata{10,1})-1); 
[v]=find(uppercoor ==','); 
upperx=str2double(uppercoor(1:v(1,1)-1)); 
uppery=str2double(uppercoor(v(1,1)+1:v(1,2)-1)); 
upperz=str2double(uppercoor(v(1,2)+1:length(uppercoor))); 

  
data=[file.data(:,2),file.data(:,1),file.data(:,3)*-1,file.data(:,4)]; 
datasorted=sortrows(data,[1 2 3]); 

  
%% wrirtting the parameter of the mesh file 

  
NE=nx; 
NN=ny; 
NV=nz; 
E0=lowx; 
N0=lowy; 
V0=upperz; 

  
%% Replace density 
datasortedmod= [datasorted(:,1) datasorted(:,2) datasorted(:,3) fileref]; 
bounds=zeros(length(datasortedmod),2); 

  
for i=1: length(datasortedmod) 

     
        if datasortedmod(i,4)==1 % Litho 
          datasortedmod(i,4)= 0.15; 
%           0.118; 
          bounds(i,1)= -0.15; 
          bounds(i,2)= 0.15; 
        else    
        end       

         
        if datasortedmod(i,4)==2 % craton 
          datasortedmod(i,4)= 0.001; 
          bounds(i,1)= 0.001-0.05; 
          bounds(i,2)= 0.001+0.05; 
        else    
        end 
        if datasortedmod(i,4)==3 % yellow green 
          datasortedmod(i,4)= -0.025; 
          bounds(i,1)= -0.025-0.05; 
          bounds(i,2)= -0.025+0.05; 
        else 
        end 
        if datasortedmod(i,4)==4 % green 
          datasortedmod(i,4)= 0.003; 
          bounds(i,1)= 0.003-0.05; 
          bounds(i,2)= 0.003+0.05; 
        else 
        end 
        if datasortedmod(i,4)==5 % cyan 
          datasortedmod(i,4)= -0.047; 
          bounds(i,1)= -0.047-0.05; 
          bounds(i,2)= -0.047+0.05; 
        else   
        end 
        if datasortedmod(i,4)==6 % Light blue 
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          datasortedmod(i,4)= -0.058; 
          bounds(i,1)= -0.058-0.005; 
          bounds(i,2)= -0.058+0.05; 
        else 
        end 
        if datasortedmod(i,4)==7 % blue 
          datasortedmod(i,4)= 0.006; 
          bounds(i,1)= 0.006-0.005; 
          bounds(i,2)= 0.006+0.05; 
        else  
        end 

         
        if datasortedmod(i,4)==8 % upmantle 
          datasortedmod(i,4)= 0.056; 
          bounds(i,1)= 0.056-0.05; 
          bounds(i,2)= 0.056+0.05; 
        else    
        end 

         
        if datasortedmod(i,4)==0 
            datasorted(i,4)=0; 
            bounds(i,1)=-0.1; 
            bounds(i,2)=0.1; 
        else 
        end         

  
end 

  
%% write reference file 
output_denname = 'reference_const.den'; 
fOut_den        = fopen(output_denname,'w'); 
fprintf(fOut_den,'%f\n',datasortedmod(:,4)); 
fclose(fOut_den); 

  
%% write bounds1 file 
output_denname = 'bounds1.den'; 
fOut_den        = fopen(output_denname,'w'); 
fprintf(fOut_den,'%f\n',bounds(:,1)); 
fclose(fOut_den); 

  
%% write bounds2 file 
output_denname = 'bounds2.den';fOut_den = fopen(output_denname,'w'); 
fprintf(fOut_den,'%f\n',bounds(:,2)); 
fclose(fOut_den); 

  

 

 

 


