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Abstract
Though traffic monitoring systems, in the recent years, has seen automation incorporated
into its infrastructure, the area under the scope of surveillance is still small. The per square
kilometer investment required deters authorities from large-scale deployment plans. A UAV
mounted surveillance solution can address this issue at a fraction of the cost. During the
course of this research, an end-to-end system that can detect vehicles from aerial image se-
quences and estimate their speed in real-time was built. The system consists of three parts:
Vehicle Detector, Vehicle Tracker and Speed Estimator. The vehicle detector uses the concept
of multi-task learning to learn object detection and semantic segmentation simultaneously
on an architecture custom designed for vehicle detection called MultEYE, which achieves
1.2% higher mAP score while being 91.4% faster than the state-of-the-art model on a cus-
tom dataset. An extremely fast algorithm called MOSSE, that runs multi-object tracking at
around 300FPS, serves as the vehicle tracker for the system. Speeds of the tracked vehicles
are estimated using a combination of optical flow for motion compensation and known es-
timates of vehicle sizes as reference for scale. Further, the complete system’s performance
is also optimized and benchmarked on an NVIDIA Jetson Xavier NX embedded computer to
prove its deployability on mobile platforms capable of running on UAVs. The optimized sys-
tem runs at an average frame-rate of upto 33.44 FPS on frame resolution 3072×1728 on the
embedded platform.1

1The code for this project can be found at https://gitlab.com/Navaneeth-krishnan/multeye
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1
Introduction

Highway traffic is a known complex phenomenon which depends on a multi-level interaction
between vehicles and the interactions between the vehicles and the local road infrastructure.
The control and and management of highway traffic is a complex task due to the constraints
imposed by infrastructure and rising number of vehicles in the recent years. Enforcement of
traffic control laws and situation monitoring has always been major choke-points in traffic
management in the past 10 years due to these constraints.
Until a decade ago, traffic surveillance involved nothing other than the presence of patrol
police personnel on the roads who responded to road violations or incidents. However, re-
cently, a steady growth of automated solutions for traffic monitoring are seen, especially in
the Netherlands. The Dutch government has implemented and integrated these automated
systems into the road infrastructure network. In situ technology, like embed magnetome-
ters and inductive detector loops, and video and image processing techniques have found
widespread use across the country. Image and video processing based monitoring solutions
have seen greater popularity in highways due to advantages like:

• Multi-lane monitoring

• Ease of modification of detection zones

• Availability of a rich array of data

• Wide area can be monitored if the cameras are used in a network

Such vision based solutions provide a plethora of data from which vehicle characteristics
and its motion information can be extracted. This information can be used to detect over-
speeding infractions, reckless driving or use of reserved lanes like the bus-lane. Further, it
can also be used to identify traffic congestion and incidents after locating the same.
A typical vision basedmonitoring system consists of a CCD (Charged Coupled Device) camera,
mounted on a high platform (typically a bridge), which captures video images online and
sends the digitized version of the images to a computer. The algorithms on the computer
process the image and perform detection and tracking of vehicles. The function of this system
can be broadly classified into two types:

• Traffic Monitoring: This includes functions such as passive gathering of various traffic
parameters, such as: traffic density, vehicle classification, average speed, etc. It also
includes monitoring in order to detect vehicle crashes, also known as AID (Automatic
Incident Detection). AID focuses on detecting traffic anomalies, such as: stopped or
little traffic flow, traffic jams, vehicles outside of the road area(indicating crashes) etc.

• Traffic Law Enforcement: This consists of focusing on identifying traffic violations and
uniquely identifying vehicles in case of speeding, reckless driving and unauthorised
access of specialized infrastructure.

1



2 1. Introduction

1.1. Problem Statement
Despite the advantages of vision based solutions and their role in helping the promotion of
road safety and infrastructure development, large scale use of the system has not become
widespread due to the high costs involved in the installation of the required number of cam-
era units to effectively monitor a highway network. In 2013, each camera unit tendered to
cost $125, 000 with installation and software charged separately [36]. The main reason for the
cost stems from the fact that the field of vision of bridge-mounted camera span from 200𝑚ኼ
to a maximum of 1000𝑚ኼ. This problem can potentially be solved by a UAV mounted camera
system.
Unmanned Aerial Vehicles (UAVs) were developed in the 1950s for the Central Intelligence
Agency in the United States for the sole purpose of carrying out surveillance and reconnais-
sance missions in hostile territory. This was lauded as great decision morally as the vehicle
was unmanned and no soldiers’ lives were at stake.It also was a great financial investment
as the UAVs cost only a fraction of the cost of a manned aircraft. Since entering the civilian
domain, UAVs have been used extensively in various low altitude Remote Sensing based ap-
plications like crop-health monitoring [73, 93], forest cover estimation / tree crown extraction
[34, 126] and Urban Planning [86].
In 2015, the Dutch ministry for infrastructure development successfully demonstrated the
use of drones for traffic monitoring [92]. They used three remotely-piloted UAVs to monitor
the traffic leading to and from the Concert at Sea festival in Zeeland. Together, the three
drones monitored around 30 sq.km of area. Though there were no automated monitoring
algorithms implemented during this flight, the demonstration proved that an aerial platform
can cover a much larger area at a fraction of the price of ground based cameras. Further, the
mobility of the UAV platform enables ease of deployment to areas of interest. The efficiency
of UAV based traffic monitoring can be boosted significantly if the system is autonomous.
Compared to traditional transportation sensors located on the ground or low angle cameras,
UAVs exhibit many advantages, such as minimal cost, ease of deployment, mobility, greater
scope of view, uniform scale, etc. In comparison with low angle cameras, UAV videos have
lesser chances of occlusion which aids in tracking vehicle’s position more accurately from
the nadir or isometric view [29]. There have been several pieces of research in the field of
autonomous UAVs for traffic monitoring [30, 58, 83], however, there have not been any sig-
nificant works yet on automated vehicle detection and tracking system for these autonomous
UAV systems. Most of the autonomous UAV solutions erroneously assume the state of the art
vehicle detection algorithms can work off-the-shelf on these aerial platforms. The state-of-
the-art solutions are generally designed to perform their best on curated benchmark datasets
and their performance suffers when applied to real-world scenarios. These algorithms also
perform their best when a lot of computational power is at hand which is not the case with
mobile platforms. Therefore, there is a need to design a vehicle detection and tracking system
that performs reliably in real-world scenarios while maintaining real-time processing speed
on a mobile platform. This type of a system can also greatly benefit emergency service per-
sonnel, like fire brigade, police and ambulance, in assessing the situation while en route to
the location of disturbance. The legal framework has not yet caught up with the increasing
reliability of such technology but once this comes through, this system will be at hand to be
deployed at large scale.

1.2. Research Objective and Questions
The main objective of this thesis is to develop and evaluate a vehicle detection and tracking
system that can run real-time on an autonomous aerial surveillance platform. Adding situ-
ational awareness capabilities through multi-class semantic segmentation.
In order to achieve this, the following research objectives have to be addressed:
1) Detect vehicles from an aerial perspective image in real-time.

• What are the existing approaches to vehicle detection in aerial images?

• What methods can be used to improve the performance of a real-time approach that
can be comparable to a computation heavy approach?
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• Which approach strikes a good balance between performance and speed?

2) Enable real-time performance on a computationally constrained mobile platform.

• By how much does the speed performance suffer when a particular approach is trans-
ferred onto a mobile platform?

• Is there a way to optimize the approach such that the performance has little or no
suffering?

• Does the approach work fast enough to run real-time?

• Can a tracking algorithm be run alongside this approach without adversely affecting the
run time?

1.3. Outline
This thesis starts with a background on the deep learning leading up to state-of-the-art de-
tection algorithms. This is followed by the methodology which involves data preparation,
experiments with semantic segmentation and object detection separately and then together.
The results for these experiments are presented right after each of the experiment method-
ology is presented. This is followed by the implementation of an optimized solution on a
mobile computing device. Finally, the results are summarised and discussed, looking into
any possible improvements that could be made in future research.
The main contributions of the research are :

1. A novel and tuned multi-task learning architecture to boost the performance of a com-
putationally light vehicle detector that is robust to scale and view changes in aerial
images

2. A novel vehicle speed estimation methodology for moving camera when extrinsic camera
parameters are not available

3. An implementation methodology to enable fast execution on an embedded platform





2
Background and Related Work

This chapter introduces the topic of fully convolutional neural networks and networks de-
voted to semantic segmentation and object detection. It also introduces the concept of Multi-
task learning and how the combination of object detection with semantic segmentation task
results in improved performance of the object detector. An introduction to the basic artifi-
cial neural networks is given in section 2.1. Further, an artificial neural network capable of
processing image data, known as Convolutional Neural Networks (CNNs), will be described
in section 2.2. A variation of CNNs called Fully Convolutional Network (FCN) is discussed in
section 2.3. The history and the latest developments in the field of semantic segmentation
and object detection are described in sections 2.3.4 and 2.4 respectively. Final sections 2.5
and 2.6 introduce the concepts of multi-task learning and object tracking respectively.

2.1. Artificial Neural Networks
Artificial Neural Networks (or known simply as neural networks) is a computational model
made as an information processing paradigm whose design was based on the biological cen-
tral nervous system. A typical simple neural network consists of 3 parts: an input layer,one
or more hidden layers and an output layer. The role of neural networks as function approx-
imators was suggested by Cybenko [25]. He showed that a neural-network with one hidden
layer could function as a universal function approximator as long as the function is contin-
uous and the number of neurons in the network are finite.
The unambiguously named Cybenko’s Theorem, states that if 𝜎 is a continuous discrimina-
tory function, the finite sums of the form:

𝐺(𝑥) =
ፍ

∑
፣ኻ
𝛼፣𝜎 (𝑦ፓ፣ 𝑥 + 𝜃፣) (2.1)

are dense in 𝐶(𝐼፧) . In other words, given any 𝑓 ∈ 𝐶 (𝐼፧) and 𝜖 > 0, there is a sum 𝐺(𝑥), of the
above form , for which:

|𝐺(𝑥) − 𝑓(𝑥)| < 𝜖 ∀𝑥 ∈ 𝐼፧ (2.2)

Hence, provided a target function 𝑓(𝑥), that is to be approximated with a certain degree
of accuracy 𝜖 > 0, Cybenko’s theorem states that there is always a network with output 𝐺(𝑠)
which satisfies |𝐺(𝑥) − 𝑓(𝑥)| < 𝜖, given that a sufficient number of (hidden) neurons are used
.

2.1.1. Neuron Model
A mathematical neuron model is used to model a neural network. Earlier, works show that
the development of neural networks was initially based on the imitation the biological neural
system in a computational sphere. A neuron is the basic computational unit of the brain. It
receives inputs on its dendrites and the output is delivered through its axons (Fig.2.1). The

5
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axon terminals are called synapses which connect to the dendrites of other neurons. The
synaptic strength is the factor that decides the degree of neuron interaction. These strengths
are mathematically analogs toweights (𝑤።) in the artificial neural networks and these weights
are learnable. The dendrites convey the input signal 𝑥። to the cell-body, where these inputs
are summed. The neuron then produces an output which is sent out through the axon once
the sum crosses a certain threshold. The rate of the output generation is modeled by an
activation function 𝑓(𝑥) that is non-linear in nature. An activation function decides the state
of activation of a neuron by calculating a weighted sum and an additional bias. The input is
transformed non-linearly which enables the network to learn tasks of high complexity.

Figure 2.1: Example of a biological neuron

The decision making by an activated neuron can be modeled the following way:

𝑎። = 𝑓 (Σ። (𝑤።𝑥።) + 𝑏።) (2.3)

The activation of a neuron is represented by 𝑎። while 𝑓(𝑥) is the non-linear activation function.
𝑤። , 𝑥። and 𝑏። represent weight, input signal and bias respectively. Initially, the neurons were
activated by a simple sigmoid or a hyperbolic tangential function but in the recent years,
the Rectified Linear Unit (ReLU) [79] function has shown great promise as it was observed
that ReLU was more computationally efficient that its counterparts[59][42]. This efficiency
stems from the ability of ReLU to identically propagate all the positive inputs, which alleviates
gradient vanishing and allows the supervised training of much deeper neural networks and
additionally just output zero for negative inputs.

2.1.2. Network of Neurons
A Neural Network is a state of interconnected neurons arranged in layers. As seen in nature,
the outputs of one layer of neurons become the inputs for the succeeding neuron layer.
The inputs are generally passed forward without any signal-loops present in the network.
Further, the neurons of a layer are not connected to each other. The hidden layers (Fig.2.2)
are the layers of neurons arranged between the output layer and the input layer. Data can
be perceived to be more abstracted the more layers the input passes through. The number
of hidden layers constitutes the depth of the neural network.
The network is made to learn a general rule using a given set of examples. This process is
called Training. It is done by updating the weights using a method called backpropagation.
This method is further explained in section.2.2.4.

2.2. Convolutional Neural Network
A Convolutional Neural Network (CNN) [60] is a network of neurons that can process fea-
tures from spatial data especially images. A CNN layer has neurons that are arranged in 3
dimensions. This arrangement enables it to not only process the 2D pixel arrangement in
an image but also the channels of each pixel. CNNs have grown rapidly in the past 10 years
and are now used to solve many of the image processing tasks such as image classification,
segmentation and object detection. This section introduces the essential parts that influence
the performance of a CNN such as Convolutional layer, Pooling layer, Backpropagation, Loss
function, Learning Rate Scheduling and Hyperparameter Tuning. This section also describes
a brief timeline outlining the development of CNNs through the ages.
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Figure 2.2: Neural network with hidden layers

2.2.1. Convolutional Layer
A standard digital image can be represented in a three-dimensional matrix of the form ℎ×𝑤×3,
where ℎ represents the height of the image, 𝑤 the width and the last dimension represent the
number of channels with colour information which takes the value of 3 for the majority of im-
ages that have an RGB (Red-Green-Blue) or BGR (Blue-Green-Red) colour encoding. Multi-
and Hyper-spectral images can expect the third dimensions to be of higher order. On the
other hand, images can also have only 1 channel (Grayscale images). These representations
are then fed into a convolutional layer. Convolutional layers are the most essential units of a
CNN as they produce a mapping of features from input image or from other encoded features
that are mappings from other convolutional layers .

Kernel is one of the center pieces of a convolutional layer. If kernel K has 𝑥 rows, 𝑦 columns
and depth of 𝑑, the kernel that has a size of (𝑥×𝑦×𝑑) works on a receptive field of size (𝑥×𝑦)
on the image. The kernel by design is smaller than the image. The kernel slides over the
image (thereby convolving with it) and produces a feature map. A Convolution is the result
of summation of element-wise multiplication of the spatial information with the kernel. The
kernel stride is a parameter that is defined prior to training. Another parameter that is found
in the definition of a convolutional layer is the stride,which is the number of pixels the kernel
traverses during a convolution operation. Larger the stride, smaller is the resulting output.
Equation.2.4 shows the relation between the size of the output 𝑂 and size of the input image
𝐼 after convolving with kernel 𝐾 with stride 𝑠.

𝑂፱ =
𝐼፱ − 𝐾፱
𝑠 + 1

𝑂፲ =
𝐼፲ − 𝐾፲
𝑠 + 1

(2.4)

After the convolution step, each pixel is then activated with an activation function (for
example, ReLU non-linearity operation where every negative value is replaced with a 0). The
output of this operation then proceeds either to another convolutional layer or a pooling layer.

2.2.2. Pooling Layer
Pooling Layers are used to decrease the size of the input by a certain fraction while attempting
to retain the feature information of the input, essentially encoding them. The most commonly
used pooling technique is the max pooling. The output of this layer is generated by choosing
the maximum value within a selected kernel and replacing the pixel value with this chosen
maximum value. Average pooling and L2-norm pooling are other pooling methods commonly
used. The kernel and stride of this layer have the same length. Pooling layers decrease the
number of trainable parameters thus reducing the chance of overfitting.
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Figure 2.3: Single channel image ፈ convolving with kernel ፊ and stride 1.

2.2.3. Dropout Layer
Overfitting is the phenomenon in which a neural network loses its ability to generalize. By
design, neural networks are overdefined and overfitting happens when there are too few
training samples. Dropout layers prevent overfitting by randomly dropping nodes and its
connections which adapts the network to the training samples while prevents the weights
to be too much fitted to the training set. This will result in a significant reduction of the
difference between the validation and training accuracy. Dropout layers are removed or
deactivated during validation and testing.

Figure 2.4: Neural network before and after a dropout layer [108]

2.2.4. Backpropagation
The training of a CNN involves adjusting the weights of the kernels. Backpropagation is an
efficient method that calculates the gradients that are used by optimization algorithms [101].
The optimization problem is considered solved when the optimizer finds a unique combina-
tion of parameters that result in a minimum value of a loss function. The method involves
calculation of gradient of the loss function. One of the pre-requisites of a loss function is
that there should always exist a gradient in its domain or in other words, the loss function
should always be continuous and differentiable through out its domain.
The weights of a neural network is initially assigned randomly. At, first, the network doesn’t
have a relation between the input image and output. The network is then trained by adap-
tation of the weights in a such a way that the difference between the predicted output and
the expected output is minimized. There are two phases of computation of these weights,
the forward pass and the backward pass. Forward pass: The image is quantized and fed to
the input layer of the network which outputs an activated feature map which serves as the
input for the second hidden layer which in turn computes its own feature map. This process
is sequentially repeated for every connected layer in the network which eventually ends at
the output layer.
Backward pass: The backpropagation updates the network weights. A single epoch of back-
propagation has many parts and multiple epochs are required to be performed for a single
image. Parts in an epoch are:

• Loss function A predefined loss function 𝐿 minimizes the difference between the pre-
sented input-output pair. The weights are adjusted based on the calculated gradients
from the loss function.
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• Backward pass The total loss is reduced in this step by adjusting weights that had
majority contribution to the calculated loss.

• Weight update Finally, all the weights are updated in the negative direction of the loss
function gradient.Finally, all the weights are changed in the opposite direction of the
gradient of the loss function.

As it can be seen, the main crux of the backpropagation problem is the computation of
the loss function gradient with respect to the weights. This is done by minimizing the value
of loss function using the computed partial derivative Ꭷፋ

Ꭷ፰ . A common method for neural net-
work optimization is the Stochastic Gradient Descent (SGD).

2.2.5. Loss Function
A function 𝐿 that can quantify the difference between the input image and the annotated
output after it has passed through the network is known as a loss function. A few of the
most widely used loss functions are listed below. Assume 𝑥። is the array of predicted outputs
and ̂𝑥። is the array of required outputs.
Quadratic Loss Function One of the simplest and most used loss functions is called the
Mean Squared Error (MSE). It is defined as follows:

𝐿 = 1
𝑁

ፍ

∑
።ኻ
(𝑥። − �̂�።)ኼ (2.5)

Cross-entropy Loss Function This loss function is used in the context of convolutional
neural network applications.

𝐿 = 1
𝑁

ፍ

∑
።ኻ
(�̂�። ln (𝑥።) + (1 − �̂�።) ln (1 − 𝑥።)) (2.6)

Exponential Loss Function The exponential loss function requires an additional parameter
𝜏.

𝐿 = 1
𝑁𝜏 exp

1
𝜏

ፍ

∑
።ኻ
(𝑥። − �̂�።)ኼ (2.7)

2.2.6. Learning Rate Scheduling
The learning rate of an optimization algorithm refers to the step-size it needs to take to get to
a local or a global-minimum. Determination of the appropriate learning rate so as to achieve
a global minimum is a complex problem. If the learning rate is too high, the model may
never converge which leads to a sub-optimal performance while a learning rate set too low
would lead to a slow convergence or the model may get stuck in a local minima. Learning
scheduling is done to exploit the exploring nature of a high learning rate during the initial
iterations in order to obtain a coarse estimation of the output and then decreased during
further iterations to fine tune the model.

2.2.7. Hyperparameter Tuning
As explained in 2.2.4, the training of an artificial neural network is done using backprop-
agation. This process presents many choices a researcher should take, for example, batch
size, optimizer, learning rate etc. These choices are what make up hyperparameters which
act as a setting for the Neural Network. The optimal choice of values for these hyperparam-
eters makes sure that the network gives its best performance. In order to make educated
guesses on the values of these hyperparameters, the nature of each of these settings must
be understood in the context given by the problem and the dataset. For example, the batch
size is chosen based on the memory availability of the training machine. Larger the batch
size, more memory required. The appropriate learning rate can be chosen by tracking the



10 2. Background and Related Work

loss per epoch (or a cycle of forward and backward pass). High learning rates will result in
fast decrease of loss but may result in sub-optimal performance. The degree of over-fitting
can be observed by comparing the training loss and the validation loss.

2.2.8. Applications of CNNs : A brief timeline
When CNNs were first introduced, they were designed to solve the Image Classification prob-
lem. Classification aims at labeling images and sorting them into pre-defined categories.
LeCun et al. were the pioneers in applying CNNs for complex tasks in 1998 [60]. LeNet was
the first successful CNN built which was capable of reading handwritten digits and zip-codes.
These were not widely popular until Krizhevsky et.al. [59] improved the CNN architecture to
use Graphical Processing Units(GPU) to improve accuracy and faster training time. This pro-
vided a lauchpad for interest in Deep Learning for computer vision. AlexNet [59] is a deeper
and larger version of LeNet. The network won the ImageNet Large-Scale Visual Recognition
Challenge (ILSVRC), by a large margin. It introduced the Rectified Linear Unit (ReLU) activa-
tion which significantly sped-up the optimizer (SGD), as expensive computational elements
like tangentials and exponents were not required. Data augmentation and drop-out layers
were used to further improve the network performance and reduce over-fitting.
In 2015, Google introduced inception module, as a part of the network called GoogLeNet
[110] which won the ILSVRC2014 and made use of breakthrough approach in the design of
CNN networks.
The Visual Geometry Group of the University of Oxford realised that a certain number of
hidden layers were instrumental in efficiently encoding features, which resulted in VGGNet
[107], which secured the second place in the ILSVRC 2014.

Microsoft, who introduced the ResNet architecture [46], won the ILSVRC2015. This net-
work was considered a breakthrough by achieving an all time low rate of error of 3.6% which
beat human performance which averaged around 7%. This network contains 152 layers.

Image classification later paved way for semantic and instance segmentation. Section.2.3
introduces and expands on Fully Convolutional Networks (FCNs) that were designed for the
task of such segmentations.

2.3. Fully Convolutional Networks
Image segmentation is the classification of each pixel to the feature it belongs to in the image.
The following sub-sections introduce Fully Convolutional Networks and their role in semantic
segmentation.

2.3.1. Introduction
Fully Convolutional Network (FCN) was introduced for image segmentation in 2015 by Long
et. al.[69]. FCNs are essentially modified CNNs. To make it suitable for pixel-wise segmenta-
tion, some layers are modified to enable generation of segmented maps as output. In other
words, FCNs are created by replacing the fully-connected layers with convolutional layers.
The main objective of an FCN is to extract contextual information; an object’s identity and
location. The architectures of FCNs inherently balances the coarse tuning of large-scale fea-
tures and the fine tuning of small-scale local features.
Standard classifier networks can be used to learn semantic segmentation by the method of
Transfer Learning. In this method, the location encoded in the trained classification network
is exploited to generate segmented output maps by replacing the fully connected output layer
by a convolutional layer.

2.3.2. Transposed Convolutional Layer
A Transposed Convolutional layer is used to obtain a dense map from a downsampled and
coarse input [69]. They are also known as, Deconvolutional Layer but it is a misnomer as the
layer also performs convolution.
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Figure 2.5: Depiction of how the class location information is encoded in a classification network [1]

This process differs from the process of UnPooling in a basic concept that the unpooling
increases the size of the receptive field by a simple operation of nearest-neighbour or bilinear
interpolation, while a transposed convolutional layer maps a single activation to a field of
activations.

Figure 2.6: Difference between Unpooling and Deconvolution [85]

2.3.3. Types of FCNs
Since the introduction of FCNs, they have dominated the field of online image segmenta-
tions. The original FCN proposed by Long et.al [69] has a drawback of producing outputs
of low-resolution due to the pooling and convolution operations in the layers. New network
architectures have been proposed to tackle the output resolution problem. These methods
have different approaches to collect both global and contextual features. The major four are
:

• Encoder-Decoder

• Image Pyramid

• Spatial Pyramid Pooling

• Atrous convolutions

Thesemethods have seen widespread use in the context of scene understanding, especially
in the problem of semantic segmentation. The use of thesemethods in semantic segmentation
is further discussed in section 2.3.4.

2.3.4. Semantic Segmentation
Image segmentation is an important aspect of many of the vision based systems. It involves
classification of image pixels based on a high-level understanding of the type of information
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which the pixel is a part of [111]. Segmentation plays an important role in many appli-
cations seen today [35], including medical imaging analysis ( Tissue volume measurement,
Tumour identification etc.), autonomous vehicles (ego-lane extraction, pedestrian detection,
etc.), video surveillance and augmented reality. A plethora of semantic segmentation algo-
rithms have been published in the past decade, from early pieces, such as thresholding [89],
Clustering based on histogram [84], k-means clustering [28], local pixel topography based
algorithms [80], to more modern and complex methods like Energy minimizing snakes [55],
minimizing energy using computational graphs [14], advanced computational graphs in the
form of random fields [1] and segmentation methods based on sparsity priors [109].
In the recent years, with widespread availability and accessibility of higher computational
power, Deep Learning algorithms have enabled the development of segmentation algorithms
that significantly outperforms its predecessors. These algorithms are popularly regarded as
the front-runners of the paradigm shift that the field experienced.
FCNs were popularized in the field of semantic segmentation with the introduction of skip
connections. Skip-connections are used to merge final layers of a network with a similarly
sized initial layer in order to preserve features that may have been lost in the encoding pro-
cess. This method of feature map merging results in a healthy mixture of fine and coarse de-
tails in the segmentation map. This resulted in performance bossts that propelled the FCNs
to the top of standard benchmark challenges like PASCAL VOC, NYUDv2, and SIFT Flow.
However, despite its popularity and effectiveness, traditional FCNs have a major limitation–
it is not light enough to be implemented on an embedded platform, it could not perform real-
time segmentation and it does not process the global context information efficiently. There
were many efforts to over-come these limitations of standard FCNs.A few of these methods
discussed in this section are, Encoder-Decoder, Image-Pyramid, Spatial Pyramid Pooling and
Atrous Convolutions.

Encoder-Decoder

Figure 2.7: Generalized depiction of a typical Encoder-Decoder architecture [19]

The Encoder-Decoder type of network architecture (fig.2.7) consists of an encoder part
and a decoder part. The encoder reduces the spatial dimensionality of the features and is
known as the latentspace. The decoder part recovers the features encoded in the latent space
and the spatial dimensions. A few examples of such an architecture are SegNet [4], U-Net
[100], and RefineNet [63]. The SegNet architecture relies heavily on the VGG-16 model to re-
duce the dimensionality of the input image. The SegNet introduced a novel concept of using
pooling-indices that are calculated in the max-pooling step of the encoder. These indices are
then used to up-sample the feature maps in the decoder part non-linearly without having to
use learnable parameters. Due to the absence of additional deconvolutional layers, SegNet
is lighter than its contemporary models. SegNet was later upgraded to a Bayesian version of
the same which could model the uncertainty inherent in the standard SegNet[56].
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Onemain drawback of SegNet is that it cannot be used to get a high-resolution feature map
as small artifacts are not efficiently encoded in the latent space. A solution for that problem
was tackled by U-Net [100] and V-Net [78]. These architectures, though intended for medical
image segmentations, it found widespread use in other domains too. Ronneberger et al. [100]
proposed the use of U-Net to segment microscopy images. The architecture (Fig.2.8),inspired
by the traditional FCNs and the encoder-decoder architecture, consists of two parts, an con-
tracting encoder part used to encode contextual information, and a symmetric expanding
decoder part that provides precise localization. The downsampling layers extracts features
using 3×3 convolution much like FCNs. The upsampling layers use deconvolution layers
which are concatenated with its corresponding encoder layer which helps it retain pattern
information and avoid losing small features while encoding into the latent space.
The U-Net has been modified numerous times to cater to various types of images, for ex-

Figure 2.8: U-Net model architecture[100]

ample, a U-Net architecture was proposed for 3-D images by Cicek et al. [23]. A nested
architecture was proposed by Zhou et al. to produce a more robust architecture [134]. U-Net
was also modified and applied to other problems such as road extraction and segmentation
[131].

Image-Pyramid

Figure 2.9: Generalized depiction of a typical Image-Pyramid architecture[19]

An Image Pyramid network architecture (Fig.2.9) works on multiple image resolution that
accounts for multiple levels of feature encoding (from coarse at low resolution to dense at
high resolution). An image is passed at multiple scales through the network and eventually
merged at the end. The major disadvantage of such a structure is that it is not suitable for
larger architecture as this requires high GPU memory to hold images at multiple resolutions
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during training. One of the major model architectures employing this method is the Feature
Pyramid Network (FPN) proposed by Lin et al. [64] which was aimed at use in object detection
but was also applied to image segmentation.

Spatial Pyramid Pooling

Figure 2.10: Generalized depiction of a typical Spatial Pyramid Pooling architecture[19]

Networks that use spatial pyramid pooling method, learn features at varying levels of
details (Fig.2.10). Parse-Net[67] and PSPNet[132] are examples of networks that makes use
of Spatial Pyramid Pooling.
The Pyramid Scene Parsing Network (PSPNet) [132] uses the Spatial Pyramid Pooling to better
represent the global contextual information of a scene. Residual Network (ResNet) is used
to extract the features and encode it into the latent space. The pyramid pooling identifies
patterns in these feature maps that occur at varying levels of scaling. The outputs of these
pyramid modules are upsampled and merged with the initial layers to capture varying levels
of information resolution.

Atrous Convolutions

Figure 2.11: Generalized depiction of a typical architecture that uses Atrous Convolutions[19]

Some of the more recent network architectures use a new method that uses atrous con-
volutions [19] to recover spatial details rather than Deconvolutions like the older methods.
This method introduces another parameter into the convolution layers called the ’dilation
rate’. The atrous convolutions (or dilated convolution) (Fig.2.12) of a signal 𝑥(𝑖) is defined
as 𝑦። = ∑ፊ፤ኻ 𝑥[𝑖 + 𝑟𝑘]𝑤[𝑘] , where 𝑟 specifies the space between the kernel weights 𝑤, also
termed as dilation rate. In other words, a kernel of size 3×3 with 𝑟 = 2 will produce the same
map size as a kernel with size 5×5 meanwhile retaining the original number of parameters
of 9 which will result in an enlarged map with minimum computations. Atrous convolutions
have seen popularity in many state-of-the-art papers in the field of real-time segmentation.
A few of the notable publications include the DeepLab family of networks [18], Multi-scale
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Figure 2.12: Visualization of different dilation rates of a 3×3 kernel

context aggregation [129], Hybrid dilated convolution [122], densely connected Atrous Spatial
Pyramid Pooling (DenseASPP)[127],and the ENet [90].

Section.2.4 introduces another computer vision problem, Object Detection and section.2.5
describes how segmentation can be used to improve the accuracy of Object Detection models.

2.4. Object Detection
Object detection is a popular computer vision task that involves detecting instances of objects
in an image that belong to a particular class. The task essentially locates and classifies class
objects. As we have seen in the previous sections, advances in computer vision and deep
learning have reached a saturation point with regards to the classification problem which
caused a shift in focus to topics like adversarial image generation, neural style transfer, vi-
sual storytelling, and the topics of this thesis, object detection and tracking. This section
tracks the significant milestones in the field of object detection up until the state of the art.
This will pave way to the more specific problem of vehicle detection and tracking.

Most of the earliest object detectors were built around 20 years ago based on handcrafted
features. This was necessary at that time as powerful computational resources were not
widely available which resulted in algorithms that designed sophisticated feature represen-
tation algorithms. P.Viola andM.Jones achieved a real-time detection of human faces without
using standard constraints like skin color segmentation which was a hundred times fastest
that the state-of-the-art at that time [119] [120]. The detector was later dubbed ”Viola-Jones
(VJ) Detector” by the research community honoring their contributions.

The algorithm uses a simple method of sliding windows for the detection process, which
slides through all possible locations and scales. However, the computations behind this
simple process was too computationally expensive for the time which resulted in most of the
algorithms of the time to be extremely slow. VJ Detector sped up the process by incorporat-
ing techniques like integral image, feature selection and detection cascades.

Histogram of Oriented Gradients (HOG) feature descriptor was introduced by Dalal et al.
in 2005 [27]. Feature invariance and non-linearity is balanced by the computation on a grid
of cells that are uniformly spaced and dense in nature to improve the accuracy. Though HOG
was initially designed for detection of pedestrians, it was shown to work well for other object
classes too. To detect object of multiple sizes, the input image is scaled keeping the bounding
box size constant. The HOG has been an important part of many pieces of research on object
detection [32, 33, 74] and computer vision applications.

As the performance of handcrafted features saturated at around 2010, the rebirth of Con-
volutional Neural Networks and its ability to learn high level features robustly, garnered
interest and gave birth to a whole family of CNN based object detectors.

CNN based Detectors
The earliest breakthrough achieved by a CNN-based object detector was proposed by R.Girshik
et al. named Regions with CNN features (RCNN) for object detection [39, 40]. The RCNN
(fig.2.13) detection pipeline starts with the generation of object proposals by selective search
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[117]. The proposals are then scaled to a pre-defined size and fed into a pre-trained model
to extract features. In the end, the presence of objects in the proposal and its eventual clas-
sification is handled by an SVM classifier.The RCNN yielded a significant performance boost
on the PASCAL VOC 2007 dataset with the mean Average Precision (mAP) jumping to 58.5%
from the then top performance of 33.7% achieved by DPM-v5 [41] .

Figure 2.13: RCNN Framework [40]

Though RCNN made significant progress, it suffered from the problem of computing re-
dundant features in the case of overlapping proposals result in extremely slow detection
speeds (14s per frame on a GPU). SPPNet [45] was introduced later that year to overcome the
problem.

The major advantage SPPNet had over other peer networks is that it was not constrained
by the input image dimensions due to the presence of the Spatial Pyramid Pooling layer. The
detection pipeline calculated the the entire feature map only a single time and the represen-
tations of fixed-size extracted from this feature map and used to train the model which made
SPPNet about 20 times faster than RCNN without compromising on the detection accuracy
(VOC07 mAP=59.2%).

In 2015, the authors of RCNN proposed an improvement model called Fast RCNN de-
tector [38](Fig.2.14). The speed improvement was attributed to the ability to parallely train
both a regressor and detector under the same hyperparameters of the network. Faster RCNN
showed an 11.5 % improvement of mAP from the traditional RCNN on the VOC07 dataset
while it clocked 200 times faster than its predecessor.
Though Fast RCNN exploits the characteristics of both RCNN and SPPNet, the detection

Figure 2.14: Fast-RCNN Framework [38]

speed was still limited by the proposal detections. This was solved by Faster RCNN by gen-
eration of object proposals by CNN.

The Faster RCNN [97](Fig.2.15) detector was proposed by Ren et al. shortly after the Fast
RCNN. This was the first end-to-end , near-realtime deep-learning detector which brought the
VOC07 mAP upto 73.2% running at 17 fps with ZFNet [130]. Near cost-free region proposals
were generated using the Region Proposal Networks (RPN) and the unification the individual
blocks like proposal detection, feature extraction, box regression etc. enabled the researchers
to create such a fast end-to-end framework.
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Figure 2.15: Faster-RCNN Framework [97]

Though the speed bottleneck was essentially broken through, there were quite a few com-
putational redundancies in the detection stage. Although, many improvement models were
subsequently proposed (RFCN [26] and Light head RCNN [62]), Feature Pyramid Networks
(FPN) [64] proposed by T.Y.Lin et al. showed most promise among the detectors based off
of Faster RCNN. This piece of research enabled building high-level semantics at all scales
which earned it the position of state-of-the-art in MSCOCO dataset (COCO mAP@.5=59.1%).
This is the reason why most of the latest detectors have made the FPN as a standard building
block.

Despite the significant improvements of accuracy, widespread use of the methods in real-
world applications were limited due to computational limitations of the commonly used mo-
bile platforms. This brought the researchers to focus from accuracy-oriented solutions to a
speed oriented one.

You Only Look Once, commonly known as YOLO[96], was proposed in 2015 by Redmon
Joseph et al. This was regarded as the earliest deep-learning based one-stage detector. The
family of YOLO (Fig.2.16) was very fast: The tiny-YOLO (a version designed for speed) ran
at 155FPS achieving a mAP=52.7% on the VOC07 dataset. As the name suggests, the au-
thors, completely rewrote the object detection paradigm from ”detection and verification” to
the application of a single neural network to the whole image. This is done by dividing the
whole image into grid cells and predicting bounding boxes and probabilities for each region
simultaneously. Further versions of YOLO managed to improve detection accuracy while
managing to keep the high detection speed.
Despite, the extremely fast detection speed, YOLO suffered a drawback. It suffered a sig-
nificant drop in localization accuracy when compared to two-stage detectors especially when
the objects in question were small. Later the Single Shot Detector addressed this problem.

Single Shot MultiBox Detector (SSD) [68] (Fig.2.17) was introduced in 2015 by Liu et al.
This was the next generation of single-stage detectors to be introduced in the deep learning
era. The main contribution of the paper was that SSD introduced multi-reference and multi-
resolution detection techniques which significantly improved detection accuracy , especially
for small objects. The SSD achieved a VOC07 mAP=76.8 % for a fast version that runs at
59fps.
In 2017, T.Y.Lin et al. claimed to have discovered the reason why the accuracy of one-stage
detectors always trailed their two-stage counterparts. They had claimed that the extreme
foreground -background class imbalance was the main reason for the gap. They attempted to
bridge the gap using RetinaNet[65](Fig.2.18) which introduced a novel loss function designed
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Figure 2.16: YOLO Framework [96]

Figure 2.17: SSD Framework [68]

specifically for the task of object detection called ’Focal Loss’. This loss is calculated by
reshaping the cross-entropy loss such that extra attention is paid to wrongly classified and
difficult examples during training. This resulted in RetinaNet achieving similar performance
levels to that of the two-stage detectors while maintaining high processing speeds (COCO
mAP@.5=59.1 %).

Figure 2.18: RetinaNet Framework [65]

InMay 2020, the final version of YOLOwas proposed by A.Bochkovskiy. Named YOLOv4[12],
it is currently considered as the state-of-the-art real-time object detector. It uses the com-
binations of various features such as Weighted Residual Connections (WRC), Cross-Stage-
Partial-connections (CSP), Cross mini-Batch Normalization, Self-adversarial Training, Mish
Activation, Mosaic Data Augmentation, Drop-Block Regularization and CIoU loss. These are
categorised by the authors into Bag of Freebies (Methods that improve the accuracy of de-
tections which may influence the training time but inference time is not affected) and Bag of
Specials (Methods that can be applied which slightly increases the inference time but signifi-
cantly improves the detection accuracy). This results in performance much better and faster
than its peer networks (COCO mAP@.5=65.2 %).
Recent research has shown that combining two related tasks together can boost up the ac-
curacy of both the tasks simultaneously by the use of multi-task loss functions. This is
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discussed further in section 2.5.

2.5. Multi-Task Learning
Multi-task learning is a method employed to improve learning efficiency and prediction ac-
curacy by learning multiple objectives from a shared representation [17]. The use of multi-
task learning has been prevalent in many applications like natural language processing and
speech recognition. In the setting of visual scene understanding in computer vision, multi-
task learning method has been used to improve object detection performance with the help
of semantic segmentation.
Semantic segmentation has been shown to improve object detection due to 3 main reasons:

Figure 2.19: A general multitask learning framework for deep CNN architecture. The lower layers are shared among all the
tasks and input domains.[94]

• Improves Category Recognition: Human visual cognition consists of edges and bound-
aries [7, 88]. In the setting of scene understanding, objects(eg. car, pedestrian, tree
etc.) and background artifacts (sky, grass, water etc.) differ in the fact that the former
has well defined boundaries within an image frame while the latter does not. As se-
mantic segmentation clearly distinguishes these boundaries, it could help in category
recognition.

• Improves location Accuracy: A clear and well established visual boundary is what de-
fines an instance of an object in a ground truth. Some objects have special characteristic
parts (for example long feathers of a peacock) that may result in incorrect or low loca-
tion accuracy. As semantic segmentation problem encodes these boundaries very well,
learning segmentation along with detection improves the localization accuracy.

• Context Embedding: Most of the objects in the scene understanding context have a
standard pattern of surrounding backgrounds such as car is almost always found on
road and not the sky. These arrangements constitute the context of an object which
helps the object detection to improve object confidence accuracy.

There are two major training methodology employed when using segmentation to improve
detection. One way is end-to-end learning with enriched features. This means that the
segmentation is used as a fixed feature extractor which is integrated to the detection as ad-
ditional features[15, 37, 106]. Though this method is easy to implement, a major drawback
is the heavy computation cost of always having to calculate the segmentation even if only the
detection is of interest during inference.
However, another training methodology introduces a segmentation head on top of the detec-
tion framework which trains the network with a multi-task loss function [15, 47]. Here, the
input to the network produces two or more outputs each with its own loss function. During
the backpropagation step, the optimizer tries to strike a balance between minimizing all the
loss functions. This results in a sort of tug-of-war between the parameters in the backbone
of the architecture which are shared between the tasks. This is beneficial when the tasks are



20 2. Background and Related Work

related as the relationship of the tasks can reduce the search space of the parameters in the
backbone.

As long as there is no regularization connections between the segmentation and detection
heads, the segmentation head can be decoupled during inference, the detection speed of the
detector will not be affected as the computations required to calculate the segmentation map
is no longer needed.

2.6. Multi-Object Tracking
Object tracking in a sequence of visual data is commonly known as Visual Object Tracking
(VOT). Object tracking has been a focal point and have inspired many pieces of research in
the past years due to the challenges faced by large variations in viewpoint, illuminations and
occlusion. VOT tracking is broadly classified into two categories based on the number of ob-
jects tracked in the sequence: Single-Object Tracker (SOT) and Multi-Object Tracker (MOT).
Kalmann and Particle filtering methods have been employed widely for single-object tracking
tasks. These methods consider the object speed and position of motion which result in ac-
curate object tracking [24] [87].
Bochinski et al.[11] proposed a simple Intersection over Union (IoU) based matching done
by overlapping frames. This resulted in very fast tracking due to the use of positional in-
formation, however, the accuracy of this method suffered when used for complex objects or
in difficult scenes. A similar position based tracking method gained popularity as an online
tracker which means that the tracker learns the features of the object while performing the
tracking task. This was called the Simple Online and Real-time Tracking (SORT) algorithm[9].
This predicts object location using Kalmann filtering using the location of the object in the
previous frame. The Hungarianmethod is used tomatch the objects in the predicted locations
and the IoU score of the detected and predicted bounding boxes are used as an affinity mea-
sure. The accuracy and precision of SORT outperforms the traditional IoU based methods
but has a tendency to produce more false positives. DeepSORT [124] partially solved this
issue by introducing re-identification to affinity between tracks and detection. Recurrent
Neural Networks (RNNs) that use a combination of features, motion and affinity information
have shown promising tracking performance [102]. Here deep learning methods are used
for MOT for both object detection and affinity modeling by re-identification approach. Other
deep learning based trackers relying on Correlation Fliters (CF) have shown greater perfor-
mance accuracy when compared to peers using keypoint matching[54].

Multi-Domain Network (MDN)[81] makes use of the multi-task learning methodology to
improve its tracking performances in different domains. While the shared layers, are trained
in an offline fashion, the domain-specific layers are trained online. This results in a highly
accurate tracking system but the methodology is rather slow. This method is recommended
only if the accuracy of tracking is of much importance.

GOTURN [48] was an algorithm designed to improve the tracking speed while preserving
the accuracy of tracking. The CNN layers of GOTURN are pre-trained on sequences images
and video frames with bounding box annotations. These weights are frozen and used during
inference without online training. This enables the algorithm to reach speeds of up to 100
FPS. The overview of the GOTURN algorithm is shown in Fig.2.20.
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Figure 2.20: An overview of the GOTURN algorithm.[48]

2.7. Vehicle Speed Estimation
Visual speed estimation is done usually by tracking the objects through sequential frames.
The displacement of the objects in pixels per second is converted to an inertial frame of
reference using the camera’s estimated pose. Speed estimation of tracked objects is often
considered a sub-task when compared to object detection and tracking as it involves only
the conversion of the speed of the bounding boxes across the frames to inertial frame. Due
to this, it has been a neglected field in most traffic monitoring research pieces. The rise of
vehicle speed estimation can be traced back to the beginning of the rise of computer vision
applications for traffic monitoring. Most of the early methods involve using cameras mounted
on road infrastructures that monitor and track vehicles[104][133]. The drawbacks in these
methods is that they do not need to address the issue of a dynamic environment as the
camera is fixed. This issue was addressed by Jing Li et al.[61] where they estimated the
vehicle velocities from UAV video using motion compensations and priors. However, the
method was tailor made for nadir view video frames and ran at a low frame rate on a GPU
accelerated main-frame.





3
Vehicle Detection

The process of designing an end-to-end system pipeline that estimates the vehicle speed is
divided into three major divisions: Vehicle Detection, Tracking and Speed Estimation. This
chapter deals with the first step in the pipeline, that is vehicle detection. Object detection
problems vary in difficulty depending on the object and scene complexity, which entails that
the methods developed for object detection in ground context differs from that of aerial im-
agery.Therefore, there is a need to customize the object detector to extract the maximum
performance out of object detectors benchmarked on standard ground datasets. One of the
methods of customizing to boost performance is by training an object detector along with
a segmentation head with shared backbone parameters. This is called Multi-task Learning.
This chapter enumerates the process involved in building the custom object detector for ve-
hicles using the concept of multi-task learning.
In order to build the architecture for the multi-task network, a modular approach is used.
A broad template used to approach the architecture in a modular way is depicted in Fig.3.1.
This schematic shows the propagation of image data from left to right. The image is fed into
a backbone module which contains all the parameters that are shared between the object
detection and segmentation tasks. The function of a backbone module is to extract all the
features essential for both the tasks from the image and encode them into a lower dimen-
sional representation called the latent space. This latent space representation is then sent
to the task specific modules called heads, which contain parameters that are independent
of the other task parameters. These task heads interpret the latent space information and
present the required task outputs: detections and segmentation maps. Here it is aimed to
design the best possible backbone and head modules.
The designing process starts with finding a segmentation task head that is optimized for
speed and accuracy. Then the backbone and object detection task head are designed to pro-
vide maximum accuracy while managing real-time performance. The object detector and the
segmentation head are individually trained to make this choice before being trained together
using the multi-task methodology. The whole design is done keeping in mind that the final
implementation of the model should run on embedded platforms like NVIDIA Jetson Xavier
NX. The chapter begins with Section.3.1 that presents the choice of segmentation head for
the multi-task network and its comparison to other commonly used segmentation decoders
while section3.2 is where the choice of the object detector is presented for the detection task
and compared with other state-of-the-art algorithms. Section.3.3 finally combines both of
the choices and presents the improvement of performance. The chapter is concluded with
further improvement of performance by performing hyperparameter tuning using the method
described in section.3.4.

23
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Figure 3.1: An overview of the architecture template for the Multi-task network

3.1. Semantic Segmentation Head
We start with the process of choosing the semantic segmentation head. The role of the se-
mantic segmentor in this project is to provide contextual information to the object detector by
shared representation in the latent space. In order to maximize the detection performance,
there is a need for a semantic segmentor that efficiently classifies pixels into their respective
categories as well as recognize small scale objects in the images. However, the effectiveness
of a segmentation arm in a multitask network saturates after the segmentation reaches above
a certain level of accuracy as shown in [113]. These saturation points vary with the type of
tasks and the determination of this out of the scope of this research. An assumed saturation
point of 0.9 average dice coefficient was chosen based on an observation made that differ-
ences in the segmentation map was barely noticeable to the naked eye for models with dice
coefficient between 0.9 and 0.93. Therefore, the focus is to choose a segmentor that is small
but achieves a dice coefficient score of at least 0.9 on the test dataset. This approximation is
made under the assumption that higher accuracy levels focus on the fine details of the object
in question which is not helpful to the extent that affects the detector as the detector only
concerns itself with the location and size of the object and not the finer details like shape.

3.1.1. Model Architecture
The architecture for the segmentation is presented in table.3.2. This architecture is inspired
by ENet proposed by Adam Paszke et al. [90] however, it is modified to get better results on
the current problem statement. This is done mainly for the reason that the original ENet (Ta-
ble.3.1) contains a very long backbone that consists of many atrous (or dilated) convolutional
layers which results in a latent space that has a larger spatial dimension which is quickly
and efficiently scaled up by a smaller decoder to generate a segmentation map. However, the
object detector’s latent space is much smaller than the one generated by the original ENet
which requires some additional modification to the original architecture.
The encoder is not much in focus here as for the multi-task network, only the decoder

is used as a branch from the object detector’s backbone. For the sake of comparison, the
MobileNetV3Small[50] is used as a common encoder here. The decoder network consists of
bottleneck modules which have two branches: a branch that have convolutional layers and
a main branch that merges with the first branch using element-wise addition.
Bottleneck:A bottleneck(Fig.3.2) in the context of deep learning, is a layer or a group of lay-
ers that reduces dimensionality of data. Bottleneck modules such as these help in forcing
the backbone to retain only essential features as passing them along to the next layer which
improves efficiency. In an ENet decoder bottleneck, the dimensionality is first reduced and
then increased again using a deconvolutional layer. Each bottleneck module contains 3 con-
volutional layers. The first one is a 1×1 layer which reduces the spatial dimension of the input
feature map. The second is the main convolutional layer which is a deconvolutional layer and
finally, a 1×1 projection is used for expansion. A Batch Normalization[51] and PReLU[44] is
placed between all convolutional layers in the bottleneck. The activations are zero-padded to
match the number of feature maps. The regularizer used is the Spatial Dropout[114], with
𝑝 = 0.1. The bias term in the 1×1 layers are not used in order to limit the calls to the ker-
nel, resulting in faster computations. This is because cuDNN [20] uses separate kernels for
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Name Type Output size
initial 16 × 512 × 512
bottleneck1.0 downsampling 64 × 128 × 128
4× bottleneck 1.x 64 × 128 × 128
bottleneck2.0 downsampling 128 × 64 × 64
bottleneck2.1 128 × 64 × 64
bottleneck2.2 dilated 2 128 × 64 × 64
bottleneck2.3 asymmetric 5 128 × 64 × 64
bottleneck2.4 dilated 4 128 × 64 × 64
bottleneck2.5 128 × 64 × 64
bottleneck2.6 dilated 8 128 × 64 × 64
bottleneck2.7 asymmetric 5 128 × 64 × 64
bottleneck2.8 dilated 16 128 × 64 × 64
Repeat stage 2, without bottleneck 2.0
bottleneck4.0 upsampling 64 × 128 × 128
bottleneck4.1 64 × 128 × 128
bottleneck4.2 64 × 128 × 128
bottleneck5.0 upsampling 16 × 256 × 256
bottleneck5.1 16 × 256 × 256
fullconv 𝐶 × 512 × 512

Table 3.1: The original architecture of ENet proposed by Pazke et al. [90]. The number adjascent to the bottleneck module
represents the stage which the bottleneck module belongs to.

convolution and bias addition. Also on the single main branch, Max Unpooling layers and
spatial convolution layers are used in the decoder. A bare regular convolutional layer is used
as the final output layer with 𝐶 feature maps (12 in the case of Aeroscapes dataset).
The main modifications made on the ENet module are:

• Two additional upsampling bottleneck modules are introduced in the first stage of the
decoder(bottlenecks 4.1 and 4.2) to compensate for the increase in the latent space
dimensionality due to the lack of dilated convolutions in the backbone.

• 3 skip connections are introduced from the backbone to the outputs of bottlenecks
4.0, 4.2 and 5.0 respectively to enable learning of smaller scale features (as used in
UNet[100])

Figure 3.2: ENet bottleneck module



26 3. Vehicle Detection

Name Type Output size
MobileNetV3Small Backbone/Encoder 16 × 16 × 576
bottleneck4.0 upsampling 32 × 32 × 256
Concatenate skip connection from backbone 32 × 32 × 544
bottleneck4.1 upsampling 64 × 64 × 128
bottleneck4.2 upsampling 128 × 128 × 64
Concatenate skip connection from backbone 128 × 128 × 136
bottleneck4.3 128 × 128 × 64
bottleneck4.4 128 × 128 × 64
bottleneck5.0 upsampling 256 × 256 × 16
Concatenate skip connection from backbone 256 × 256 × 32
bottleneck5.1 256 × 256 × 16
Deconvolution 512 × 512 × 𝐶

Table 3.2: Architecture of the Modified ENet for semantic segmentation. 2 additional bottleneck modules are introduced in
stage 4 of the decoder along with 3 skip connections from the encoder (additional modules are highlighted)

3.1.2. Dataset preparation for Multi-class Semantic Segmentation
Supervised Learning method in Deep learning algorithms require training, validation and
testing data. Most of the algorithms require a large number of training examples with good
degree of context variety to effectively generalize the task at hand and prevent data overfit-
ting.
Though multi-class segmentation is mainly used in this project as a performance enhance-
ment technique for the object detector, a good segmentor can be instrumental in maximizing
the potential of the object detector.
Semantic Segmentation has seen great improvements in the context of ground images but
the scarcity of aerial datasets has highly limited the progress in developing methods for aerial
images. A few well known aerial image semantic segmentation datasets are Inria Aerial Image
Labeling Dataset [72], DLR-SkyScapes [2], Air-Ground-KITTI [76]and UAVID [71].However,
in the context of aerial traffic monitoring, there are a few constraints that need to be taken
into consideration.

• Altitude: As the system is designed to be implemented on a Hybrid-VTOL drone, the im-
ages should be captured between 20m and 150m (maximum allowed operating altitude
by the Dutch Government[118]). This constraint eliminates most of the aerial images
taken from an airplane and satellite images.

• Number of Classes: Higher the number of classes, greater the contextual awareness the
object detector can learn. With this in mind, a minimum of 5 annotated classes are set
as a requirement. This eliminates datasets with only road and/or buildings segmented.

• Viewing Angle: A charter on Drone Regulations by the Dutch Government states ”the
flight is not performed over areas of contiguous buildings or structures, including industrial
and port areas, or over crowds of people or over railway tracks or paved public roads
accessible to motor vehicles”[118]. This essentially renders all orthographic-only image
datasets unusable in our context. There for only datasets that view the scene in a rough
isometric as well as orthographic view would be used.

These constraints deplete an already scarce pool of candidate datasets. However, there are a
few multi-class segmentation datasets that fall into this category which can be used to design
and fine-tune a segmentor.
The Aeroscapes[82] dataset is an aerial semantic segmentation benchmark which is collected
using a DJI Phantom3 fleet of drones between the altitudes of 5 and 50m. The dataset
consists of 3269 720p non-sequential images and their respective 11 class annotations. The
dataset is split in the ratio of 70:20:10 as training, validation and testing datasets. In other
words, 2288 training samples, 654 validation samples and 327 test samples.

Once the design dataset is finalized, the data is prepared for training. The following steps
are taken to prepare the data for training.



3.1. Semantic Segmentation Head 27

Figure 3.3: Sample images from the Aeroscapes dataset along with the annotation visualization [82]

• Image Resize: As a full-size (1280×720 pixels) requires a great amount of computa-
tional power during training, the image is resized to a respectable 512×512 and higher
resolution images can be processed during inference by sliding a 512×512 window
over the image. The resizing is done without affecting the aspect ratio by employing
a method called letterboxing. This resizes the image to a desired dimension without
loosing the aspect ratio (which holds a lot of object characteristics information) and fill-
ing the resulting empty pixels with a grey color. However, it should be noted that the
resizing essentially increases the Ground Sampling Distance(GSD) (the distance on the
ground the corresponding pixel on the image covers). This makes it difficult to identify
the objects when the UAV altitude for inference is outside the range trained using the
Aeroscapes dataset. This issue is resolved by using the previously mentioned sliding-
window method to splice large images to smaller chunks which preserves the GSD.
Thus, the model trained with 512×512 images can easily be used to infer larger image
sizes.

• Normalization: Image Normalization is an important step in semantic segmentation
as this process ensures that the pixel intensity and channel values have a similar
data distribution throughout the image and the dataset. It is performed by finding
the pixel-wise difference of the value and the global average of the pixels and then
dividing it by the standard deviation of the original pixel values. It essentially con-
verts an image of N channels: 𝐼 ∶ {𝕏 ⊆ ℝ፧} → {Min, … ,Max} to a normalized image
𝐼ፍ ∶ {𝕏 ⊆ ℝ፧} → {NewMin, … ,NewMax} with pixel intensities ranging from (Min,Max) and
(NewMin,NewMax) respectively, using eq.3.1.

𝐼ፍ = (𝐼 −Min) newMax − newMin
Max−Min

+ newMin (3.1)

• One-hot Encoding: As annotations are mainly done by humans as of now, these an-
notations are usually done with different colors(which often fall in a finite set). These
colors represent which class a pixel at that location in the original image belongs to. As
humans, it is trivial to understand this type of classification. However, these annota-
tions are not machine-readable. A neural network algorithm can understand 1s and 0s.
Hence, we apply color mask to each of the colors corresponding to their respective class
and extract a binary image for each of the classes. This will transform a 512×512×3
annotation into a 512×512×12 encoded annotation, where 12 is the number of classes.
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It must be noted that Normalization is not applied to the annotations as the color value
of the annotation changes that would affect the one-hot encoding process. However, all
non spectral transformations on the original image must be reflected in the annotation
too.

3.1.3. Training
The architecture was trained with the following model settings set:

• Batch Size: 5

• Number of Epochs: 250

• Optimizer: ADAM

• Loss Function: Tversky Loss[103]

• Initial Learning Rate: 1 × 10ዅኽ

• Learning Rate Decay factor: 0.5 with a patience of 5 epochs

These setting values are chosen based on default settings used by Keras[22] platform and
are not tuned to work on this task. The technical hardware and software specifications are
listed below:

• Training System Specification: Intel Xeon Processor with 12 GB NVIDIA Titan Xp
GPU

• Software Packages:Keras with Tensorflow 2 backend (Python3.7)

• Evaluation Speed Bottleneck: 1.8 GHz Intel Core i5

As it is has been shown to prevent overfitting due to dataset imbalance, the loss function
used is the Tversky Loss[103] function. This function is based on the Tversky index[115]
which is defined as:

𝑆(𝑃, 𝐺; 𝛼, 𝛽) = |𝑃𝐺|
|𝑃𝐺| + 𝛼|𝑃\𝐺| + 𝛽|𝐺\𝑃| (3.2)

Where P and G are predicted and the ground truth segmentation maps respectively and 𝛼
and 𝛽 control the penalties of False Positives and False Negatives respectively. Based on this,
the tversky loss function is formulated as:

𝑇(𝛼, 𝛽) =
∑ፍ።ኻ 𝑝ኺ።𝑔ኺ።

∑ፍ።ኻ 𝑝ኺ።𝑔ኺ። + 𝛼∑
ፍ
።ኻ 𝑝ኺ።𝑔ኻ። + 𝛽∑

ፍ
።ኻ 𝑝ኻ።𝑔ኺ።

(3.3)

Where 𝑝ኻ። is the probability that the pixel does not belong to the particular class and 𝑝ኺ። is the
probability that the pixel belongs to the particular class. The values of 𝛼 and 𝛽 were chosen
to be 0.3 and 0.7 as per the original paper.

Further the evaluation is done on the test dataset using the Dice Similarity Coefficient
measure which is defined as:

𝐷(𝑃, 𝐺) = 2|𝑃𝐺|
|𝑃| + |𝐺| (3.4)

3.1.4. Results and Discussion
The trained model is evaluated against other commonly used semantic segmentation models
like SegNet[4], UNet[100] and the parent ENet[90]. As the decoder is the part of the model
being evaluated, MobilenetV3Small[50] is used as a control backbone across all the tested
models. This choice was made with the sole purpose of speeding up the training time and
reducing GPU load. The models were evaluated on a CPU which served as the speed bot-
tleneck which helped determine its suitability to be deployed on mobile platforms without
GPU accelerated computing. SegNet[4] provided a very poor processing speed benchmark
during the evaluation. This is attributed to the large memory requirement of the network .
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Decoder Average Tversky Loss Average Accuracy Average Dice Coefficient FPS
Segnet[4] 23.15 0.8697 0.8968 -
U-Net [100] 23.115 0.9004 0.9208 2.3
ENet [90] 23.141 0.874 0.9019 4.1

Modified ENet 23.149 0.8855 0.9117 3.2

Table 3.3: Comparison of the Modified ENet with other commonly used segmentation models.The speed was benchmarked on
an Intel i5 CPU

However, this network despite its slow segmentation, provides a good accuracy which helps
set a benchmark to compare the other algorithms to. U-Net and ENet comparable in terms
of performance by the fact that U-Net is able to capture small-scale features due to the skip
connections from the encoder where as the ENet is able to scale up the image from the latent
space with a small but efficient decoder which speeds up the inference time.

The skip connections introduced in the modified ENet decoder enables the model to rec-
ognize objects in small scale even with low resolutions like 512×512, which can be evident
from the Figures 3.4 and 3.5. Table 3.3 shows that with a little sacrifice of frame rate, the
modified ENet model gives an average Dice Coefficient of just above 90%. This drop in la-
tency would not be of any consequence if the decoder is only used to boost object detection
performance during training and later decoupled during inference. This decoder architec-
ture is shallow when compared to the state-of-the-art, however, as discussed earlier, the
performance of it would provide a reasonable guide for the object detector backbone to learn
contextual information in an efficient way.

Figure 3.4: ENet decoder with MobilenetV3Small backbone
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Figure 3.5: Modified ENet decoder introduced in this research with MobilenetV3Small backbone

3.2. Object Detection Head
Object Detection research in the past years has focused more on improving accuracy on
carefully curated datasets at large costs of computational resources and time. However,
recently, this trend has been shifting towards faster detection speeds while maintaining the
accuracy levels. Recent one-stage detectors have shown promise in high-accuracy and low-
latency detection with successful implementation on mobile platforms like NVIDIA Jetson
TX2 and Xavier NX.

3.2.1. Model Architecture
YOLOv4 [12] is the obvious choice of detector as it is currently the state-of-the-art real-
time object detector which has been shown to reach two-stage detector level accuracy with
significantly lower computational cost. The Darknet implementation of YOLOv4 on the Jetson
Xavier NX runs at around 8 FPS and at 2 FPS on the Jetson Nano on a 512x512 frame size.
The research customizes a light version of YOLOv4 that has at least achieve 20FPS with
a good and usable accuracy on the Jetson NX. YOLOv4 architecture is split into 3 parts:
Backbone, Neck and the head.

Backbone
The YOLOv4 uses a CSPDarknet53[121] backbone which was shown to be the backbone
that most effectively captures features for object detection [12]. This backbone consists of
two modules: Space-to-Depth Transformation and the CSP Bottleneck module.

• Space-to-Depth Transformation: Thismodule is inspired by input procedure described
in TResNet[99] (dedicated to improving GPU inference throughput). The paper argues
that as most neural networks aim to quickly reduce the input dimensions at the ini-
tial layers, this can be efficiently achieved by using a Space-to-Depth Transformation
layer which arranges blocks of spatial data into depth.This results in the transforma-
tion of data from the form [𝑏, ℎ, 𝑤, 𝑐] → [𝑏, ℎ/2, 𝑤/2, 4𝑐]. Where 𝑏 is the batch size, ℎ is the
height of the images, 𝑤 is width and 𝑐 is the number of channels of the image. This is
followed by a simple 1×1 Conv layer to match channel depth of the network. This type
of dimensionality transformation resulted in 4.2% increase in computational speed on
ResNet50 backbone with 0.1% increase in the Top-1 accuracy.[99]

• Cross-Stage Partial Bottleneck: The Cross-Stage Partial(CSP) Bottleneck is designed
based on the CSPNet [121] which was proposed as a network that respects the vari-
ability of the gradients by integrating feature maps from the beginning and the end of a
network stage, which reduces computations by 20% without any detrimental effect on
the accuracy. A CSP block integrated with a residual block of Darknet53 architecture
is visualized in Fig.3.6
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Figure 3.6: Integration of CSP module with a native Darknet53 Residual block

Name Times Repeated Filter size
Input 1 -
Space-to-Depth 1 64
Conv 1 128
BottleneckCSP 1 128
Conv 1 256
BottleneckCSP 3 256
Conv 1 512
BottleneckCSP 3 512
Conv 1 1024

Table 3.4: The architecture of the lite version of the CSPDarknet53 backbone

The custom light CSPDarknet53 obtained by reducing the number of convolutional residual
blocks of the Darknet53 and replacing them by BottleneckCSP modules. Though the number
of convolutional layers are almost the same, the CSP blocks have higher inference speed as
compared to the native convolutional-residual blocks of Darknet53. The standard convolu-
tional block (convolutional layer+batch normalization) and the BottleneckCSP modules are
placed in an alternating way to optimize speed and accuracy of the standard and bottleneck
layers as per BlockType selection experiments by Ridnick et al.[99]

Detection Head: YOLO Neck and Head
The complete detection head consists of 2 parts:The YOLOv4 Neck and the YOLOv3 Head.
The neck consists of the following modules: Path-Aggregation Network or PANet[66] and
Spatial Pyramid Pooling Module or SPP[45]. The function of the neck is to combine various
scales of features that are generated in the different levels of the backbone. This is done by
attaching an SPP module to the backbone in order to increase the receptive field and choose
the most important features from the backbone. These features are then fed to the PANet that
does the feature aggregation(Fig.3.7). The YOLO head generates detections from the multi-

Figure 3.7: The original PANet that is used as a feature aggregator in the architecture.[66]
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level aggregated features generated by the PANet. The head used is the same head used by
YOLOv3[96]. The PANet generates 3 levels of features of size 13x13, 26x26, and 52x52. The
head divides these features into a grid of 9 cells each. Then, there are anchor boxes assigned
to each grid cell in each level. There are 9 different anchor boxes defined, each with its own
aspect ratio with each feature level being assigned 3 anchor boxes. The anchor boxes that
are closest to the ground truth are retained and rest are discarded during the inference by
the process called non-maximum suppression.

Figure 3.8: Examples of Anchors and how they are initialized on to grid cells(black)

3.2.2. Dataset preparation for Object Detection
As the task requirements dictate to perform multi-task training for both multi-class semantic
segmentation and object detection of class vehicles, a dataset with both task annotations are
required. However, keeping view of the constraints discussed in 3.1.2, there are no available
datasets with multi-class semantic segmentation as well as vehicle detection annotations on
the same training image. Thus the Aeroscapes dataset was annotated for vehicle class using
the existing multi-class segmentation ground-truth visualization.

The steps involved in the automatic label generation methodology is enumerated below:

1. A training image is retrieved from the dataset and its corresponding label visualization
image is taken in for processing.

(a) The training image sample from Aeroscapes [82] (b) Multi-class segmentation ground truth visualization

2. The colour ID (R,G and B values) of the vehicle class is extracted from the class dictio-
nary (Grey[128,128,128]) and a binary color mask is generated(Fig.3.10) that isolated
vehicle class pixels. The binary image is then eroded with a kernel of size 10 pixels by
10 pixels so that nearby car classes do not fuse and merge into a single blob.

3. The contour is extracted from the resultingmask using the computational edge detection
method proposed by J.Canny [16]. The threshold range for this is set between 1 and
2. A padding of thickness 1 pixel is recommended in order to obtain a complete closed
contour when the object to be annotated is at the edge of the image. Multiple contours
are extracted in case of multiple object instances.

4. Once the contour is extracted, a bounding box can be fit over this contour by finding
the xmin,ymin,xmax and ymax of each contours(1 here) in the image.
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Figure 3.10: Generated color mask

Figure 3.11: Canny-Edge Contour

5. Once the bounding boxes are extracted, the box information can be written into the
annotation file in either PASCAL VOC format or YOLO format.

There are a few images in the dataset where the vehicle instances are clustered together
which shows up as a big blob in the segmentation visualization. These images were manually
annotated in the same format as the automatic method.
Once all of the data is annotated and verified, dataset augmentation techniques are used
to balance the dataset. These methods have been heavily inspired by the Bag-of-Freebies
introduced in [12], which essentially refers to a set of techniques which improves the model’s
generalizing ability. The geometric transformations performed on the images are replicated
on the annotations but the spectral transformations are only performed on the images. The
augmentation is performed for each pass through the dataset which results in a different
dataset being trained during each forward pass.

The following image augmentation techniques are used to prepare the data for training:

• Letterbox Resize: As explained in section.3.1.2, letterboxing resizes the image while
maintaining the aspect ratio of the image which makes sure that the image objects are
not distorted by the resizing. This is applied to all the images uniformly.

• Random Resize and Crop: Training images are randomly chosen and are reshaped to a
random aspect ratio. The image is then cropped to the target image size (512×512).

• Probabilistic Horizontal Flip: The training images are chosen and flipped about the y-axis
based on a pre-defined probability.

• Random Brightness: The intensity of each pixel changed uniformly across the image by
a random level.
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(a) The estimated box fit on the label visualization (b) The estimated box translated onto the original image

• Random Color Level Adjustment: The chroma of an image is enhanced by a random
value.

• Random Contrast: A random contrast value is randomly applied to a randomly chosen
image

• Random Sharpness: A random sharpness value is randomly applied to a randomly cho-
sen image

• Random Grayscale: A randomly chosen images is converted to a 3-channel grayscale
image.

• Probabilistic HSV Distort: The hue,saturation and value of all the pixels are changed by
a set of probabilities.

• Random Mosaic Augment: The mosaic augmentation technique arranges 4 different im-
ages, at different scales, into a single one that encourages the model to learn small
scale features and also helps it to generalize the variations present in the images. This
method was introduced in the YOLOv4 paper [12].

Figure 3.13: Mosaic data augmentation introduced in YOLOv4 [12]

Other image augmentation methods introduced in [12] like Vertical Flip, Shear and MixUp
essentially generates images that have negligible chance of being observed in reality and
hence were not implemented. Vertical flip augmentation does not make sense to include
unless the UAV is acrobatic in nature and ends up flying up-side-down. Shear augmentation
modifies the aspect ratio of the vehicle which does not reflect the reality of how vehicles look
in the wild. Finally, MixUp augmentation mixes up two images by changing the transparency
of one and overlaying it on the other. This was introduced to improve multi-class detections
of the original model benchmarked on PascalVOC and MSCOCO datasets. This does not
make sense in this research context as there is only one class.
Apart from data augmentation, a set of anchor boxes have to be determined for a particular
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dataset to be able to effectively detect objects. Anchor boxes are defined by their width and
height parameters, and these boxes generate region proposals for the object through out the
image in the last layers of the detector. The k-means clustering methodology is generally used
to determine the anchor boxes.
The following algorithm is used to determine the anchors:

• Step 1 :The algorithm generates a TXT file containing the position of the anchor box, each
of which contains (𝑥፣ , 𝑦፣ , 𝑤፣ , ℎ፣) , 𝑗 ∈ {1, 2, … , 𝑁} that is, the coordinates of the annotated
boxes with respect to the original image, where (𝑥፣ , 𝑦፣) is the centre of the box and (𝑤፣ , ℎ፣)
is the width and height of the box respectively and N is the number of all the label boxes.

• Step 2 : First give k cluster center points,(𝑊። , 𝐻።) , 𝑖 ∈ {1, 2, … , 𝑘} , where 𝑊። and 𝐻። are the
width and height of the anchor boxes. Since the anchor boxes are not fixed, there is no
(x, y) coordinates, only width and height.

• Step 3 :Calculate the distance d=1-IOU (labeling box, cluster center) of each label box
and each cluster center point. When calculating, the center point of each label box
coincides with the cluster center, so that the IOU value can be calculated.

𝑑 = 1 − 𝐼𝑂𝑈 [(𝑥፣ , 𝑦፣ , 𝑤፣ , ℎ፣) , (𝑥፣ , 𝑦፣ ,𝑊። , 𝐻።)] , 𝑗 ∈ {1, 2, … , 𝑁}, 𝑖 ∈ {1, 2, … , 𝑘} (3.5)

Assign the anchor box to the nearest cluster center of Distance.

• Step 4 :After all the label boxes are allocated, the cluster center point is recalculated for
each cluster using the formula below.

𝑊ᖣ
። =

1
𝑁።
∑𝑤። , 𝐻ᖣ። =

1
𝑁።
∑ℎ። (3.6)

Where 𝑁። is the number of label boxes of the i-th cluster, which is the average of the
width and height of all the label boxes in the cluster.

• Step 5 :Repeat steps 3 and 4 until the cluster center has a small amount of change.

Once the anchor sizes are determined, the data is ready for training. Both the data prepa-
ration method, for the segmentation and detection, is combined in order to prepare the data
for the multi-task training. The dataset is split just as it was done for segmentation in the
ratio of 70:20:10 as training, validation and testing datasets. In other words, 2288 training
samples, 654 validation samples and 327 test samples. However, the test data is expanded
further using the SODA Test Dataset.

SODA Test Dataset
Defining a test dataset as a subset of the aeroscapes dataset makes sense from a qual-
itative evaluation standpoint. However eventually, the designed system is planned to be
implemented on the DeltaQuad drone(Fig.3.14) which uses a Sensefly SODA camera to cap-
ture images. The SODA dataset contains 52 images taken at 30,60 and 120m altitudes at
5472×3648 resolution using the DeltaQuad UAV. The images in the dataset were manually
annotated for cars using the LabelImg tool[116].

3.2.3. Training
The primary focus after deciding the model architecture is to choose the loss functions in-
volved in training and the hyperparameters. The loss used in the training of the object
detector comprises of a combination of three different loss functions used to achieve their
respective objectives. They are namely: Confidence loss, Class loss and Location loss. The
choice of loss functions for each of the losses are discussed as follows:

• Confidence Loss: The Focal loss function[65] is used to obtain the confidence loss
as it has been proven to be effective in handling the class imbalance problem.This is
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Figure 3.14: SenseFly SODA camera(left) and the DeltaQuad on which it is mounted(right)

formulated as a weighted cross-entropy function. The standard cross-entropy function
can be written as follows

𝐶𝐸(𝑝, 𝑦) = { − log(𝑝), 𝑦 = 1
− log(1 − 𝑝), otherwise (3.7)

Where 𝑝 is the predicted output and 𝑦 is the ground=truth label. A simplified modifica-
tion of this can be written as

𝑝፭ = {
𝑝, 𝑦 = 1

1 − 𝑝, otherwise (3.8)

𝐶𝐸(𝑝, 𝑦) = 𝐶𝐸 (𝑝፭) = − log (𝑝፭) (3.9)
An additional 𝛼 term is added to eq.3.9 to account for the class imbalance. It is a
hyperparameter which can be used with the CE loss for cross-validation. 𝛼፭ is the
weight term that assumes the value of 𝛼 for the positive value of class and 1 − 𝛼 for the
negative value of class.

𝛼፭ = {
𝛼, 𝑦 = 1

1 − 𝛼, otherwise
𝐶𝐸 (𝑝፭) = −𝛼፭ ∗ log (𝑝፭)

(3.10)

However, eq.3.10 only takes into account the class positivity. A final modification is
done to this function to take hard and easy samples into account during training.

𝐹𝐿 (𝑝፭) = −𝛼፭ (1 − 𝑝፭)᎐ log (𝑝፭) (3.11)

Where 𝛾 is the relaxation parameter.

• Location Loss: The most commonly used location loss functions are the ℓኻ norm and
the ℓኼ norm. However, these loss functions have been shown to be unreliable due to the
reliance on distance measure more than the degree of overlap as evidenced by fig.??. It
is generally common practice to train with norm function losses and Intersection over
Union (IOU) is used to evaluate the overlap quality of each of the predicted bounding
boxes. However, IOU cannot be used as a loss function due to two reasons. The IOU
does not discriminate between predictions that are closer to the ground truth when there
is no overlap. Secondly, the backpropagation algorithm requires that the loss function
be differentiable throughout its domain. This is not possible in the case of IOU where
no gradient can be obtained when there is no overlap and there exists a sharp corner
at the point of first overlap.
To counter this drawback, Rezatofighi et al. proposed a new loss function called the
Generalised Intersection over Union (GIoU)[98], which is formulated as follows.

𝐺𝐼𝑜𝑈 = |𝐴 ∩ 𝐵|
|𝐴 ∪ 𝐵| −

|𝐶\(𝐴 ∪ 𝐵)|
|𝐶| = 𝐼𝑜𝑈 − |𝐶\(𝐴 ∪ 𝐵)||𝐶| (3.12)
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(a) Example of situations where the ፥ኻ loss is the same
with different IOU and GIOU score

(b) Example of situations where the ፥ኼ loss is the same
with different IOU and GIOU score

Figure 3.15: Evidence of the reason many neural-network based object detectors fail when using ፥ኻ or ፥ኼ loss functions [98]

Where 𝐴 and 𝐵 are the prediction and ground truth bounding boxes. 𝐶 is the smallest
convex hull that encloses both 𝐴 and 𝐵. Fig.3.16 shows that the GIoU loss function

Figure 3.16: GIoU loss vs IoU with varying overlap [98]

is differentiable everywhere even when there is no overlap. It can be seen that GIoU
falls in the range [-1, 1] and the negative values occur when the area enclosing both
bounding boxes,𝐶, is greater than IoU. As the IoU component increases, the value of
GIoU converges to IoU.

• Class Loss: As there are only 1 class of object in the research scenario, the class loss
is calculated by a simple binary cross-entropy function.

These losses are added with equal weighting to obtain a final loss value which the optimizer
tries to minimize.

𝑇𝑜𝑡𝑎𝑙𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝐿𝑜𝑠𝑠 = (giou × 𝐺𝐼𝑜𝑈) + (obj × 𝐹𝐿) + (cls_pw × 𝐶𝑙𝑎𝑠𝑠_𝐿𝑜𝑠𝑠) (3.13)

Once the losses are decided, the model training settings are declared before training.The
architecture was trained with the model settings used for the original YOLOv4 model:

• Batch Size: 4 (Minimum for the Mosaic Data Augmentation)

• Number of Epochs: 250

• Optimizer: ADAM

• Initial Learning Rate: 1 × 10ዅኼ

• Learning Rate Decay factor: 0.5 with a patience of 5 epochs

The technical hardware and software specifications are listed below:
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• Training System Specification: Intel Xeon Processor with 12 GB NVIDIA Titan Xp
GPU

• Software Packages:Keras with Tensorflow 2 backend (Python3.7)

The custom lite-version of the CSPDarkNet53 was first trained on the ILSVCR ImageNet[59]
dataset with a classifier head. This dataset with annotations for 1000 classes, consists
of around 14 million images of varying sizes and the average resolution was found to be
469×387. The training was performed on the cloud system, by Google called Colaboratory,
for 200 epochs. This is done so that a basic representation of common visual objects are
encoded into the latent space which would serve as a guide to training the full network.
Once the weights are finalized for the backbone, the classifier head is replaced by the YOLOv4
neck and head. For the first 20 epochs of training, the weights of the backbone were frozen
and only the head is trained. After 20 epochs, the backbone is unfrozen and the whole net-
work is trained to fine-tune the accuracies. This training strategy is used to stabilize the
losses and to prevent division by 0 errors that frequent when training on non-standardized
datasets like Aeroscapes.

3.2.4. Results and Inference

(a) Example of a large-scale detection

(b) Example of multiple scales in a single image

(c) Examples of different vehicle types

Figure 3.17: Example detections from the test dataset
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Model Backbone mAP@0.5 No. of Parameters FPS

YOLOv4[12]

CSPDarkNet53 (Lite) 0.8073 27.4M 43.88
CSPDarkNet53[12] 0.8172 37.3M 31.19
EfficientNet(B1)[112] 0.824 58.6M 22.72
MobileNetV3[50] 0.746 29.13M 41.5

MobileNetV3Small[50] 0.694 11.6M 57.13
TinyYOLOv4
(Custom)

EfficientNet (B1)[112] 0.7082 27.42M 37.2
MobileNetV3 Small[50] 0.6733 5.41M 110.11

Table 3.5: Results of YOLOv4 and Custom Tiny-YOLOv4 with different backbones and evaluated on 10% set of Aeroscapes
images resized at 512×512 resolution.The evaluation was bechmarked on a single NVIDIA Titan Xp GPU with CUDA 10.1.

Output models are in the Keras model format.

The trained network is evaluated on the images from the SODA dataset which were not
used for training. Evaluation is done by calculating Mean Average Precision (mAP). mAP for
general object detection is formulated as follows:

𝑚𝐴𝑃 = 1
∣ classes ∣ ∑

∈classes

𝑇𝑃(𝑐)
𝑇𝑃(𝑐) + 𝐹𝑃(𝑐) (3.14)

Where TP stands for total number of true positive in the evaluation batch and FP stands for
the total number of false positives in the evaluation batch. As the current research scenario
has only one class, this equation boils down to:

𝑚𝐴𝑃 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 (3.15)

This evaluation metric works well in classification problems however in a detection prob-
lem, mAP is related to the IoU threshold. A detection is classified as true positive if the IoU
score of the predicted bounding box and the ground truth are above the declared IoU thresh-
old.Here, the IoU threshold was set at 0.5. The detection speed evaluation was performed on
an NVIDIA Titan Xp GPU on the same evaluation dataset. The speed of detection as well as
the time taken for Non-Maximum Suppression (NMS) is accounted during the frame speed
calculations. The YOLOv4 with the modified backbone is compared with other backbones
which are commonly used and also with a custom built tiny version of YOLOv4 following the
model ablation techniques used to design tiny-YOLOv3. The result for the evaluations have
been tabulated in Table.3.5.

It can be observed that the modified CSPDarknet53 backbone has reduced the size of
the model by 31.1% and increased the inference speed by 38% when compared to the orig-
inal YOLOv4 architecture at a low cost of mAP. The EfficientNet backbone gives the maxi-
mum mAP for the Aeroscapes dataset however, the model size is above 250 megabytes which
makes it hard to deploy on a mobile platform. The custom designed Tiny YOLOv4 provides
small models with high inference speed which make it attractive for deployment on low-
computational platforms however, the modified CSPDarknet53 model is shown to perform
slightly faster than the best performing tiny-YOLOv4 model with much higher mAP.
In conclusion, themodified CSPDarknet53-YOLOv4 achieves 2 times the computational speed
than the model with the highest accuracy (YOLOv4 with EfficientNet backbone) with a small
sacrifice of mAP score which makes it an optimal choice for the object detection arm of the
multi-task network.

3.3. Multi-task Learning
Now that we have the choice of the best model architectures for both object detector and the
segmentation head, we combine the both architectures to enable multi-task learning.
The contextual information provided by the semantic segmentation is very useful in locating
instances of objects in an image frame. Multi-task Learning is a training strategy that exploits
the features extracted for one task to perform a related task or tasks. This is done by the
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concept of parameter sharing where two or more tasks share the same feature extractor and
negotiates the trainable parameters within the shared network. There are two main types of
parameter sharing architectures: Hard-parameter sharing and Soft-Parameter sharing. In
Hard-parameter sharing, a set of parameters mainly in the hidden-layers are shared between
two ormore distinct but related tasks. However, in soft parameter sharing, the layers of all the
tasks are kept separate while regularizing interconnections between the hidden layers of the
tasks encourage the parameters of the layers to obtain similar values . The hard parameter
sharing methodology is used to build the architecture in this research as it is known to greatly
reduces the risk of overfitting. Baxter et al. [6] showed the risk of overfitting reduces by the
order of the number of tasks sharing a set of parameters. This is intuitive as higher number
of tasks forces the model to find a parameter value that produces satisfactory representation
that makes sense to all the other tasks simultaneously. This results in a lower chance of
the model overfitting to any one task. The following sections discusses the methodology of
combining two related tasks discussed in previous sections: Object Detection and Semantic
Segmentation.

3.3.1. MultEYE Model Architecture
The model for implementing a multi-task learning system would be a conglomeration of the
semantic segmentation and the vehicle detection. The backbone used for this network is the
same as the one used for the vehicle detection. This choice is made because vehicle detection
is the focus of this research and a backbone enabling a good vehicle detection is of greater
importance than the one designed for semantic segmentation.Therefore, the vehicle detection
head and the semantic segmentation decoder are used with themodified CSPDarkNet53 or
CSPDarkNet53(Lite) backbone.The same backbone used in sec.3.2.1.
A major addition to the architecture that is not seen in the respective individual task ar-
chitecture is that the loss is calculated as a layer.In other words, the losses are calculated
within the architecture. This entails that the losses of each tasks are combined and the ar-
chitecture’s output is this combined loss. This implemented because it was observed during
experiments that the Keras[22] platform tries to minimize the output when using a custom
layer using the lambda function which is used to define the YOLOv4 post-processing head.
This was also required for the segmentation decoder when training it with the multi-task
strategy. The complete architecture can be visualized in Fig.3.18.
It can be observed that the training architecture accepts the training image as the input.
The detection ground truth and the corresponding segmentation ground truth are given to
the network as auxiliary inputs only for the purpose of calculating the corresponding losses.
These losses (segmentation and detection) are added to produce output of total loss, which
is minimized during training. However, the ground truth inputs and loss layers are stripped
from the architecture during inference. This multi-task model is namedMulti-task Entwined
YOLO and ENet(MultEYE) for reference in the rest of the report.

Figure 3.18: Vizualization of the MultEYE
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Model Backbone mAP@0.5% No. of Parameters FPS
MultEYE* CSPDarkNet53(Lite) 0.834 12.4M 43.5
MultEYE CSPDarkNet53 (Lite) 0.834 27.5M −

YOLOv4[12]

CSPDarkNet53 (Lite) 0.8073 12.4M 43.88
CSPDarkNet53[12] 0.8172 37.3M 31.19
EfficientNet(B1)[112] 0.824 58.6M 22.72
MobileNetV3[50] 0.746 19.13M 41.5

MobileNetV3Small[50] 0.694 11.6M 57.13
TinyYOLOv4
(Custom)

EfficientNet (B1)[112] 0.7082 27.42M 37.2
MobileNetV3 Small[50] 0.6733 5.41M 110.11

YOLOv3[95] Xception[21] 0.7625 42.53M 20.8
SSD[68]
(300x300)

VGG 16[107] 0.7739 24.0M 39
MobileNetV3[50] 0.7156 9.6M 59.3

Faster RCNN[97] VGG 16 [107] 0.7910 71.93M 6.62

Table 3.6: Comparison of the MultEYE network with other state-of-the-art models evaluated on a combination of 10% set of
Aeroscapes and SODA Dataset images resized at 512×512 (Except the SSD network that was trained with 300×300 resolu-
tion).The evaluation was benchmarked on a single NVIDIA Titan Xp GPU with CUDA 10.1.
*:Segmentation Decoder is detached from the model

3.3.2. Training
The training strategy used for the multi-task training is similar to the one employed for the
vehicle detection. The backbone is initally loaded with pre-trained ImageNet[59] weights.
Once the pre-trained weights are loaded, the backbone is frozen and only the detection head
(and neck) and the segmentation decoder are trained for 20 epochs.For comparison purposes,
the hyperparameters used for MultEYE training are kept the same as the one used for the
vehicle detection which is as listed:

• Batch Size: 4

• Number of Epochs: 250

• Losses: Tversky Loss[103] for Segmentation, GIoU[98] for Vehicle Location and Focal
loss[65] for Vehicle confidence.

• Segmentation Loss Weight:1

• Optimizer: ADAM

• Initial Learning Rate: 1 × 10ዅኼ

• Learning Rate Decay factor: 0.5 with a patience of 5 epochs

The technical hardware and software specifications are listed below:

• Training System Specification: Intel Xeon Processor with 12 GB NVIDIA Titan Xp
GPU

• Software Packages:Keras with Tensorflow 2 backend (Python3.7)

A new hyperparameter is introduced called the Segmentation Loss Weight which essentially
adds a weighing factor onto the level of influence that the segmentation task has on the
vehicle detection.This value is set as 1 for the testing phase which gives equal weighting to
both detection and semantic segmentation.

3.3.3. Results and Discussion
The MultEYE network was evaluated against the best performing models of different state of
the art models that claimed real-time (>30 FPS)performance. The network was evaluated in
two different modes: the inference version of the multi-task trained network that generates
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the detections as well as the segmented maps of the input frame and the stripped down ver-
sion that only generates the detections. The performance throughput of the model with the
segmentation head attached could not be benchmarked due to a technical issue with saving
the Keras model with multi-task heads. However, as expected intuitively, stripping the seg-
mentation head doesn’t affect the accuracy of the detection head. The main improvements

(a) The original 512×512 letterbox
resized image fed to the networks

(b) Feature activation map from the
ኽᑣᑕ Conv module of the backbone of

the single task network

(c) Feature activation map from the
ኽᑣᑕ Conv module of the backbone of

the multi task network

Figure 3.19: The comparison of the difference in features learned in a standard learning methodology and the features learned
with an auxiliary segmentation task

that were observed have been described below:

Higher Test mAP:
As evidenced in table.3.6, having an auxiliary task improves the performance of the main
task.

The effect of having an auxiliary task to learn the features can be visualized in Figure.3.19.
This figure depicts the activation in the first channel of one of the final convolutional layer out-
put of the backbone. It can be observed that the single task backbone activation(Fig.3.19b)
is much more noisier than the same learned with a multi-task methodology(Fig.3.19c). This
could be explained by the implicit data augmentation capability of multi-task learning which
essentially states that all tasks generally tend to be noisy and have their own noise signature
which the network learns to ignore and generalizes well. Different tasks have different noise
pattern as the errors propagate differently each of these tasks. Therefore, learning the vehicle
detection task along with the semantic segmentation enables the network to better learn the
features by averaging out the noises.

Better Generalization:
It was also observed that MultEYE network exhibited a better generalizing ability on the
SODA image set. This was more apparent in some of the images that were taken at 120m
altitude which was the maximum flown by the DeltaQuad. Such images are much harder to
get good detections from due to the scale of the vehicle and the low resolution (512×512). An
image example of the generalizability can be seen in Fig.3.20b. The YOLOv4 detection has a
low IoU score of 0.132 while the detection using MultEYE has a high IoU score of 0.844 while
the object confidences of both remain similarly low.
This difference in detection accuracies could be attributed to the limited training dataset
causing the YOLOv4 to overfit to the aeroscapes image pattern while the MultEYE avoids
this due to the introduction of inductive bias which in turn helps in regularization. Such
regularization provided by having the segmentation task is most likely the reason why the
model does not overfit and may reduce its Rademacher complexity (the ability to fit to random
noise).
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(a) YOLOv4 detection on a SODA image taken at 120m altitude.The region of interest is zoomed in and
displayed at the bottom right corner.

(b) MultEYE detection on a SODA image taken at 120m altitude.The region of interest is zoomed in and
displayed at the bottom right corner.

Figure 3.20: Evidence of high generalising ability of the MulEYE network

3.4. Hyperparameter Optimization
Most of the applications of deep learning models tend to use the model settings or hyper-
parameters that are used for benchmarking the model architecture. Setting these hyper-
parameters that are tuned for another task would not enable the model to perform to its
maximum capacity. These hyperparameters need to be tuned to extract the model’s full po-
tential. However, the YOLOv4 has 15 tunable parameters which makes it impossible to tune
manually. In the recent years, hyperparameters for deep learning models are tuned using
meta-heuristic algorithms like Genetic Algorithms [75], Particle Swarm Optimization[57] and
Bayesian Optimization algorithms[125] etc.
The algorithm chosen to optimize the MultEYE model is the Invasive Weed Optimization
(IWO)[77] as it has been shown to find isolated global minima better that peer meta-heuristic
algorithms for at least 40 parameters[5]. The IWO algorithm is based on the colonizing be-
haviour of weeds found in the ecological sphere. Before the algorithm is explained, some key
terms are defined below.

• Seed: The individual in the colony that represents a value of a variable to be optimized.

• Fitness: The value representing how good the solutions is.

• Plant: Seed after the fitness is evaluated.

• Colony: The entire set of seeds.

• Population Size: Number of plants in the colony
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• Max. Number of Plants: The maximum number plants that can produce seeds.

The variables that are optimized during this process are:

• Initial learning rate (lr0) : The initial value of learning rate which is later decayed as
the validation loss reaches a plateau.

• Adam 𝛽ኻ (momentum) : The exponential decay rate for the first moment estimates of the
adam optimizer

• Adam weight decay (weight_decay) : Decay rate of the learning rate from the initial
learning rate.

• GIoU Loss gain (giou) : Percentage contribution of the GIoU loss to the total loss

• Class loss gain (Segmentation Loss weight) (cls) : Percentage contribution of the classes
in the tversky loss for the segmentation task

• Weighting for the positive class (cls_pw) : Percentage contribution of the binary cross-
entropy loss to the object detection task.

• Focal Loss gain (obj): Percentage contribution of the Focal loss to the total loss

• Object Binary Cross-entropy Loss positive weight (obj_pw) : Percentage contribution of
the binary cross-entropy for object confidence.

• Anchor-multiple threshold (anchor_t): The threshold-multiple filter out generated an-
chors based on the IoU score for the three scales of detection proposals.

• Hue, Saturation and Value augmentation (hsv_h,hsv_s,hsv_v): The values for hue,
saturation and value for image augmentation used in train.

• Translation augmentation (translate): Probability of a random translation augmenta-
tion applied to a training image

• Image scale augmentation (scale): Probability of random image scale augmentation
applied to a training image

• Mirror augmentation probability (fliplr): Probability that a training image is mirrored
before training

These hyperparameters are arranged so that they are augmentable by the optimization
algorithm. The steps involved in the optimization algorithm are described as follows:

1. The 15 parameters to be optimized are selected and a 15-dimensional search space is
defined in which the solution is searched.

2. The parameters or seeds are initialized by randomly distributing them in the previously
defined search space. Each seed is an initial solution and thus the population is ini-
tialized.

3. The fitness of each seed is calculated by running the training for 200 epoch using these
initial hyperparameters and obtaining the score as a weighted sum of their test mAPs
(both at 0.5 and 0.75 IoU), class confidence, object confidence and the Tversky loss.
Each seed then becomes a flowering plant that creates its own seeds.

4. The number of seeds produced by a flowering plant is decided by the fitness value.
Therefore the plants generated from seeds with better solution to the optimization prob-
lem creates more seeds around itself in the search space.



3.4. Hyperparameter Optimization 45

5. The newly generated seeds are dispersed around the search space with their mean as
the location of the parent plant and with varying variance. The standard deviation of
dispersion during a particular iteration is calculated as follows.

𝜎።፭፞፫ =
(𝑖𝑡𝑒𝑟max − 𝑖𝑡𝑒𝑟)፧

(𝑖𝑡𝑒𝑟max)፧
(𝜎።፧።፭።ፚ፥ − 𝜎፟።፧ፚ፥) + 𝜎፟።፧ፚ፥ (3.16)

Where, 𝑖𝑡𝑒𝑟 and 𝑖𝑡𝑒𝑟፦ፚ፱ are the current iteration index and the maximum number of
iterations, 𝜎።፧።፭።ፚ፥ and 𝜎፟።፧ፚ፥ are defined initial and final standard deviation respectively
and 𝑛 is the non-linear modulation index. This makes sure that for the initial iterations,
the majority of the seeds are dispersed widely to search for a global optima while the
dispersion variance reduces as iterations progresses in order to fine-tune the solutions
gradually.

6. The newly planted seeds are evaluated and thus generated plants are ranked together
with their parent plants. Lowest ranking plants are eliminated to maintain the maxi-
mum population size.

7. The surviving plants then produce seeds of their own based on their ranking in the
population. This process from step 3 is repeated till a desired fitness value is obtained
or the maximum iteration is reached.

These steps can also be visualized in Fig.3.21.

Figure 3.21: Visual Schematic of the Invasive Weed Algorithm (IWO)

3.4.1. Results
The MultEYE is optimized by running a 200 epoch training for 300 iterations using the hyper-
parameters as the arguments. The results of the optimization can be visualized in Fig3.22.
The figure plots the values tested in the scope of the optimization procedure against the fit-
ness score obtained during that particular iteration. The colours represent the density of the
weeds that survived the population limit. Highest density is indicated by the colour red while
sparsely distributed individuals are marked in blue. It can be noted that the chosen value
of the hyperparameter (indicated with a + sign) lies close to the most dense cluster. This
shows that the algorithm is able to localize the local minimum with good precision. Further,
the presence of multiple red clusters, indicates the presence of multiple local minima and
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Figure 3.22: Results of IWO optimization of MultEYE hyperparameters. The best seed of the hyperparameters from each
iteration is plotted in the x-axis versus the fitness score in represented in the y-axis

Hyperparameter Value 95% Confidence Interval
lr0 0.00868 [0.00793,0.00869]

momentum 0.965 [0.959,0.970]
weight_decay 0.00056 [0.00053,0.00057]

giou 0.0403 [0.0371,0.0418]
cls 0.653 [0.058,0.073]

cls_pw 0.967 [0.959,1.142]
obj 1.13 [1.083,1.292]

obj_pw 1.01 [1.0, 1.088]
flip_lr 0.59 [0.55,0.622]

anchor_t 3.92 [3.918,3.924]
translate 0.147 [0.13,0.156]
hsv_h 0.0127 [0.0125,0.0136]
hsv_s 0.566 [0.45,0.6]
hsv_v 0.336 [0.31,0.354]
scale 0.517 [0.47, 0.589]

Optimized Model mAP: 0.862

Table 3.7: Optimized Hyperparameter Values and their respective 95% Confidence Intervals

the algorithm has managed to find the global minimum in the course of the optimization
process.
The optimized hyperparameter values and their 95% confidence interval are tabulated in
Table3.7. A 95% Confidence Interval is the range of parameter values where the probabil-
ity of the location of the solution is 95%. It was observed that training with the optimized
hyperparameters improved the test mAP from 0.834 to 0.862.

3.5. Summary
This chapter describes the steps involved in building a detector model optimized for accuracy
and performance throughput. The model uses a stripped down version of the CSPDarkNet53
network as the backbone. Then the network branches out to two heads: The detector head
and the segmentor head. The detector head is the same used for YOLOv4 and no further
modifications are made. The segmentor head is designed based on the ENet model with
additional modules and skip connections from the CSPDarkNet53 backbone. The complete
model is named MultEYE and is trained on the Aeroscapes dataset with a set of tuned hy-
perparameters and tested on a combination of both Aeroscapes and SODA datasets. Once
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the MultEYE model is trained, the segmentation head is detached from the model in order
to boost its performance throughput to prepare its implementation on the Jetson Xavier NX
platform.





4
Vehicle Tracking and Speed Estimation

Vehicle tracking is the next step after a successful detection of vehicles in the aerial images
acquired by the UAV. The vehicle detections provided by the object detector serves as an
initialization for the tracking algorithm. There are two main reasons why tracking of vehicles
is important in the context of traffic surveillance: Firstly, the computationally heavy neural
network running a detection for each frame of the video input costs time and energy, the later
of which could be made better use of extending the flight time of the UAV. This computational
cost can be reduced by using the neural network model to only initialize the detections in
the video while a computationally light algorithm tracks these detections across frames. Sec-
ondly, neural network detectors consider each frame to independent to the previous frames
and therefore does not track any detections across frames. In other words, standard neural
network detections do not preserve identity across image sequences.
This chapter discusses the choice of tracker used for the project and presents a comparison
between the choice and the other state-of-the-art trackers and also some classic trackers.
Further, two methods of extracting the inertial speed estimates from the tracked objects are
compared.

4.1. Minimum Output Sum of Squared Error based Tracking
The tracking algorithm used for the current problem of tracking vehicles is a form of Opti-
mized Correlation Output Filter called theMinimumOutput Sum of Squared Error (MOSSE)[13].
The tracker uses the first two frames to initialize itself. The area enclosed by the bounding box
of a detection is cropped from the first frame of the sequence which is used as the template for
initialization. This template is first transformed using a natural logarithmic transformation
to reduce lighting effects and for contrast enhancement. This is done using eq.4.1.

𝑦 = ln(𝑥 + 1) (4.1)

Where, x and y are the input and output pixel values. Once the logarithmic transformation
is done, the template is normalized to reduce the effect of variant illumination. Further, the
template is expressed in its frequency domain by finding its Discrete Fourier Transform (DFT)
using eq.4.2(Fig.4.1b).

𝐹(𝑢, 𝑣) =
ፌዅኻ

∑
፱ኺ

ፍዅኻ

∑
፲ኺ

𝑓(𝑥, 𝑦)𝑒ዅኼ።(
ᑩᑪ
ᑄ ዄᑪᑧᑅ ) 𝑢 = 0,… ,𝑀 − 1; 𝑣 = 0,… ,𝑁 − 1 (4.2)

Once the DFT is generated, a synthetic target has to be generated to be used in the ini-
tialization of the tracker and for updating the filter during tracking. This synthetic target
contains a Gaussian peak centered at the object in the template and is generated using the
eq.4.3(Fig.4.1c).

𝐺። =∑𝑒ዅ
(ᑩᎽᑩᑛ)

Ꮄ
Ꮌ(ᑪᎽᑪᑛ)

Ꮄ

ᒗᎴ (4.3)
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(a) Original Image (b) Image in frequency domain (c) Synthetic Gaussian Peak

Figure 4.1: Initializing the MOSSE filter requires the Fourier transformation of the image and a synthetic gaussian peak that
represents the position of the vehicle that is being tracked

Where, 𝐺። represents the synthetically generated target of 𝑖፭፡ frame, 𝑥 and 𝑦 are the pixel
location coordinates and 𝑥፣ and 𝑦፣ specify the coordinates of the centre of the object to be
initialized on. The 𝜎 term represents the radius of the gaussian peak.
With the Fourier transform and the synthetic target extracted, the MOSSE filter is initialized
using the following formula.

𝐻∗ =
∑። 𝐺።⊙𝐹∗።

∑። 𝐹።⊙𝐹∗። + 𝜖
(4.4)

Where 𝐻∗ is the complex conjugate of the filter, 𝐹። and 𝐺። are the fourier transform and the
synthetically generated target of the template in the 𝑖፭፡ frame respectively, 𝐹∗። is the complex
conjugate of 𝐹።. The symbol ⊙ denotes an element-wise multiplication. The value of 𝜎 in
eq.4.3 is taken to be 2 as per the original paper and 𝜖 is the regularizing variable introduced
to prevent division by 0 and has a value of 0.001.
Once the filter has been initialized, the tracking filters can be estimated using the following
formula.

𝑁። = 𝜂 (𝐺።⊙𝐹∗። ) + (1 − 𝜂)𝑁።ዅኻ
𝐷። = 𝜂 (𝐹።⊙𝐹∗። + 𝜖) + (1 − 𝜂)𝐷።ዅኻ

𝐻∗። = ፍᑚ
ፃᑚ

(4.5)

The term 𝜂 represents the learning rate which ranges from 0 to 1. Once 𝐻∗። (the MOSSE filter of
𝑖፭፡ frame) has been determined, the position of the new object is determined by element-wise
multiplication of the MOSSE filter with the cropped and transformed tracking window(eq.4.6).

𝐺 = 𝐻∗⊙𝐹 (4.6)

This describes the original MOSSE tracker that uses the first 2 frames for initialization .

Figure 4.2: The MOSSE filter (middle) of the tracked car (left) and its predicted position (right)

However, tracking performance can be boosted if there are higher number of training sam-
ples or initialization frames. This can be achieved by increasing the number of initialization
frames by performing geometric affine transformations on the image in addition to the nor-
malization and logarithmic transformation. Scale ,translation and rotation transformation
are performed using the following equations.

[
𝑢
𝑣
1
] = [

1 0 𝑡፱
0 1 𝑡፲
0 0 1

] [
cos(𝜃) − sin(𝜃) 0
sin(𝜃) cos(𝜃) 0
0 0 1

] [
1 0 −𝑡፱
0 1 −𝑡፲
0 0 1

] [
𝑥
𝑦
0
] (4.7)
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MOTA MOTP Avg.Framerate(FPS)
BOOSTING[43] 35.92 44.32 <1
Multiple Instance Learning[3] 60.4 64.0 <1
Kernalized Correlation Filters[49] 80.2 87.8 8.3
Tracking Learning and Detection[53] 78.34 82.3 <1
MEDIANFLOW[52] 94.73 63.14 6.6
GOTURN∗[48] 67.5 75.2 20.0
CSRT[70] 95.0 94.3 1.3
MOSSE[13] 90.91 92.11 227.5
POI∗[128] 96.83 97.71 11.2
DeepSORT∗[124] 94.85 93.29 40.4

Table 4.1: Comparison of commonly used trackers with established state-of-the-art deep learning based trackers on a custom
dataset.The ∗ denotes that the tracker algorithm is deep-learning based and the speed was evaluated on a GPU (NVIDIA Titan

Xp).

[
𝑢
𝑣
1
] = [

1 0 𝑡፱
0 1 𝑡፲
0 0 1

] [
𝑠 0 0
0 𝑠 0
0 0 1

] [
1 0 −𝑡፱
0 1 −𝑡፲
0 0 1

] [
𝑥
𝑦
0
] (4.8)

Where, 𝑢 and 𝑣 are the coordinates of the new pixel and 𝑥 and 𝑦 that of the old pixel. The
symbols 𝑡፱ and 𝑡፲ represents the distance of the centre of the image from the x and y axis
respectively. The rotation angle and the scale is represented by 𝜃 and 𝑠 respectively.

4.2. Experiment and Results
The MOSSE algorithm’s multi-object tracking capability is evaluated on a custom dataset
with 100 image sequences which is a derived subset of the KIT AIS Dataset [123]. The image
sequences are captured 0.33 seconds apart with an average of 14 targets to track throughout
the 100 images. There is no movement of the camera frame and none of the targets in the
image are occluded from the point of their appearance in the sequence and their eventual
exit from the frame of observation. The vehicle initializations are manually annotated so that
the errors caused by an object detector does not influence the performance evaluation of the
tracker.
The evaluation metrics used for the trackers are: Multi-object Tracking Accuracy (MOTA),
Multi-object Tracking Precision (MOTP)[8] and the Average Framerate. MOTA is calculated
using the following formula:

𝑀𝑂𝑇𝐴 = 1 −
∑፭ (𝑚፭ + 𝑓𝑝፭ +𝑚𝑚𝑒፭)

∑፭ 𝑔፭
(4.9)

Where 𝑚፭ , 𝑓𝑝፭ and 𝑚𝑚𝑒፭ are the number of initialization misses, false positives and mis-
matches respectively of time 𝑡, while 𝑔፭ is the number of ground truth instances at time 𝑡.
The MOTP is calculated the following way:

𝑀𝑂𝑇𝑃 =
∑።,፭ 𝑑።,፭
∑፭ 𝑐፭

(4.10)

Which is essentially the ratio of the cumulative sum of position errors to the total number of
detections.
Table.4.1 shows the comparison of MOSSE with other commonly used trackers.It can be

seen that old algorithms like BOOSTING[43], MIL[3] and TLD[53] perform poorly on the cus-
tom dataset with very low framerate. This is most likely due to difficulty of these algorithms
to maintain tracker identity when implemented as a Multi-Object Tracker as these were de-
signed to be single object tracker. Only GOTURN[48], DeepSORT[124] and MOSSE[13] have
tracking speed that is faster than the speed of object detection. The GOTURN and Deep-
SORT are deep learning based algorithms that credit their accuracies and speed to GPU



52 4. Vehicle Tracking and Speed Estimation

based computing and do not maintain its performance when limited to CPU. It can be seen
that MOSSE’s execution speed is far higher than its counter-parts despite running on CPU
while performing fairly well in the tracking aspect.
Further, as there is large numbers of tracking target that enter and leave the frame in a
short amount of time during a typical surveillance mission, it is essential that the trackers
are initialized frequently to purge the trackers of objects that have already left the frame and
introduce trackers of objects that have newly entered the frame. This update frequency was
estimated to be once in every 10 frames by brute-force trial and error method. With this
tracker update rate, it was found that GOTURN, DeepSORT and MOSSE performed almost
identically with respect to the tracking accuracy. Therefore, the lightweight MOSSE was the
obvious choice of tracker that was tasked with tracking vehicles in this research.

(a) Frame-0 (b) Frame-2 (c) Frame-4

Figure 4.3: Tracking of manually initialized vehicles through 5 frames of the test dataset

4.3. Speed Estimation
Tracking is important in the context of vehicle speed estimation as the tracker preserves the
identity of the object through two or more frames.The relative displacement of the object in
two consecutive frames can be estimated easily. However, converting that displacement to
the world coordinate system or the inertial coordinate system requires the knowledge of two
more parameters. The two major parameters are the Ground Sampling Distance(GSD) and
the UAV’s velocity vector. GSD is the distance in inertial coordinates that corresponds to
the length of 1 pixel in the image coordinates. There are two methods of acquiring these
parameters, a) Estimation of the parameters using context priors and optical flow and b)
Parameter calculation using real-time flight data.

4.3.1. Parameter Estimation using known context Priors and Optical Flow (Non-
Parametric Method)

This type of vehicle speed estimation is chosen in cases where the platform running the de-
tection and tracking has no way to acquire parameters such as flight altitude, global position
and camera angle. These parameters are necessary for a fairly accurate estimate of the speed,
hence they are estimated using visual approximation and using expected parameter values
of known objects which are called context priors.
The first of the parameter that is estimated is the flight velocity vector in pixels per sec-
ond.This is estimated by first assuming that majority of the pixels in the frames belong to
inertially static objects like road markings,trees,buildings etc. The Farneback optical flow[31]
is computed for two consecutive frames. When the view is nadir(Fig.4.4), the statistical mode
of the flow magnitudes in the frame would correspond to the displacement of the frame with
respect to the static objects in the images or flight displacement in pixels. This can be vi-
sualized by plotting the probability density function of the magnitudes using the following
formulation.

𝑓(𝑥) = exp (−(𝑥 − �̄�)ኼ/(2 × 𝜎ኼ))
√2𝜋 × 𝜎

(4.11)
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Where 𝑥 is set of flow magnitudes in the whole frame, �̄� represents it’s mean and 𝜎 represents
the standard deviation of the distribution.

Figure 4.4: Visualization of optical flow when the camera frame is static with respect to the inertial frame. It can be observed
that the majority of the flow magnitude is 0 which corresponds to the flight velocity.

Figure 4.5: Visualization of optical flow when the camera frame is moving with respect to the inertial frame. It can be observed
that the flow magnitudes vary linearly in the vertical direction but the flow immediately surrounding the car has similar values.

It can be observed in Fig.4.6a that the most of the flow, in the image sequence captured
by a UAV in hover mode, is concentrated around the value 0. This is also valid across differ-
ent frames in the sequence although the value of density changes, the mode remains at 0.
Similarly for a sequence captured by a UAV in forward flight, it can be seen in Fig.4.6b that
the peak of the probability density function is shifted by the value of the approximate flight
displacement.

The error of the approximation will be higher when the view is in non-nadir due to variable
Ground Sampling Distance (GSD) across the frame (Fig.4.5). This error can be mitigated to an
extent by finding the statistical mode of the optical flow just around the object of interest. This
method makes sure that the GSD variation has minimal impact on the velocity calculation.
However, this would result in separate fight displacement estimates for each tracked object.
Once the flight displacement is estimated, the speed of the car in pixels/s can be estimated
the following way.

𝑉፩።፱፞፥ =
|�⃗�ፔፀፕ − �⃗�፨፱|

𝑓 (4.12)

Where 𝑉፩።፱፞፥ is the speed of the vehicle in pixels/s, �⃗�ፔፀፕ and �⃗�፨፱ are the estimated displace-
ment of the UAV and the displacement of the tracked object across the corresponding frames.
The time between each frame is denoted as 𝑓.

The GSD is a parameter that is essential to be able to convert from the image coordinate
system to the inertial coordinate system. The GSD can be estimated by calculating the ratio
of known measures to the same measures in the image coordinate system. This issue is
generally solved in aerial photogrammetry by the use of Ground Control Points(GCPs) which
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(a) Flight velocity = 0 (b) Flight Velocity ≠0

Figure 4.6: Probability Density Function of flow magnitude of the frame with hover and forward flight conditions

are strategically placed markers of known dimensions. However, in majority of the cases,
GCPs are not widely available which leads us to use car width as method of estimating scale.
Car width is chosen mainly due to the fact that the it does not vary across cars as much as
the car length does. According to [10], the width of common European cars ranges from 1.68
m for small hatchbacks to 1.8 m for SUVs with average width of 1.71 m. Once this is known,
the GSD is calculated the following way.

𝐺𝑆𝐷 = 1.71
𝑤 (4.13)

Where the numerator is the average width of European cars in meters and 𝑤 is width of
the bounding box enclosing the car in pixels. The speed of the vehicle in meters per second
is then calculated using the following formula.

𝑉 = 𝑉፩።፱፞፥ × 𝐺𝑆𝐷 (4.14)

4.3.2. Parameter estimation using Real-time Flight Data (Parametric Method)
The companion computer that runs the detection and tracking on the UAV is normally con-
nected to its autopilot generally. In this case, the UAVs altitude and angle of the camera
can be streamed from the autopilot. Further, the intrinsic parameters of the camera is re-
quired for the calculation of the GSD which entails that the camera should be calibrated
pre-flight. Figure.4.7 helps in the visualization of the parameters required for the calculation
of the GSD and subsequently estimate the speed. With these parameters available, we can
calculate GSD in meters/pixel using the following formula.

𝐺𝑆𝐷 = 𝐻 × 𝑆፰
𝐹 × 𝑖𝑚፰

(4.15)

Where, H is the flight altitude in meters, 𝑆፰ is width of the camera sensor in millimeters, 𝐹 is
the distance between the camera lens and the sensor in millimeters, 𝑖𝑚፰ is the width of the
frame captured. This formula is valid only for nadir views and the GSD can be approximated
to be constant throughout the frame.
For oblique angle of camera, the nadir GSD can be used to calculate the oblique GSD at the
angle of the camera by multiplying the nadir GSD with the GSD Rate.

𝐺𝑆𝐷𝑅𝑎𝑡𝑒 = 𝐻 × (𝑡𝑎𝑛(𝜃 + 𝜙) − 𝑡𝑎𝑛(𝜃))
𝐺𝑆𝐷 × 𝑖𝑚ፇ

(4.16)
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Figure 4.7: Visualization of the difference between nadir and off-nadir angle of view.

Where, 𝜃 is the camera angle, 𝑖𝑚ፇ is the frame height in pixels and 𝜙 is the total field of view
which is calculated using the following formula.

𝜙 = 𝑡𝑎𝑛ዅኻ𝐺𝑆𝐷 × 𝑖𝑚፡𝐻 (4.17)

The GSD Rate is essentially a function of camera angle and altitude during flight as all
the other parameters can be determined from the camera’s intrinsic parameters during cali-
bration and kept constant. Therefore, the speed of the detected vehicle can be formulated in
the following way.

𝑉 = |�⃗�ፔፀፕ − (�⃗�፨፱ × 𝐺𝑆𝐷(𝐻) × 𝐺𝑆𝐷𝑅𝑎𝑡𝑒(𝜃))|
𝑓 (4.18)

Where, �⃗�ፔፀፕ can be estimated using the UAV positioning difference obtained from the onboard
GPS.

4.3.3. Method Comparison
The effectiveness of the methods was compared using a custom dataset comprised of data
gathered at 2 locations (Fig.4.8) in the University of Twente campus using a DJI Phantom 3
UAV. 1 The detection and tracking of bicycles were used instead of cars for the ease of ground
truth data gathering and organization of experiments. Collecting the speed ground truth for
bicycles proved easier than that of cars. Further, organizing and coordination of a data col-
lection experiment for 10 cars in the university campus presented complexities like having
to increase the area covered by the flight plan and the requirement to cordon-off roads used
for these experiments made it not feasible to use cars. Bicycles provided an easy alternative
to cars to prove the speed methodology without any changes to the model architecture and
hence throughput speed.
The bicycle detector was trained using the same steps described in chapter.3, except dataset
was prepared with Aeroscapes where the automatic annotations were done on bicycle pixels
instead of cars. This resulted in MultEYE model for bicycles. For the data gathering exper-
iments, 10 participants were asked to ride their bicycles on a pre-defined stretch of road at
a constant speed of their choice while using an app-based speed tracker to help themselves
maintain this chosen speed. While the participants performed the circuit, the UAV was flown
parallel to the predefined route at different altitudes. The essential flight data like GPS loca-
tion, altitude and camera angle was logged for each frame of the captured video. Six videos
1Data collection experiments were conducted on ኻኼᑥᑙ June, 2020 following the social distancing guidelines set by the Rijksin-
stituut voor Volksgezondheid en Milieu (RIVM) and the University of Twente
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(a) Drienerlolaan (b) Boederijweg

Figure 4.8: Locations of the data gathering experiments and the planned flight path at the University of Twente campus

were identified and each of the videos were sampled at 5 frames per second to generate 6
corresponding image sequences. These sequences were further divided into subsequences
that contained 8 images each. Ideally, 2 tracked image frames are enough to make an es-
timation of the vehicle speed, however having 8 tracked frames can be used to average out
the errors induced by outliers. Longer subsequences do not make sense from an application
point of view where vehicles tend to have variable speeds through the sequence. These se-
quences were used to estimate the speed of the bicycles using the parametric as well as the
non-parametric method.

Figure.4.10 shows the comparison of speeds for an example 8-image sub-sequence from
Sequence-1. Here, estimates the speed of a static object is depicted when the UAV is at hover
condition (|�̄�ፔፀፕ| ≈ 0𝑘𝑚/ℎ). It is interesting to observe that the parametric method estimates
have minimal variance but have a negligible but constant offset from the ground truth which
can be attributed to errors in the measurement of the parameters. The non-parametric mea-
surements are much more erratic in comparison but apart from 2 outlier data-points, the
other values tend to be comparable with the parametric estimates. This sequence, where
both the camera and the target are stationary, helps set the baseline errors in both the esti-
mation methods.
Figure.4.11 shows the estimated speed profile of both the methods where both the target

and the camera (UAV) are in motion(8፭፡ sub-sequence of Sequence1). In this sample sub-
sequence, the target is moving at 15 km/h (recorded by a mobile app-based speedometer)
and the UAV is moving at 27 km/h (calculated using IMU and GPS based measurements)
in the opposite direction. The parametric method predicts an average speed of 16.25 km/h
while the non-parametric method predicts it to be 16.75 km/h. Intuitively, it is expected
that the error in the non-parametric estimation to be higher than that of its counterpart.
However, the difference between the errors in the sequence under observation is less than
0.5 km/h.

Across the all of the 6 sequences(Table.4.2), the mean base-line compensated average
error for the non-parametric method was calculated to be 1.56 km/h and for the parametric
method, it was calculated to be 1.13 km/h. This shows that overall, the accuracy of both
the methods are comparable and the non-parametric method is a good alternative when the
computation speed is not of the essence.
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Number of
Subsequences

Avg. Error
Parametric

Avg. Error
Non-Parametric

Sequence1 8 0.85 1.32
Sequence2 9 1.03 1.41
Sequence3 15 1.43 1.96
Sequence4 14 0.71 1.3
Sequence5 9 1.25 1.52
Sequence6 15 1.52 1.86

Mean
Avg. Error 1.13 1.56

Table 4.2: Average errors in the speed estimation on the collected image sequences

(a) Sequence1:Drienerlolaan, Altitude: 5m

(b) Sequence2:Drienerlolaan, Altitude: 10m

(c) Sequence3:Drienerlolaan, Altitude: 30m

(d) Sequence4: Boerderijweg, Altitude: 5m

(e) Sequence5: Boerderijweg, Altitude: 10m

(f) Sequence6: Boerderijweg, Altitude: 30m

Figure 4.9: Sample frames from 6 image sequences captured at Drienerlolaan and Boerderijweg with different flight altitudes
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Figure 4.10: Comparison of speeds of static targets estimated using parametric and non-parametric methods while the UAV is
in hover mode

Figure 4.11: Comparison of speeds of moving targets estimated using parametric and non-parametric methods while the UAV
is flying at 27 km/hr

(a) Flight velocity ≈0 (Static targets) (b) Flight Velocity ≠0

Figure 4.12: Examples of detections when the flight velocity is 0 and non-zero



5
Inference on Embedded Platform

Now that all the sections of the pipeline are ready, the pipeline should be implemented on
an embedded platform. Running the pipeline on a high-performance GPU device may be an
attractive option as the model can be run unbridled without limitation and at its maximum
potential. However, the sheer size and the energy consumption of such devices make it
non-viable to be mounted on mobile platforms like UAVs. The whole pipeline starting from
detection inference, vehicle tracking and speed estimation should be able to run at a fairly
high frame-rate on commonly used embedded computers. While the vehicle detector requires
GPU to run at its maximum potential, the tracking and speed estimation algorithms require
only CPU to run at maximum performance. In the current research, the embedded device
used to benchmark the performance of MultEYE is the Jetson Xavier NX development kit
released by NVIDIA. The specifications of the system is described below:

• Size : 103 mm ×90.5 mm ×34 mm

• GPU : NVIDIA Volta architecture with 384 NVIDIA CUDA cores and 48 Tensor cores

• CPU : 6-core NVIDIA Carmel ARM v8.2 64-bit CPU 6 MB L2 + 4 MB L3

• Memory : 8 GB 128-bit LPDDR4x 51.2GB/s

• Storage : 128GB MicroSD

Figure 5.1: NVIDIA Jetson Xavier NX (left) and its user interface with all attached peripherals

In this chapter, Section.5.1 explains the steps taken to improve inference throughput and
the subsequent improvement is compared. Section.5.2 discusses and compares the inference
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speeds of the MultEYE model on the Jetson Xavier NX board with different image sizes and
different power modes. The chapter ends with section.5.3 discussing the result of combining
all the elements of the pipeline i.e vehicle tracking and speed estimation (parametric and
non-parametric) along with the MultEYE detection.

5.1. Graph Optimization
There are a lot of modules and settings that are present in the model graph used for train-
ing which are not required for inference. Graph Optimization is the method of stripping the
graph of these additional modules and settings in order to improve its inference speed and
reduce model size [105]. Before going into the steps involved in the graph optimization, the
issue regarding the Keras [22] model saving function should be discussed.
As of September 2020, the Keras framework has a known issue when saving trained models
with multiple outputs which results in incorrect outputs. Further, Keras platform is meant
for fast-prototyping and does not have libraries optimized for inference. Due to these rea-
sons, the Keras .h5 model was converted to a PyTorch[91] model.
Once the PyTorch version of the MultEYE is generated, the model can be optimized for infer-
ence using the following steps:

1. The model should be set to eval mode. This makes sure that the modules used only
for training, such as dropout and batch normalization layers, can be removed.

2. The model in eval mode is run though a detach function that cuts variables from the
computation graph.

3. After running through the detach method, the optimizer is stripped from the model
graph.

4. Finally, the float precision of the model is halved from 32 to 16.

The steps can be visualized in Fig.5.2. The optimized model was found to contain 7.8 million

Figure 5.2: Steps involved in improving the computation throughput of the model graph

parameters which is a 71.5% decrease in model size with only 0.03% decrease in test mAP
score. However, the optimization resulted in a boost of framerate by 25.3% on the Titan Xp
GPU. Once this optimized model is obtained, the inference speed on the Jetson Xavier NX
can be benchmarked.

5.2. MultEYE Model Inference on Jetson Xavier NX
The Jetson Xavier NX board has 6 CPU cores and a GPU with 384 CUDA cores. Only 2 of
the CPU cores are used in this research to enable parallel processing of other applications
on the other 4 cores. However, all of the GPU’s resources are used to run the pipeline as
a neural network uses all of the available GPU to perform at its best. The board runs in 2
power modes : the 10 Watt mode and the 15 Watt mode. Figure.5.3 show the frame rate
achieved for different input image resolutions run at 10 and 15 Watt modes respectively.

It can be observed that the model achieves an almost real-time performance of 29.41 FPS
for input resolution 512×320 running with 15 W power mode. However, as the input resolu-
tion is increased, the difference of runtime between the two power modes decrease. Therefore,
if there is a requirement to process image sizes of 2048×1152 and above, power consumption
can be reduced by choosing to run at 10 W without loosing much on the performance speed.
Now that the model inference speed on the board have been tested, the throughput per-
formance of the whole pipeline of vehicle detection and tracking with speed estimation is
required to be benchmarked on the platform.
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Figure 5.3: MultEYE inference speeds for different input resolutions for 10W and 15W power modes

5.3. Pipeline Inference
Algorithms run on CPU rarely show any difference in performance speed across devices. How-
ever, it is very insightful when the performance of CPU based algorithms for vehicle tracking
and speed estimation is combined with the detection on the embedded platform.Figure.5.4
shows the contribution of each algorithm of the pipeline to the runtime for each of the resolu-
tions , tested in Fig.5.3, run at 15 W. The speed estimation used here is the non-parametric
estimation using optical flow and context priors. It can be seen that the non-parametric

Figure 5.4: Contribution of algorithms in the pipeline running at 15 W power mode (Non-parametric speed estimation)

speed estimation contributes a significant percentage to the overall runtime of the pipeline.
Especially for the resolution 512×320, the speed estimation accounts for 52.65% of the total
runtime which means that the speed estimation takes longer to process than the MultEYE
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Resolution % contribution
of Detection

% contribution
of Tracking

% contribution
of Speed Estimation

Total Runtime
(seconds)

512x320 41.9 5.42 52.65 0.0811
1024x576 58.35 3.89 37.7 0.1131
2048x1152 73.7 2.45 23.8 0.1791
3072x1728 84.8 1.41 13.76 0.3101

Table 5.1: Percentage contribution of each algorithm in the pipeline towards the total runtime for 4 different
resolutions(Non-Parametric method)

Resolution % contribution
of Detection

% contribution
of Tracking

Total Runtime
(seconds)

512x320 88.54 11.45 0.0384
1024x576 93.74 6.25 0.0704
2048x1152 96.8 3.2 0.1364
3072x1728 98.36 1.64 0.2674

Table 5.2: Percentage contribution of each algorithm in the pipeline towards the total runtime for 4 different
resolutions(Parametric method)

detection. The contributions of each algorithm in the non-parametric pipeline is tabulated
in Table.5.1. The main speed bottleneck for the pipeline in the speed estimation arises in the
calculation of dense optical flow in the frame.

This issue can be averted by using the non-parametric method of speed estimation given
that a steady stream of time synchronized fight data is available to the Jetson board. The
images and the flight data should be time synchronous so that the state of the UAV can be
assigned to the image captured at that particular instant which helps in accurate measure-
ment of the parameter.
Fig.5.5 shows the total runtime for each of the resolutions chosen with individual con-

Figure 5.5: Contribution of algorithms in the pipeline running at 15 W power mode (Parametric speed estimation). The
contribution of the parametric speed estimation cannot be plotted due to it being in the order of ኻኺᎽᎷ seconds.

tributions of detection and tracking highlighted. The contribution of the parametric speed
estimation is not plotted on the graph due to the scale being of the order 10ዅ seconds. The
reason for such a high-speed calculation is mainly attributed to the presence of only algebraic
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and trigonometric calculations which are highly optimized in the python language libraries.
Meanwhile, the contributions of the other two algorithms have been tabulated in Table.5.2.
In a nutshell, the pipeline is able to run at 12.33, 8.84, 5.58, 3.22 frames per second while
using non-parametric method of speed estimation and 26.04, 14.2, 7.33, 3.74 frames per sec-
ond while using parametric method of speed estimation for resolutions 512×320, 1024×576,
2048×1152 and 3072×1728 respectively.
Observing this trend, it can be said that using the parametric method over the non-parametric
one provides a significant boost in processing speed in lower resolutions. Therefore, non-
parametric method should be avoided when the speed of detection is of utmost importance
and flight data is readily available for streaming.

5.4. Streaming Optimization
The frame rates presented in the previous section are achieved under the assumption that
one image goes through the pipeline during every iteration. This is not the case when stream-
ing camera images in real-time (Fig.5.6). A stack of images are fed into the pipeline from the
stream buffer. Only the first image of the stack is processed by the MultEYE detector which
initializes the MOSSE tracker for each of the vehicles while the rest of the images in the buffer
are directly fed sequentially to the tracker algorithm which then estimates the speed. This
results in a higher average frame-rate as the detector algorithm is not invoked for each image
being streamed.
This can be demonstrated by an example streaming case. A buffer of 10 images of resolu-
tion 3072×1728 are fed into the pipeline that runs the non-parametric version of the speed
estimation. The detector takes 0.263 seconds to process the first frame while the rest of the
9 frames are processed by the tracking and speed estimation algorithms at a rate of

0.0044 + 0.0427 = 0.0471[𝑠𝑒𝑐𝑜𝑛𝑑𝑠/𝑓𝑟𝑎𝑚𝑒]

In total, it takes
0.263 + (0.0471 × 9) = 0.6869[𝑠𝑒𝑐𝑜𝑛𝑑𝑠]

to process the entire buffer, which puts the average runtime per image to be 0.06869 seconds
per image or 14.55 FPS.
Average frame rate for other resolutions for the same sample buffer size of 10 images (para-
metric and non-parametric methods) is tabulated in Table.5.3. It can be seen that the aver-
age frame rate sees a significant boost when the pipeline is processed in this way. The full
resolution stream achieves real-time processing speeds while speed estimation is performed
parametrically and the non-parametric pipeline also achieves a good processing rate of 14.55
FPS.

Figure 5.6: The flow of information through the pipeline when streaming from a camera in real-time
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Resolution Average FPS
(Non-Parametric)

Average FPS
(Parametric)

512x320 21.83 142.85
1024x576 20.41 98.03
2048x1152 17.98 59.52
3072x1728 14.55 33.44

Table 5.3: Average frame rates for the pipeline for a sample stream buffer size of 10 images for 4 different resolutions.

5.5. Summary
This chapter describes the pruning of the MultEYE model and generating a model optimized
for inference on the Jetson Xavier NX platform. The inference throughput of the model is
studied at different power modes of the NX platform for resolutions 512×320, 1024×576,
2048×1152 and 3072×1728. It was found that running the model at 15 Watt power mode
for the image resolution 512×320 provided the maximum framerate of 29.41 FPS.
The contribution of the detection, tracking and speed estimation algorithms to the through-
put of the pipeline was studied for both parametric method as well as non-parametric method
of speed estimation. Further, the pipeline was optimized for streaming applications by using
a stack of images which are processed sequentially by the pipeline. The first image of the
stack runs through the detector which serves as the initialization for the tracker which then
processes the rest of the images in the stack. This method of processing boosts the average
framerate of the stack. A 10-image stack provided an average FPS of 33.44 when run through
a parametric pipeline of image resolution 3072×1728.
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Conclusion and Future Work

The goal of this research was to design a system that could detect, track and estimate the
velocity of vehicles in a sequence of aerial images. The research also aimed to optimize the
execution of the system so that it could process the images in real-time on an embedded
computer mounted on a UAV.
The use of commonly used object detectors for the detection of vehicles came with several
limitations. Accuracy of the detectors were directly proportional to the size of the network
which entailed fast processing networks like one-shot detectors lacked the accuracy required
to build a reliable system. Further, the lack of region-proposal networks in these one-shot
detectors resulted in difficulty in identifying vehicles when the UAV is flying at high altitudes.
In order to overcome these limitations, a multi-task learning methodology was employed
by adding a segmentation head to the object detector backbone. Learning the contextual
features along with the detections helped the backbone of the network to better encode the
features, especially the lower scale features. The backbone and the segmentation head were
customized for vehicle detection. The number of bottlenecks in the backbone was reduced
as it was able to generate a good latent-space representation with fewer parameters, while
additional bottlenecks and skip connections were introduced in the segmentation head to
be able to resolve smaller-scale features in the images. The detection speed was preserved
by detaching the segmentation head after training. This resulted in a detector model that
performed 4.8% better than the state-of-the-art for vehicle detection in aerial images, in terms
of accuracy while preserving the processing speed.
Once the detector was finalized, the detections are used to initialize MOSSE trackers to track
vehicles through the image sequences. The MOSSE algorithm was proved to be extremely
fast and fairly accurate in the context of vehicle tracking in aerial images as there is minimum
chances of occlusions.
Speed of the tracked vehicles were estimated using two methods. The first method is used
when the geographic location and pose of the camera is not available. This method estimates
the ground sampling distance(GSD) based on an approximation of the detected vehicles size
and the camera velocity using optical flow. The second method is used when the location and
pose of the camera are available and the GSD and camera velocity can be directly calculated.
As intuitively expected, the direct calculation method is significantly faster than the former.
Finally, the detector is stripped of its non-essential layers and the float-precision is halved
to generate an optimized inference model. The detector-tracker-speed estimator pipeline is
then designed such that it accepts a batch of images that are streamed from the camera
and processes it sequentially to improve the average throughput. This results in the whole
pipeline running at around 33 FPS while processing a full-resolution 10-image sequence, on
a Jetson Xavier NX platform.
In summary, the goal of designing a vehicle detection, tracking and speed estimation system
that can run in real-time on an embedded computer was successfully realised.
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Future Work
The system in its current state is able to track vehicles real-time and estimate their speeds
while running on a mobile platform. Several possible improvements and extensions can be
considered while developing the system further.

Improved training dataset
Aeroscapes[82] was the only existing publicly available dataset that conformed to the re-
quirements to train a multi-task vehicle detector during the period of research. However,
the dataset is not very balanced and has only 625(≈20%) images that have vehicles in them.
Further, the images are taken at altitudes ranging from 5 to 50m, while the DeltaQuad exper-
iments are conducted at altitudes of up to 120m. Thus the detector accuracy can be signifi-
cantly increased if a custom dataset can be created with images taken from the DeltaQuad.

Multi-task Inference
Due to issues with the Keras framework, infering the complete multi-task model could not be
realized. Future work could consider re-constructing themodel in the Pytorch[91] framework.
Having a segmentation map alongside the detection would help in providing a contextual
awareness to the UAV autonomy system especially in cases where emergency landing could
be made safer by navigating the UAV to ’safe’ spots like fields or buildings rather that busy
roads.

Parallel-processing
In the case of streaming, the frames are processed sequentially in the pipeline. Each part
of the pipeline have different execution times. The batch processing time can be further
optimized by splitting the detection and tracking between two cores of the CPU. This will
result in fewer kernel calls per core and a more optimized processing.

Tracking as a part of the Multi-task training
Deep-learning based trackers like GOTURN and DeepSORT have been shown to work best
when trained along with the detector. This could be extrapolated to training the detector
with a tracking head that can possibly perform tracking and detection faster and with more
accuracy than when implemented sequentially.

Anomaly Identification
A true autonomous system is able to distinguish between an expected event and an anomaly
in the context of aerial surveillance. Further information like vehicle orientations, traffic den-
sity and track variances can be used to identify anomalous behavior and send the report to
the ground station for review.
Such a system will employ self-supervised learning that can be trained online and the detec-
tion system gets better, the longer it is used.
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