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ABSTRACT 

Photo sharing websites have bloomed in recent years. Many of these provide maps to let users upload 
photos and tag them. To help users in tagging photos, many methods are being developed. After geo-
tagging, the photo has the spatial reference and the annotation and then it becomes the part of 
Volunteered Geographic Information (VGI). This information can help researchers from different fields, 
especial for Earth observation. Nowadays, GPS-enabled digital cameras are becoming inexpensive and are 
widely available. This means the location of the camera is not the problem. Moreover, a digital compass 
can record the direction in which the photo is taken. These two data are useful in viewshed analysis. The 
EXIF file can record metadata of camera. Parts of them are useful to help researchers make advanced 
analysis to identify the objects in user’s photo. To help users get information for the major objective in 
their photos, in this research, we develop a method to improve geo-tagging suggestion. This method uses 
two major steps: Viewshed Analysis and Clustering Analysis. Through using data in the EXIF file, the 
essential parameters for Viewshed Analysis are obtained so that the view sight and visible objects through 
camera can be determined. We use Clustering Analysis to analyze VGI data (in the form of tagged photos 
on public websites). After Clustering Analysis of the spatial coordinates of VGI data, Hot Spots showing 
popular objects can be flexibly detected presenting the likely possible objectives in a user’s photo.  
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1. INTRODUCTION 

1.1. Motivation and problem 

In past several decades, technology has continued to improve. From cpu286 to dual core computer, the 
power of technology has also increased. Nowadays, not only computer, but also information technology 
and Internet have become important parts of human lives. With the computer, we can work, calculate or 
restore data easily; with IT and Internet, we can freely and quickly communicate with other people who 
are around the world or transmit our information to them. 

From the result of these improvements in technology, more and more people subconsciously contribute 
their information on Internet. At the same time, scientists, engineers, and marketing companies try to 
create appropriate ways to help users to act on Internet and contribute data through Internet, while also 
helping themselves to collect data.  

Four years ago, Goodchild(2007) gave a term “Volunteered geographic information (VGI)” to define this 
new phenomenon: “the widespread engagement of large numbers of private citizens, often with little in 
the way of formal qualifications, in the creation of geographic information, a function that for centuries 
has been reserved to official agencies. They were largely untrained and their actions were almost voluntary, 
and the results may or may not be accurate. But collectively, they represent a dramatic innovation that will 
certainly have profound impacts on geographic information system and more generally on the discipline 
of geography and its relationship to general public.” (Page 212) 

Flickr and Panoramio are two websites of this kind of Internet application platforms. Users can 
disseminate their information by uploading photos through Internet with no cost. What users have to do 
is connecting to the Internet and creating accounts, then uploading what they would like to share with 
Internet Community. This information can be used by researchers, especially, for Earth observation 
research. Citizens can always offer latest new local landcover changing information more quick than 
experts by doing official Earth observation or field work. According to Flickr historical record, there are 
about 4.3 million photos with Geo-tag were posted at July, 2010. This means there is a large amount of 
potentially useful data. 

In other case, it is called “Human Sensor” which is the famous one of VGI application, too. In anterior 
researches, researchers set down static monitors to detect environment or capture real-time image. But, in 
fact, this only could cover parts of whole area and could not move so that the efficiency of these methods 
was limited. Nowadays, human, who can compile and interpret, what they feel and move on the surface of 
the planet, can be the senor. By using device, such as mobile phone, communication system, or other 
advanced technology, human can report what they had seen and felt. The report could include time, 
location and feature. It’s really interesting for researchers to mine useful information from reports. In 
Zanzibar, such a project is underway to monitor water availability by citizens using mobile phones to 
report (Jürrens, Bröring et al. 2009). In this case, if the water level is too low, citizens report it immediately 
and government department can response positively to solve water shortage problem. The government 
doesn’t need to ask their employees to go out and survey, but by this way, they can get the information 
and have action. This case shows one of the benefits of using VGI principle. 
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VGI seems be powerful, but how people practically act it in their reality life? There are several ways to do 
it. For example, websites, liked Flickr and Panoramio, can offer free space for users to upload their photos 
and write blogs. Moxley and Kleban(2008) created suggestion tool for geo-tags on Flickr. Mainly, GPS 
data was used for first step. The algorithm can reduce search range by x and y coordinates obtained by 
GPS device with setting geographic radius and extract the appropriate suggestion for photo annotation to 
user. The efficiency of this algorithm seems good. 

According to NeoGeography mentioned by Goodchild (2009), this new trend is so powerful and would 
raise innovation. After more people upload their photos and information, the websites, as mentioned as 
before, become useful. For example, tourism management can make data mining to find out the popular 
spatial location and to offer tourist information or Local Based Service for tourists at that place. These are 
a huge database! Further, ranking by canonical view (Yang, Johnstone et al. 2010), the VGI data can be 
used to extract popular view of tourist interesting from tagged photos. And using EXIF file(JEITA 2002), 
it’s possible to build relationship for space and time and the result could be used for movement tracking.  

Although VGI seems be the positive trend, the quality of VGI should be considered as an important issue. 
In reality, users always rely on system functions to have their behaviour on Internet. For instance, if users 
want to tag the photo, they will only follow the system suggestion without concern, because they 
sometimes don’t know what is in their photos. Here is the case. A lot of international tourists visit other 
countries which used different language, then, after they return home, they can’t remember what is really 
in their photos. Although they may have some paper maps, notes, some brand with foreign language in 
the photo or operating digital maps like Flickr to search information, the problem is, actually, language. In 
general, for international tourists, the words of different languages, which are not used or learned by them, 
is looked like strange symbols. It means the words written in the strange language are not easy for 
international tourists to identify. If system can provide the relative information for the main objective in 
user photo, instead of mechanically clicking button and moving mouse, it could let user think of photo 
and interpret the photo. After this work, the VGI could probably increase the quality and get more 
meaningful worth.  

Although several application systems on mobile device offer the function, based on the direction of face, 
which can probably give users information for what they probably looked for or took photo for, most of 
them need wireless to connect to Internet for advancing technique supports or depend on the digital map 
and database which store in the mobile device to implement the function. It means the ability of current 
function is limited. Users don’t like to stand in front of the landscape to wait for connecting to Internet. 
In other words, if people use the device which doesn’t have wireless to take photo, they can’t get this 
function. So it’s necessary to find another possible way to do this work, after they return to home and sit 
in front of the computer. 

Our interest is to try to find possible solution to help user to identify what main objective in their photo is 
which may help them recall memory of travel. There are several methods to solve this problem. However, 
first of all, we would try to combine geo-tag photo clustering and viewshed analysis to build our process. 
Another key point is EXIF file will be used in this research to obtain true view sight, because people use 
camera to capture the scene into digital film, not eyes. The result of our suggestion process can figure out 
what is the possible objective in user’s photo. In this research, we only focus on the core methods of geo-
tagging suggestion. We don’t build a real web service to offer this function. But the discussion of web 
service diagram will be done. We hope, after implementing this new process, in future, the quality of 
relative VGI data could get better than previous one.  
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1.2. Research identification 

1.2.1. Research purpose 

Our research will try to provide a way to suggest user what is the possible objective in their photos while 
they want to operate geo-tagging application. In other researches, the simple geographic mining method 
uses geo-distance to set boundary for searching relative objects. In this research, geo-distance would be 
changed by other possible elements for geo-tagging suggestion system. Main issue is application of 
viewshed analysis. Our process will try to use viewshed analysis in place of geo-distance to deal with geo-
tagging problem. Also, the VGI data such as tagged photos on Flickr or other websites will be assistant 
element to improve the result of geo-tagging suggestion. We will use these two elements to build geo-
tagging suggestion process to tell user what is the possible objective in the photo. 

1.2.2. Research sub-objective 

I. To realize tourist behaviors and possible elements for improving quality of suggestion.  

II. To realize what they can see at the position where they took pictures during travel.  

III. To analyze EXIF attributes and how use them into this process. 

IV. To understand how current photo database which were already tagged by users can be used 
in this process.  

V. To design process and get some feedback for giving other researchers suggestion to create or 
improve current geo-tagging suggestion system.  

1.2.3. Research question 

I. What is tourist interesting for taking pictures? And why? 

II. What kind of function can be used for detecting visible area? Which objects are seen?  

III. How can EXIF be used? What attributes of EXIF are useful?  

IV. What is the role of tagged photos? What kinds of information can be provided by tagged 
photos? How can process use it to extract famous landmarks?  

V. How does the resulting system work? Is the result good or bad? What can be the possible 
factors to improve it in future? 

1.3. Innovation 

In this research, boundary of using geo-distance would be replaced by output of viewshed analysis. In 
general, when geo-distance was used to be radius in algorithm, all photos within this circle would be 
accounted for possible objectives. In fact, the buildings have the height to affect view. Some of shorter 
buildings behind tall ones would be hidden. So only objects within the viewshed area are possible selection 
for this viewpoint. This is the major benefit by using viewshed analysis. Then this research will use VGI 
data to make a flexible and broad suggestion. In past time, most of geo-tagging systems like to use image 
content-based method to tell users what are the objects in their photos. But, actually, it’s not so useful for 
users. In the photo, there exist several objects, if the system only use image content-based method, and 
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then users will get a long list of landmark or building names. Obviously, in the list of names, only one or 
two could be more important than others so that if the system can point out them, this will be more 
meaningful to user. Under this situation, VGI data can combine data from different sources and after 
appropriate analysis of VGU, liked clustering analysis, it also can reveal what is user’s interesting. It will be 
better than only using image content-based method.  

There are two most important issues in this research. One is using viewshed analysis to reduce search area 
and improve the result which displayed the visible objects. We also try to utilize EXIF file of the photo to 
improve the result of viewshed analysis. Another is using VGI data. Here, VGI data means tagged photos 
on websites. From VGI data analysis, it should be flexibly evaluated for user’s interesting. Figure1.1 shows 
our process. 

 

 

 

 

 

 

 

 

 

1.4.  Main Step of my Research 

I. Literature review 

Literature review is important beginning. It can help us build principle for our process design. 
From other papers, we can know what kinds of relative works had done and they can offer ideas 
or suggestions for elements of our process.  

II. Viewshed Analysis 

To extract visible objects, this research employs viewshed analysis. The requirement of viewshed 
analysis is existing, especially DSM (Ashton 2010). In general, it should have more work to get 
DSM data. Enschede city would be selected for analysis. Because we have Enschede data, this 
research decides to use Enschede for study area. The viewshed of point would be created for 
individual layer and used in future.  

 
Figure1.1 My Process and Elements 
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III. Tagged photos clustering analysis  

Obviously, tagged photos contributed by users on Flickr perform specific distribution. At different 
scale, the clusters of photos appear on the map. Most of clusters are for special landmark of this 
area. These kinds of landmark can be historical building, square, natural landscape or other 
interesting objectives. Through evaluating of clustering of tagged photos, this research would 
identify their distribution and extract representative landmarks by using Clustering Analysis 
within the visible area for a given viewpoint. 

IV. Process building 

Using ArcGIS9.3 builds the process of this research. ArcGIS9.3 is the commercial GIS software 
and provides a lot of geo-functions, including Viewshed analysis and Clustering analysis.  

V. Experiment 

At this step, I will use iPhone4 or other mobile phone or other digital camera equipped with GPS 
to take photos at Enschede. Two photos would be used for experiment. The result of experiment 
would give feedback and suggestions for improving the system.  

The work flow shows as following:  

 

 

 

 

 

 

 

 

 

 

 

Tagged photos  

EXIF file Human Thought 

Data (x,y Coordinates) 

DS
M 

DTM 

Calculate Viewshed and  
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Viewshed shp file 

Build layer 

Clustering Analysis 

Test 

Feedback 

Figure1.2 Workflow 
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1.5. Outline 
   The thesis is structured as following patterns to achieve the research goal:  
 Chapter1 introduce motivation, research objective, questions and other basic idea, including 

innovation 
 Chapter2 will do literature review to understand how other works had done and how many 

useful information from other papers will be used in this research. This chapter will have three 
major sections: geo-tagging suggestion system, viewshed analysis and clustering analysis. 

 Chapter3 will briefly explain relationship between photos’ content and human thought and 
introduce several key attributes of camera metadata stored in EXIF file.  

 Chapter4 will explain our methodology and make example case to show the benefit.  
 Chapter5 will be the experiment and discussion. This part will show the result of test. It means 

we will have a short field work at Enschede to take several photos for testing. Also, we make the 
discussion and suggestion. We try to find out the possible factors to improve this research and 
give suggestion for future work. 

 Chapter6 will be conclusion.  
 Final section is Reference and Appendix.  
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2. LITERATURE REVIEW 

2.1. Geo-tagging system 

Since the turn of the century, more and more people use digital cameras to take photos when travelling. 
After returning home, the photos are often uploaded to website for writing their travel blogs through 
Internet. This is shown in Flickr historical reports. 

Various commercial interests have tried to attract Internet users to make up the Internet Community to 
share their experiences or information with each other. These kinds of websites, like Google Maps and 
Flickr, are increasingly popular. To help users to record their photos correctly, a geo-tagging suggestion 
system is used. Tagging means users use words to annotate photos including photo’s name, and text. Geo-
Tagging is when users assign a spatial point on a map to display the photo location. A Geo-tagging 
suggestion system is an application for user, photo and map. The general idea is that the system will 
suggest to users to put their photos on the specific position where they are.  

There are lots of algorithms or processes for geo-tagging. Basically, there are two major categories of geo-
tagging: tags using the camera location and tags of the subject location. The former is for camera position, 
and, also, photographer position. The later tries to help photographers to remind what are the subjects in 
their photos and where they are.  

The Global Position System (GPS) which can record coordinate information plays an important role in 
geo-tagging system. While the system reads GPS data, the location of the camera or the user could be put 
on the map approximately. Although GPS can do it easily, the accuracy of GPS is still the problem. The 
accuracy is different depending on what kind of GPS device is used. Normally, the GPS devices have a 
positional accuracy of 0.5 meters. Scientists continue to try to improve GPS ability, including reducing 
positioning time, accuracy or efficiency. 

To help the user determine both the location and objective in the photo, the system needs photo 
annotation to recognize the characteristics of photos. (Viana, Bringel Filho et al. 2008) argue that “Photo 
annotation can be set into two main categories: context-based and content-based.” The characteristic of 
content-based algorithm is analysis of the image. While the system knows what the objective is and the 
location of it, system can predict the location of camera. This means the result can indicate location of the 
camera. Here EXIF should be mentioned. EXIF is a template created by Japan Industrial Agency. The 
major function is recording various metadata of camera automatically, when photographer used the 
camera to take photos. The field which recorded focal length setting could be used to obtain camera’s 
location. Other attributes, like subject distance and exposed time also could help system to estimate 
orientation or other features.  

Although content-based algorithm was developed several years ago and got great real application, it still 
has a several factors to cause bad effect the result which is automatically generated content annotation of 
photos (Naaman, Harada et al. 2004). Also, the accuracy of content annotation should be considered as an 
important issue. For example, the shape of a church would be similar. So if there are two similar buildings 
close to each other, the content-based algorithm cannot easily identify which one is the correct building. 
To improve the system, the context-based algorithm has been developed.  

The work of context-based algorithm is trying to find out the popular or relative annotation of photos’ 
context within the defined area. And then system could translate the annotation to relative place. For 
example, the word, “Louvre Museum”, is relative the address “PalaisRoyal, MuséeduLouvre, 75001Paris, 
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France”. When talking about context-based algorithm, the social tagging system should be discussed. A 
social tagging system relies on two major factors to work: one is shared social structure; another is 
structure of linguistic and thought in user community. Figure2.1 shows how Social tagging systems work. 
While researchers try to discuss about people annotation of photos they should consider their linguistic 
issue as an important part, because the linguistic issue can affect human’s writing. And the social groups, 
like engineers, vendor or doctors, can have different habits while they use words to describe something. 
Even more, cultural factors can have a great effect on human thought and writing. So, a Social Network 
System is an important issue for context-based algorithms and for a geo-tagging system, too.  

As shown in Figure2.1, there are many relationships between different groups and within the same group. 
The system will try to find the regular rule for each social group and categorize each user into social group, 
and then use the rule to find out the appropriate annotation for each user and photo. All of them indicate 
an important fact: the social network of the individual can affect the result. Under Social tagging system, 
the benefit is improving vocabulary problem and linking in social network.  

 

 
 
 
 

 

 

 

 

 

Researchers used simple geographic mining method to extract relative photo annotation to find out the 
popular things within the area where is defined by used both GPS information and search radius. The 
algorithm is shown as Figure2.2. 

 

 

 

 

This algorithm tries to find out the possible annotation for user’s photo based on geo-tagged photos 
contributed by other internet users. “U” is the set of users who contributed at least one photo. “Ai” is a 
collection of annotations from each user; and “a” is geographic radius. According to the algorithm, the 
score is for each similar annotation value which calculated the numbers of users who used the similar 
annotation within the defined geographic radius. If the score is higher, it indicates this specific annotation 
could be the possible annotation for the user’s photo. The highest score is therefore more appropriate 

(Moxley, Kleban et al. 2008) 

Figure 2.2 Simple Geographic Mining 

 

Figure2.1  Model of STS (Marlow, Naaman et al. 2006) 
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suggestion for user. In the above method, it shows the geo-distance, “a”, is used for setting boundary for 
data search. First of all, location of camera from GPS is the central point, then the radius could be one 
hundred or two hundred meters, and the algorithm would search whole data within this radius and try to 
find the numbers of each similar annotations of the user’s photograph.  

But, there still exists a problem. Users have noted that several convenient functions on a website could 
cause a serious problem. For instance, user can drag an album of photo onto digital map for geo-tagging. 
If they do this, the resulting point has many photos. Actually, not all photos under that geo-tagged point 
are belonging to this place. The result would be that different photos were assigned the same tagging 
position.  

To improve simple geographic mining method (Moxley, Kleban et al. 2008) used new idea to refine it. 
Based on the idea of a social tagging system, this algorithm considered other users’ distribution being 
important material when the system searched similar annotation to give user a tag suggestion. Each user 
can only offer their contribution once. So if someone has multiple similar photos’ annotation within the 
defined radius, the system only collects one of them and the others are ignored.  

Although researchers try to improve the algorithm, obviously, the problem still exists. Polysemy and 
synonymy still are the difficult problem (Golder and Huberman 2005). Polysemy means a single word has 
multiple related meanings and Synonymy means different words have the same meaning. Although a 
Social Network System can improve this problem, the result is limited. The reason is because personal 
characteristics can affect their habit. To improve upon these methods, many more algorithms exist to 
assist in geo-tagging. SpiritTagger (Moxley, Kleban et al. 2008) is another example. After simple 
geographical mining, the image contents, including global colour, texture, are set as the filtering. Moreover, 
it uses local frequency in comparison to global frequency to increase accuracy. The idea is they compare each 
frequency of annotation appeared at LA which they called local frequency and represented globally which 
is for global frequency. For tourists, they believe the tag which local frequency is obvious higher than 
global frequency is more important and after their algorithm, they will add this frequency rule in weight 
and give suggestion for tourists. Viana, etc,(Viana, Bringel Filho et al. 2008) tried to combine mobile 
device and the other metadata including spatial, temporal and social character to give a possible solution. 
The idea uses Bluetooth device codes. Each device has its unique Bluetooth ID like”000xx00101” and 
when the device is working, the devices can detect each other. This method is trying to identify Bluetooth 
ID and grab related metadata to make the judgment for geo-tagging.  

In addition, an alternative idea for geo-tagging suggestion system should be mentioned. In 2005, Japanese 
researchers used orientation of direction and subject distance to predict the major objective in the user’s 
photo (Iwasaki, Yamazawa et al. 2005). Orientation of direction is sourced from compass data and the 
subject distance (which is a terminology in photograph field) is the information for the distance between 
camera positions to objectives. This distance is recorded in a regular unit such as meter or in specific unit 
defined by the designers and stored in EXIF file. The general idea is using orientation of direction and 
GPS data to decide the standing point of the photographer and then translating subject distance into map 
units to search for possible objects in a reference database which includes building attribute or other 
spatial attributes. 

Web2.0 allows users to upload their photos through the Internet and tag them on a location map, and in 
doing so lets social networks extend themselves. Scientists should keep developing better solutions to deal 
with the geo-tagging issue. However, “new” possible elements are emerging for improving geo-tagging 
suggestion tools. If the accuracy of this kind data is good, they may also be very useful in many other 
fields. 
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2.2. Visibility analysis 

Bartie et al. (Bartie, Reitsma et al. 2010) said: “When you stand at Trafalgar Square, Nelson’s column, The 
National Gallery and many statues and building could be seen. The space is largely defined as visual field.” 
In general, the analysis of a visual field is called visibility analysis. Many researchers have tried to apply 
visibility analysis into other fields. These include scenic quality, sound reduction, urban design, civil or 
military observation needs, etc. A viewshed is one basic function of visibility analysis. Currently, most of 
commercial GIS products, like ArcGIS10.0 and Global Mapper, has this function.  

Nowadays, the popular application of visibility analysis is using in navigation systems. Not only for in-car 
devices, but also for pedestrian devices such as mobile phones or PDAs, visibility analysis can help users 
to identify efficiently where they are. The GPS can collect coordinates information, and the device, at first, 
can show a visual field of the location. This means a user just needs to read real necessary map at this 
moment, not a regular square map. This result removes the redundant part of the map. On the other hand, 
the benefit offered by combining visibility analysis and spatial database is the specific landmark could help 
users more easily identify their real location, not only extensively searching on the map.    

The application of visibility area is great. So how does the algorithm work? The principal functions can be 
set two categories: line of sight and viewshed (Smith, Goodchild et al. 2007). Line of sight is point-to-
point computation; viewshed, typically, is a point or a series of point set to make a surface computation. 
Other functions like “Isovist analysis” are also popular and useful. Benedikt (1979) built the basic version 
of Isovist analysis, only using 2D to display urban appearance; Rana (2004), firstly combined with ranking 
rule system evaluation to improve the previous version. For further application, “Space syntax” which is 
related to “Isovist analysis”, for instance, is another case.  The major purpose of “Space syntax” is to find 
out the place with high connectivity so that it is useful for urban design or movement management. In 
2004, Claremont and Turner had done the related study. They created specific software, “Turner’s 
Depthmap”, which included the concept of both space syntax and Isovist analysis.  

During the past decade, most GIS software only used 2.5D way to store 3D data. In fact, this creates a 
problem. That is some small but visible objects are hidden in 2.5D way.  So the height value will be 
incorrect. To solve the problem, currently, more projects are focus on how many spatial details could be 
included in viewshed analysis so that some of them try to use 3D’s idea and methods to grab more spatial 
detail. Several scientists have done related researches (Engel and Dollner) In other case, Bartie et al., 
(Bartie, Reitsma et al. 2010) used spatial relationship between different objects to obtain more viewshed 
content. However, considering what kind of purpose for the project, researchers need to make a decision 
to choice appropriate one from all of current algorithm. Or time is wasted in unnecessary computation.  

The sources of height value/elevation are variable. Most of them can be split into two categories: Digital 
Elevation Model (DEM) and Digital Surface Model (DSM). The main difference between them is DSM 
includes DEM and, additionally, the height of objects located on the ground. That is, at a given point, the 
DSM value equals DEM value plus the objective height value. The objective such as vegetation and 
building could be the obstacle for viewing. This implies that using DSM data would be more accurate than 
using DEM. However, this is not true in all cases. For example, if you walk at rural area where the major 
economic is agriculture, there are not many houses so that there aren’t higher obstacles. Then using DEM 
and DSM in viewshed analysis almost get the same result. DSM is more difficult to get than DEM, and 
more expensive. In addition, DSM has too much detail to calculate viewshed, especially at different land 
using type. Time required for calculating a viewshed using DEM would commonly be less than by using 
DSM. Again, choosing DSM or DEM depends on what the purpose is. 
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In general, viewshed analysis can play an important role for setting a view boundary to search VGI data. 
Although viewshed analysis can get lots of advanced spatial detail, according to our purpose, only view 
boundary will be necessary, not the precise spatial detail within the objects. This means the deeply details 
of objects, such as a small sculpture on the building appearance, are not so essential that I will ignore it at 
this stage.  But this could be possible to display after using VGI data. Basic algorithm of viewshed analysis 
will be implemented. It implies the time using for calculating would be less.    

2.3. Density and Clustering Analysis 

Before discussing methodologies of Clustering Analysis, it’s necessary to define what Clustering is and 
what a Hot Spot is. Generally, Clustering means there are similar things occurring within a given area. 
According to Lawson  (Lawson 2010): “clustering of a spatially-referenced feature is broadly defined by 
the term ‘unusual aggregation’ of events” (page 232). It is obvious that the high density of events at spatial 
location represents a cluster. Suppose we obtain traffic accident data as points, and we want to know 
where the most dangerous area is. Areas with higher density in the result mean higher possibility of area to 
have traffic accidents. This is clustering. Key elements of clustering are spatial location and size. These will 
be discussed later.  

As the basic definition of clustering is given above, what is a Hot Spot? The general idea is that if the 
density is higher than threshold value, this area could be a Hot Spot. The word “threshold value” is set 
individually in each different project. For example, in researching traffic accidents, we want to know which 
road segment is more dangerous than other ones. The threshold value might be set to 10 accidents each 
month per road segment. That is, if the value of density for each road segment is higher than 10, they 
point to a dangerous area which could be described as a Hotspot.  

The data type which was referred before is also an important thing in Clustering Analysis. To display data, 
it can be divided into two different types: continuous data type and discrete data type. Continuous data 
types include surfaces and contour lines; and the point data type can be used to represent the discrete data 
such as events. Actually, there exist several algorithms for continue data type for variable research purpose. 
Although continuous data type can also be used for clustering analysis, from general definition of 
clustering analysis, point data which displays the events on the map will be better (Lawson 2010). 
However, before selecting methods of Clustering Analysis, we should consider data type and research 
purpose as important critical issues.  

Different data types and different analytical purposes have given rise to many different Clustering Analysis 
algorithms. These range from simple to complicate. At first, for example, using point data of traffic 
accident, the spatial location is only considered in point density method. But, we can also include the 
element of time, not only spatial relationships. The terminology of this kind of method is called spatio-
temporal clustering. This can be applied for many purposes. Disease transmission is a well-known case. 
Scientists not only want to know how many people were sick and where they were, but also when they got 
sick. From “number”, “location” and “time”, scientists can imitate the ways of disease transmission and 
furthermore predict the next danger area to give residents warning.  

In 1964, the first researcher, Knox, referred the idea of spatio-temporal clustering in his research for child 
leukemia cases. It should be aware that Knox set the specific critical value for Euclidean distance and time 
interval by himself. Based on his work, Mantel, at 1967, developed the widely adopted methodology: 

Z =∑ XijYij୧,୨  , i ≠ j (Smith, Goodchild et al. 2007) 
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The algorithm shows it not only measure Euclidean distance, but also time. After implementing, the result 
is the total numbers of close pairs. But the problem is how to decide the value for distance and time 
interval? And do they consider the situation changes? For example, in traffic accident management, 
population change means that numbers of cars also change. So is the result accurate?  

After Mantel’s work, experts suggested a Monte Carlo simulation approach can help to decide the critical 
value for distance and time interval. On the other hand, scientists like Jaquez (1996), developed K nearest 
neighbours method which doesn’t use a fixed value for distance to improve Mantel’s work. In 1999, 
Kulldorf and Hjalmars tried to think about the population change problem and added this variable into 
the model to let the result more closely resemble reality.(Smith, Goodchild et al. 2007) 

The other ways for Clustering Analysis include Point Density and Kernel Density Estimation. Density is 
the basic idea of the original algorithm: event numbers per zone area. The idea of ‘Point density within a 
polygon’ method mainly focuses on the point data type, but also can be used for analyzing line data type. 
The work of Point Density within a polygon is to count number of events and use a well defined grid. 
This well defined grid means the area that would be affected by the point. The cell size of well defined 
grid could, for example, be fixed 5 x 5 in map units. Nowadays, researchers have developed a method 
which uses political districts or uniquely defined polygons to replace fixed quadrants. However, this meets 
the same problem, because the situations of small parts within the zone are not same as each other. For 
example, the population in a city will change a lot from edge to downtown. The general assumption of 
Point Density is all situations within the cell/zone are the same. Obviously, if we want to know the 
Clustering for specific goals, this density idea is not good enough.  

The other researchers proposed the Kernel Density Estimation (KDE) to solve the Clustering Analysis 
problem. The key difference between KDE and Point Density of Polygon is KDE focuses on point 
relationship, not on fixed well-defined grid or specific polygons. At the first step of KDE, the algorithm 
should consider each point as the starting point and decide on the affected area. Within the affected area, 
each cell gets value like 1; out of the area, it gets 0. Finally, counting total value of each cell, the result with 
a higher value means this cell is the unusual aggregation place. This is also known as a Hot Spot. To let 
readers more easily identify, researchers input whole cell value into GIS software and make thematic map, 
setting classes(Brimicombe 2007). The terminology of radius of affected area could be called the 
bandwidth of matrix. This is an important issue. The other issues are how many classes should be set and 
what are the values of each class.  

According to different condition of different study area, several researchers suggest KDE should include 
the effect of (Euclidian) distance, so they have proposed several different distance weight matrixes to 
improve KDE. Table 1 shows parts of these kinds of algorithm for different distance weight matrix. It’s 
impossible to say which way is correct or incorrect. The appropriate one depends on the situation t.  

Nowadays, as a result of great development of technology, the computational ability of computers have 
resulted in more and more software and complicated algorithms built for Clustering Analysis. For example, 
most Geographic Information Systems, such as ArcGIS, can do Clustering Analysis easily. In ArcGIS, the 
tool package is pre-programmed. The button named “Hot Spot Analysis with Rendering” is used for Hot 
Spot Analysis. In other software or websites, including SatScan, Flexscan and R, the application tools 
could be easily found. 
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Kernel Formula Note t=distance/kernel bandwidth 

Normal(or Gaussian) 1/2k	e^((−t^2)/2) Unbounded, hence defined for all t. The standard kernel in 
Crimestat; bandwidth h is the standard deviations. 

Quartic(spherical) 3/k	(1− t^2	)^2, t ≤ 1 Bounded. Approximates the Normal. K is a constant 

(Negative)Exponential Aeି୩୪୲୪, ltl ≤ 1 Optionally bounded. A is a constant and k is a parameter. 
Weights more heavily to the central point than other kernel. 

Triangular(conic) 1 − ltl, ltl ≤ 1 Bounded. Very simple linear decay with distance. 

Uniform(flat) k, ltl ≤ 1 Bounded. K=a constant. No central weighting so function is 
like a uniform disk placed over each event point. 

Epanechnikov 
(paraboloid/quadratic) 3/4	(1− t^2	), ltl ≤ 1 Bounded; optimal smoothing function for some statistical 

applications; used as the smoothing function in the 
Geographical Analysis Machine and in ArcGIS 

 

2.4. Summary 

Today, more and more methods for geo-tagging suggestion system are developing. This research aims to 
find better ways to solve the geo-tagging problem by using geographical components to help identify what 
is the objective in the photo. Although Image content is very important, the geography issue is thought to 
be equally if not more so. 

Viewshed analysis offers an efficient method to narrow down searching geographic area. And the result of 
viewshed analysis is reasonable, because only what can physically be seen could be the objectives in your 
photos. The result of using viewshed analysis will be better than using method of fixed geo-distance 
search radius.  

An important issue is that each person has different idea of how to organize the objectives’ composition 
in a photo, which means it is very difficult to indicate absolutely what really major objective in user’s 
photo is. To solve this problem, existing VGI data (in the form of geo-tagged photos) can do more. In 
general, collecting VGI point data of geo-tagged photos, and then using Clustering Analysis to find out 
the order of the possibility for each objective. After that, the output could list the name of landmarks or 
buildings in order. Through this list, may the first one or second or third is key point to answer user’s 
problem.  

This research will not use any image content-based method. As a result, the calculating time should be less. 
And I hope from flexible and dynamic VGI data, the suggestion can respond to user the real situation 
which a tourist is really interested in. 

 

 

Table1. Common Kernel Density functions(Smith, Goodchild et al. 2007) 



TITLE OF THESIS 

14 

3. DIGITAL PHOTOS AND ATTRIBUTES 

3.1. Photo 

What is a photograph? Why do people like to take photos? For citizens or tourists, not expert, it could be 
generally said that a photo is the image taken using a camera for the purpose of capturing an interesting or 
important moment. Using a camera can quickly do this job well. Today’s cameras are simple to use and 
range in price from very affordable to very expensive. Simply by pressing a button, the scene is 
automatically focused and the image stored in the digital file. It’s a very simple process, hence more and 
more people like to use photos to record their daily life and travel memory. 

What is the possible objective in the photo? People always like to take photos for the objectives which are 
of interest to them. This could be a landscape, an old building, a music performance on the street, or a 
shop selling something special. If the locations of people are close to each other, generally, they would 
take the photos for the same objective which is more attractive than others.  

While taking a photo, people believe they can remember the information of the objective. But, in fact, 
most of them tend to forget it. This is especially so for tourists, who often make longer journeys. The 
other problem is that tourist usually gets their information through travel books or magazines. These 
kinds of books tend to focus on restaurants or special shops, like desert shops, bakeries or other specific 
shop. Tourists interest in them, but not in deep motivation. Sometimes, they just want to tell their friends 
they had visited the shop or the place. So they may get there and take the photo to show the ‘evidence’ 
that they visited there. After they return home and organize the photos, perhaps they don’t remember 
what is in this photo, or even where exactly it was taken.  

In other cases, people decided their travel route ’on-the-fly’. As a result, they couldn’t keep every place 
they visit in their mind for the entire journey, and almost lost the memory of the objectives in their photos. 
For example, tourists arrived at the train station of famous travel city and used the tourist guide to 
navigate around. Then they made a plan and walked across each street to visit special landmarks of this 
city. During that time period, they got a lot of information and took many photos. Finally, after returning 
to home, there was possibly more than 1 thousand photos on their memory card. It would be a big work 
to identify each photo and matched the objectives with the correct information, including landscape name. 
If they had GPS information with their photos, it could only tell them where the photo was taken. For 
further information, including name of possible objective or others, the system couldn’t represent them 
effectively. Only knowing position, but no idea of what is in this photo means it will not be good. Under 
this situation, people might make a wrong annotation of photo and it seems cause researchers the bad 
effect while they try to analyze photo’ annotation.  

Generally, the very specific objects in real environment like church, the splendid building can attract 
people’s interesting and let them take photo. For example, if the building is assigned by “United Nations 
Educational, Scientific and Cultural Organization”, the uniqueness of this building is more attractive than 
general landmark so that most of people would like to take photo for it within the visible area. But, there 
is another interesting phenomenon. That is if we make a distinction between people with different 
personal background, although people stand at almost same place, they may not take the photo for the 
same object. It could be related to their personal difference, for example, the culture and the language.  

Here is a case. “L'OCCITANE” is a shop selling body which can be easily found in European cities. Also, 
it has the shops in Taiwan. But for Taiwanese, the difference is the price and the new products. Although 
they can find the shops in Taiwan, the price is higher and all products are not the same as in European 
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shops. Most of the time, Taiwan’s shop has to wait for several months to get the latest products. So while 
Taiwanese travel in Europe, they may like to find the shop and buy some goods for their friend. When 
they arrive at the shop, a photo is taken of it. This type of phenomenon can be found in personal blogs.  

Also, the church’s photo is a good case, too. Asian people see the grand church building with beautiful 
decoration, the first response is “Wow~ a beautiful church~” and then take a photo of it. But for a 
European resident, it’s not as interesting, just a part of their daily life. So they may not take the photo for 
the church. The above two cases show the phenomenon in more detail and introduce why different 
people have different interesting at the same place. 

Ignored the “smaller” difference between people, while browsing the Flickr Photo Map, the photos always 
gather at some special place, like the Kölner Dom. It could be said that the photo cloud, the “Hot Spot”, 
which humans take the photos for at the given place is existence.  

3.2. EXIF  

Exchangeable image file format (EXIF) used in digital cameras is a special regular file built by Japan 
Electronic Industries Development Association. It keeps updating. The version of EXIF used to discuss 
in this chapter is 2.2, released in April, 2002. EXIF is used in lots of different image types, included JPEG, 
Tiff and others. EXIF is a metadata standard for digital photographs and stores information such as focal 
length, GPS information, etc. To read EXIF files, it needs the specific software such as”EXIF 3.0”, and 
the attributes will be displayed in the table. The field table is looked as Figure3.1.a and 3.1.b (JEITA 
2002)show.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure3.1.a EXIF Fields 
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The specific software ‘EXIF 3.0’ will be used for reading EXIF file data in this research. There are several 
useful information fields in the EXIF data for geo-tagging application. For instance, GPS data from EXIF 
of photo could be extracted and combined with reference data so that the geo-tagging application system 
will tell user where the photo is. For example, the iPhone4 equips the function which can read photo’s 
spatial reference and then put the photo on the map to show where you took photo. The next section will 
introduce several important fields of EXIF. 

3.2.1. Field description 

3.2.1.1    Date 

In an EXIF file, there are several date fields, such as ”Date Time”, “Date Time Original”, and “Date Time 
digitized”. The first one and second one are date data for taking this photo. And the final one is recorded 
automatically while user takes a photo. The date information for taking photos is important, because 
everything changes; Our Earth is dynamic. The field of ‘Date Time digitized’ will not be considered as an 
essential one so it will not be discussed here. The issue of time scale is discussed below.  

 

Figure3.1.b EXIF Fields 
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The Earth is dynamic! Apparently, it is relative to time scale. For large time scale, our world changes 
slowly. For example, a new city was built, replacing the grass plain. The forest may disappear and factories 
may be built. Human always try to change the Earth. This kind of processes may need tens of years or 
more so it’s not easy to find something having apparent change within one or two years, even several 
months. Here is a case about how people change the appearance of Earth. At 2006, the one of greatest 
human building, ‘Three Gorges Dam’ located at Yichang City, Hubei province, China, was built 
completely. After completing the build project, the water flooded 19 counties along the Changjiang River. 
One of the places is a famous old city, Kaixian County. Kaixian County is a historical city; it appeared in 
the Chinese history 1800 years ago. It was full of historical buildings and cultural heritage. Before flooding, 
most tourists wanted to visit there. But now, everything is different. No old buildings are left, and no 
cultural heritage. All that is left is only water body, a big water body. Checking photos of this location at 
popular websites or blogs, two different groups of results will be retrieved: these with pictures of historical 
buildings and those with pictures of a big water body. What does this indicate? Without time issues, 
grabbing photos from large sources will meet with problems. This case shows the effect of humans and 
demonstrates the time issue in large time scale.      

For small time scale, the four seasons could be a good illustration. Different areas of the Earth are in 
different climate categories. And at different climate categories, the seasonal change can have different 
effects, especial for vegetation. The “Tropic Zone”, “Temperate Zone” and “Frigid Zone” are the major 
ones. In the “Tropic Zone”, the effect of vegetation from seasons change is not obvious, but in the 
“Temperate Zone” and “Frigid Zone”, it makes a great difference. The leaves will fall from the trees and 
the grass will fade during winter and autumn. Generally, the vegetation could be the obstacle for tourists 
while they want to take photos and the big trees or high grasses are in front of them.  

For ‘smaller’ time than previous scale, the unit could be an hour, day or week. While environmental 
change of this smaller time scale is not so obvious in wilderness or rural areas, in the city, it becomes 
possible. For example, some of musicians perform on the streets or at squares where city tours and 
tourists, from other countries like to take photos of them and share with their friends what they saw 
during travel. These kinds of events could be special, because in their home country, it isn’t a common 
performance style. Taking such photos is a common behaviour for international tourists. In this way a city 
square has a different appearance at different time of the day. This kind of difference could be called a 
temporal phenomenon as it will appear and disappear again and again.  

In the previous section, the time scale is roughly described in three different groups; in fact, it is possible 
to make a deep discussion and precisely categorize it. Absolutely, time scale is an important issue. It can be 
discussed from different aspects, for instance, land use type would be a simple but efficient critical factor. 
In the future, making a good filter selection setting of time issue can help geo-tagging suggestion system to 
choose suitable geo-tagged photos to make analysis.  

3.2.1.2   Direction 

Many researchers try to build algorithm to point out the orientation of face direction. These algorithms 
work without image content-based methods – meaning they do not look at what might be the subject of 
the photos. “GPS Trajectory”, “Subject Distance” and “Electronic Compass” are three common ways 
discussed by the experts. Each of them has advantages and disadvantages as discussed in the following 
paragraphs. 

The Global Positioning System (GPS) is an important technology development, because it can let holder 
know where he is. Today, simple and inexpensive receiver is built into devices and offer the function such 
as cameras can record their location automatically. When a user returns from their holiday, s/he can 
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operate the specific software to read GPS record and compare with his EXIF date information to get a 
reasonable position for each photo. Then, the software can generate the tourist’s movement path direction. 
Since most of the time, tourists face the same direction as they walked on their visit route, the assumption 
is that the direction they face is the same as their movement path.  

Although GPS Trajectory seem be the simple method, the accuracy is not good enough. In fact, when 
people stop, they often do other things, not just facing toward. They can turn, they can look back, and 
they can do lots of different things, especially, while they are close to visible famous landmarks. The most 
important behaviour is stopping and taking photos. This small time-period is quite important, so the 
assumption of direction should not be accepted in viewshed analysis. 

The second method is about “Subject Distance”. In the EXIF file, the field “Subject distance” is designed, 
but not all cameras have this record. The definition of “Subject Distance” can be simply said the distance 
between objects to the camera. EXIF file can store the data for “Subject Distance” with unit: Meters, but 
in some special cases, manufacturer of camera use their unit for this field. Another important element is 
building footprint layer which could be stored in geo-database. This indicates the first step needed is to 
translate the used unit in EXIF file to the used unit in geo-database, like meters or feet. After that, the 
system tries to use building data to calculate Euclidean distance between objects and position of the 
camera. In general, if there is a similar distance as Subject Distance, the system would say this building is 
the objective in the photo and decide the direction.  

The above method is interesting, but seems not to deliver a good result. For tracking objective when 
taking photos, it is based on CCD and other optical technology. The light, the objective’s material, there 
are still a lot of things that can affect a sensor for deciding major objective and then calculate Sub-distance. 
Getting precise data is not an easy job. On the other hand, people often like to let their companions be the 
major objective and the other things, including buildings, just be the background. So the Sub-distance in 
this situation is for distance between companion and camera’s position. The system would make obvious 
mistake in this instance.  

Despite “GPS Trajectory” and “Subject Distance”, the rest one is “Electronic Compass”. Although the 
compass is not a common additional requirement for digital camera, the situation is changing. Compass 
will likely be more used in future, because it is quite cheap and knowing direction is very important.  

Nowadays, GPS is widely used, and already included in many digital cameras and mobile devices. While 
devices are equipped with GPS, the compass is not the problem. Not using traditional compass, the 
electronic compass is more convenient and smaller. The price of electronic compass is also cheaper than 
other advanced additional devices. Several years ago, the members of Japan Electronic Industries 
Development Association discussed about the compass field and finally, they decided to add the new field 
for recording compass data. In EXIF 2.2 version, the field named ‘GPS Direction’ was added. And the 
content of ‘GPSDirection’ is for recording camera direction. 

Also, according to a Sony commercial report (Sony, January, 2010), the new series of digital cameras, 
DSC-HX5V and DSC-TX7, produced by Sony will be equipped with GPS and electronic compass. It 
shows this will be the trend in future for digital cameras. On the other hand, electronic compasses for 
digital cameras can be easily and cheaply found on the Internet. Although the compass is not common at 
this moment, the news indicates that it will be used more widely in the future. 

     

   



TITLE OF THESIS 

19 

 

 

 

 

 

 

 

 

 

The compass uses the term “azimuth” to record orientation of its direction. The angle between facing 
direction and North is called “azimuth”. The direction of North is 0 degrees, and the degree of azimuth 
follows clockwise. The Figure3.2 shows azimuth. While azimuth is used in viewshed analysis, the degree of 
azimuth will be set as start direction in ArcGIS. 

3.2.1.3    Lens Info 

If you want to take photos, the first thing needed to do is using your eye to search beautiful or specific 
objects which you really interested in. But, in fact, while you press the button for taking photos, it’s 
another case. Through camera lens, the scene is different from that captured by only your eye. This 
phenomenon is caused by optics and the material used for the lens. All of these can change the “true” 
angle of view for an image. In general, the wide-angle lens and normal-angle lens are the two main groups. 
The wide-angle lens means it can have wider angle of view for getting view into files. Some of these can 
see more wide than a human eye. Moreover, parts of them can obtain an angle of view more than 180 
degrees. A normal-angle lens can grab a view using smaller or similar angles as the human eye.  

Basically, each different lens has different ability of angle of view without changing focal length. That is, 
the original angle of view is different and their change level is also different. They can use more glasses to 
change the structure of lens. This should be considered as an essential issue for calculating angle of view in 
viewshed analysis.  

The “Model” records the type of camera and the “Make” has the information foe manufacture. So 
combining “Model” and “Make”, it could predict the type of used Lens. Actually, the designer can change 
their lens design for having different ability of view angle. So the view angle of a normal-angle lens or 
wild-angle lens could be different between different lenses. Considering what lens the user used, the 
system could automatically change viewshed analysis parameter, or angle of view, to get more precise 
output. 

3.2.1.4    Focal Length 

In the above section, the lens information is referred. However, not only the lens, but also focal length can 
affect the angle of view. If a photographer zoomed in our out, the view is changed; also, angle of view has 
changed. Zooming in, the angle of view decreases; zooming out, it increases. The EXIF file can record the 
focal length information so that the data could be used to revise parameters of viewshed analysis: i.e. the 

Figure3.2 Azimuth 
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view boundary. There are two fields for focal length: “FocalLengthIn35mmFilm” and “Focal Length”. 
The “Focal Length” is the actual focal length of this camera; “FocalLengthIn35mmFilm” is a comparison 
value of this camera by 35mm film camera. Figure3.3 shows the basic formula for calculating angle of 
view by using EXIF data. 
 
 
 
 
 
 

 

 

 

 

 

 

This diagram shows the simple formula for calculating view angle of lens. All necessary parameters for this 
formula can be sourced from the EXIF file.  

This formula is not the absolute correct one. Revision is necessary so that the new index: “κ” is set. While 
each manufacturer uses different technology, components or materials, the value of κ would be very 
different so that it implies value of κ could be offered by their Maker. Now, new formula is as Formual3.1 
below shows.  

 

 

Actually, value of index ‘κ’ is related to ‘Lens Info’. In this thesis, the value of κ will not be further 
discussed, and the value 1 will be used for κ. 

To calculate the view angle, the Image Dimension should be imported into the formula. The value of 
Image Dimension is different, and the reason is because the ‘digitization’ that takes place in the camera. In 
the past, film was used in traditional cameras, but in digital cameras, instead of standard film, a CCD is 
used to digitize the signal. The CCD size is different between cameras. By checking CCD size, we can get 
the diagonal of CCD which could be the Image Dimension. Using diagonal of CCD, the system can 
calculate the maximum view angle of the camera, and combine this with focal length information, so that 
the new view angle can be calculated. 

3.2.1.5    CCD Info and Spatial Resolution  

In EXIF file, there are several groups of data fields used for distinct purposes. Under Main information 
group, it can predict CCD Info through “Model” and ”Make”. Here, the maximum spatial resolution of 
this camera is shown. Although a human eye can see remote objects under better weather, and the camera 

 Formula3.1 Revised formula  

Figure 3.3 Formula for calculating angle 
of view 
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also can do that, in reality the detail of the image stored in the digital file is limited. The way of digital 
camera for storing image is different than a traditional camera and human’s sight. This is governed by how 
the “Charge Coupled Device” (CCD) works.  

Before discussing CCD, the terms “Effective Pixel” and “Maximum Pixel” should be clarified. Effective 
Pixel means the pixels of CCD which truly contribute to the imaging process. The Maximum Pixel 
includes Effective Pixel and other parts of camera, like other auxiliary imaging technology, so that the 
value of Maximum Pixel is greater than Effective Pixel. The total area of Effective Pixel decides how 
many details can be recorded. This shows an important issue: the level of detail that can be recorded with 
a digital camera relies on the CCD ability.  

Based on the pixel of CCD, it can be said the ability of CCD decides how far your camera still can get 
objects into clear image in final digital file. If the resolution of image is bad, details of objects are blurred 
in images, then the photo isn’t meaningful for a tourist. It means if people want to get the clear image for 
identifiable objects in their photo, the maximum distance between objects and camera is limited. If the 
object is very far from camera, and user doesn’t have other assistant devices, he has to walk close to the 
object for getting the clear image in photo.  So this limited distance can also be used for viewshed analysis 
for finite calculating. If the search radius is not limited, the calculation will be infinite when the global 
digital surface model is used for viewshed analysis.  

On the other hand, the focal length changing also can affect spatial resolution so it is an interesting topic 
to discuss how CCD and focal length data can translate into searching radius for viewshed analysis. It 
would be feasible to grab this kind of information from their design team.  

3.2.2. Discussion  

Several specific EXIF fields are discussed and here will show how they can work in viewshed analysis. We 
use ArcMap9.3 for the case to show how software translates EXIF relative information to necessary 
parameters for viewshed analysis and Figure3.4 and Figure3.5 show all attribute table of point data used 
for viewshed analysis and the parameters calculated from EXIF.  

 
 
 
 
 
 
 
 
  

The “AZIMUTH1” and “AZIMUTH2” are for horizontal view angle. First of all, the attribute of 
direction extracted from EXIF compass’s data can be translated into field “AZIMUTH1” and 
“AZIMUTH2”. The analysis will start at “AZIMUTH1” and stop at “AZIMUTH2”. The way of 
compass’s data to AZIMUTH1 is: value of compass’s data minus half horizontal view angle. Then, the 
value of “AZIMUTH2” is “direction of compass’s data plus half horizontal view angle. The horizontal 
view angle can be calculated from Formula1.  

 

 Figure3.4 View Point Attribute 
Table1 
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Figure3.5 shows other attributes of viewpoint. “VERT1” and “VERT2” are for vertical angle of view. 
“VERT1” is for upper; “VERT2” is for down. The way of Vertical view angle can be obtained as 
horizontal view angle. In ArcMap9.3, the original value of horizontal eye’s direction isn’t setting. Normally, 
if tourist wants to take photos for landscape, especially at flat area, she/he should look for upper or 
horizontally, only few cases are need to look down. At the flat area, for example, Enschede, The 
Netherland, if the eye direction is down, it means the objective is smaller and beside their foot while they 
took photos on the road. It’s not the common case. If we can’t get data for angle of elevation, the value 
for “VERT1” will be 90. The first reason for setting 90 to be upper angle is this is the maximum setting 
value in ArcGIS9.3. Secondly, based on physical principle, in normal standing posture, the human can’t 
have their eyes to stare straight for upper 90 degree. Although eye’s sight can over 90 degree, the over part 
is very small and if people keep in this posture, they will feel uncomfortable. Although some cases with 
over 90 degree might be happened, they are even exceptional cases. On the other hands, if the object’s 
location is over than 90 degree, it means this object is behind human. To take photos, the common 
behaviour of tourist is he would like to turn back  and do it in easy posture. So if human change their 
direction, it shows viewshed analysis should recalculate. If we don’t know angle of elevation, the calculated 
value of vertical angle of view is only used for “VERT2”. Assuming the θ is the value of vertical view 
angle, and then the value of “VERT2” is “-θ/2”.  

The last attributes, “RADIUS1” and “RADIUS2” are for setting search radius. Undoubtedly, the 
searching area is starting at camera position so that the value of “RADIUS1” should be 0. Sometimes, 
zooming in can make users feel confuse that some of front objectives disappear; it seems the search radius 
distance is decreasing. In fact, it is the result of the vertical angle of view decreasing, not searching radius 
problem. Value of “RADIUS2” can be obtained from relationship between CCD and Spatial Resolution. 

3.3. Summary 

This section tries to give an example to show how EXIF is used in viewshed analysis. In this chapter, 
description of EXIF data and examination of its fields was represented, and the reasoning of why people 
take photos discussed. Briefly, the people’s motivations affect the content of the photo, and different 
camera settings give different results. Through EXIF data, we can further realize the actual parameters 
while the photographer took a given photo, including time, location, distance to target object, etcetera. We 
will use relative EXIF information to develop our methodology for our geo-tagging suggestion tool to 
achieve research purpose. 

 

 

 

 
Figure3.5 View Point Attribute Table2 
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4. METHODOLOGY 

Iwasaki et al. (2005), they used orientation of direction and subject distance to predict the major objective 
in the user’s photo. Their research is really interesting and very different from other major researches. The 
benefit of this idea is that, at this stage, the requirement of calculation is less than image content-based 
methods and the result shows it is feasible.  

However, there are several critical issues. Firstly, how can they know the major objective while they use 
EXIF file to read related fields for calculation? As photographers know, if you take photos, there are 
several possibly main objectives in your sight. For example, if photographer’s friend asked photographer 
to take photo for him with the landmark, which was the major objective, the human or the landmark? At 
the same time, the camera could automatically detect the objectives and the screen of camera might have 
several flash squares to label the possible objectives. According to optical theory, camera could change 
camera setting to get better quality of photo. So if someone is standing in front of the landmark, what is 
the result? The man will possibly be the major objective for camera setting so that the subject distance will 
be between man and camera, not landmark and camera. And then if the system uses this subject distance 
in its calculation, it could be seen that the result would be in inaccurate. Secondly, another problem results 
from accuracy of GPS. Actually, the error of common GPS could be within half a meter. For calculating 
real distance and matching, the system error could be more affected. Moreover, the error from GPS 
accuracy is not easy to precisely be overcome, which reduces the use of this idea.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

To solve the problem, this research will employ viewshed analysis to replace the calculation of subject 
distance. The reason is that after viewshed analysis, the output could show whole possible objects which 
can be seen from a given viewpoint. And the system does not need to imitate the photographer idea for 
composition. For example, the Figure4.1 shows the possible place for the major objective in each photo. 
The photographer may like to put the major objective, the Torre di Pisa, at the corner of the photo or 
put it at the top part of the photo, not only in the middle of the photo. And, the effect of accuracy of 
GPS for viewshed analysis is not as sensitive as subject distance calculation. Furthermore, it is possible to 
use advanced algorithm of viewshed analysis to remove the error. For instance, it is also possible to use 
GSI software to make a buffer around the location point representing the GPS inaccuracy. For example, 
the inaccuracy of GPS is 0.5 meter; the radius of buffer should be 0.5 meter. Then translating the 
boundary of buffer into polyline type, and using it to replace the viewpoint for executing viewshed 
analysis, the GPS error could get possible improvement.  

 

Figure4.1 Different composition of Torre di Pisa 
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Human behaviour is very difficult to imitate and predict. So the VGI which come from broad users may 
offer an immediately usable solution. The idea is, after VGI analysis, it is possible to indicate what people 
like to do at this place. For example, through analysis of annotation of photos, researchers can find the 
popular things here. Clustering analysis could be used by VGI data and find out the “unusual” aggregation 
place such as photo cloud. In other words, from the result of Clustering analysis, the popular landmark 
which tourists take photo of could be presented. In this research, we use the Frequency idea to be the 
Clustering analysis. Although Frequency is a simple function, it can reflect the popular level in the quick 
and effective way.  

This chapter will first introduce viewshed analysis as a tool for spatially referenced layers. Next, it reviews 
methods for detecting “Hot Spot”. Finally, a brief summary of the chapter is shown.  

4.1. Viewshed Analysis 

The major purpose of viewshed analysis in this research is trying to find out the true visible 
buildings/objectives at that given viewpoint. Although there are several useful algorithms for geo-tagging 
suggestion systems, most of them use geo-distance to be the searching radius. As discussed above, this is 
not sufficient. So to improve this part, the viewshed analysis is proposed.   

4.1.1. Viewshed Analysis process 

In this research, the major purpose of viewshed analysis is trying to know which objects could be seen at a 
given viewpoint, not only to know view area. To achieve the main purpose, Viewshed Analysis process 
proposed here includes several parts: data preparation, computation by GIS software and post-processing. 
ESRI, ArcGIS9.3, is the software which used in this research.  

Data preparation is the first step for viewshed analysis. Most of GIS software is had limited drawing ability 
so that lots of people use other drawing software to make a 3D surface data for building. For example, 
AutoCAD is s popular one, which produces ‘.dxf’ file type. These kinds of data type are different from 
‘.shp’ or ‘raster’ data type. They use various ways to record surface data. For viewshed analysis, the one of 
essential elements is height. Actually, each GIS software uses different data type for computing viewshed 
area. In this case, it is necessary to translate other data type into appropriate data type for getting each 
unit’s height value. For instance, Global Mapper can use ‘.dxf’ directly; ArcGIS needs ‘raster’.  

For altitude information, despite of drawing software production, there are other sources. For example, 
the remote sensing image also can produce digital surface model, including satellite image or laser scanning 
technology. From them, the ‘TIFF’ file type or point data type are the major data type. Each grid records 
the value for height so that it could be used directly in several GIS software. 

In ArcGIS, there already exist tool package for viewshed analysis. In the Arc Tool Box, the function for 
viewshed analysis could be found as following path: Spatial Analyst Tools/ Surface/ Viewshed. For the 
viewshed analysis function, both of the raster file with height value and viewpoint layer are necessary 
inputs. On the dialogue window, several parameters can be changed, like scale, grid size or z value. But if 
one wants to set other parameters for computation process, the only way is by changing the attribute table 
of the viewpoint layer. The several fields with specific name should be added and compiled. They are 
“OFFSETA”, “OFFSETB”, “AZIMUTH1”, “AZIMUTH2”, “VERT1”, “VERT2”, “RADIUS1”, and 
“RADIUS2”, shown as Figure4.2.  
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“OFFSETA” is setting for height of observer above the surface. Here the real height is the sum of this 
value and the surface height. This parameter can be set for different observer heights. Because the 
observer’s height decides the eye’s height and this can affect the computation result. In other words, that 
setting “OFFSETA” can obtain better accuracy of viewshed analysis. “OFFSETB” is using for objective’s 
height above the surface to be considered.  

“AZIMUTH1” and “AZIMUTH2” are setting for horizontal angle of computation. The rule is as same as 
Azimuth. It increases from 0 to 360 degree, following clockwise and starts at North. It starts at 
“AZIMUTH1” and stop at “AZIMUTH2”. The value of “’AZIMUTH2’ minus ‘AZIMUTH1’ ” is the 
horizontal angle of view. And “VERT1” and “VERT2” is similar as “AZIMUTH1” and “AZIMUTH2”, 
but for vertical angle of view.  

The last common parameters are “RADIUS1” and “RADIUS2”. The major purpose of them is for setting 
radius of calculating boundary. It starts at “RADIUS1” and ends at “RADIUS2”. If “RADIUS1” and 
“RADIUS2”are not set well, the calculation will be probably infinite, especially, when whole world DSM 
data is used! So it is necessary to set these at a reasonable value. The reasonable value could be derived 
from EXIF file for each different camera, but this is outside the scope of the current research. If the value 
of parameter is ‘default’, it means the analysis will not use that parameter.  

After setting each parameter well, the ArcGIS can calculate the result automatically. Within several 
seconds, the result is displayed on the screen. At this moment, the map is raster data: the value ‘0’ is not 
visible; value ’1’ is visible. 

 

 

 

 

 

 

 

 

 

 

 
Figure4.2 Parameters of Viewshed Analysis 

Figure 4.3 Procedure of Viewshed Analysis 
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For next step, the raster data type needs to be converted into polygon to allow topological operation. To 
grab building/landmark polygon data, ‘Clip’ function, ‘Spatial Joint’ and ‘Union’ function can produce the 
output data layer for next analysis. The procedure for visible area is as Figure4.3. The result of the 
viewshed analysis process is the polygon layer which contains topology and attributes.  

4.1.2.  Implementation 

At this moment, there are no specific parameters for viewshed analysis, so all of them are set initially to 
‘default’. Using ArcGIS 9.3 to implement viewshed analysis and get the result as Figure4.4 show. Firstly, 
the output is the raster data which only has two values: 1 and 0, “1” means visible; “0” isn’t visible.  

For the next step, it needs to translate raster data to polygon data. The “Conversion” tool can do the work, 
and then we get the polygon data. Now, the polygon data of viewshed doesn’t have any attributes. To 
obtain building information, we use “building layer” and “clip” function to clip down building polygon 
following viewshed boundary from complete “building layer”. 

On the screen, the layer is a polygon layer with lots of small polygons of building footprints. For final 
product, we joint complete building layer with this “cutting” polygon layer and select “keep only matching 
records”. So the screen only shows the related parts of whole building polygon. To avoid duplicate parts, 
the polygon layer of viewshed should erase the building parts. The last step is let “cutting” polygon layer 
unite with “erasing” viewshed polygon layer. The output is as Figure4.5 show. 

 

 

 

 

 

 

 

 

 

 

4.2. Clustering analysis 

According to the major purpose of this research, the output of the research is trying to discover what the 
mainly possible objective is in tourist’s photo. Even if using image content-based method, it is only 
possible to discover whole buildings/objects in tourist’s photos, but it’s not always meaningful to do that, 
and it also has high requirement of device to implement the algorithm and enough image data. To be 
more effective and meaningful, the previous section discussed the output of viewshed analysis could 
extract visible buildings/objects in photos. Now, Clustering analysis is the way to solve the remaining part 
of question: “What is the possible objective which tourist took photo for at that view point.” The idea is 

 

Figure4.5 Output of Procedure 

 

Figure4.4 Result of Viewshed Analysis 
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to use clustering on existing volume of geo tagged photos. Geo-tagged photos can come from popular 
Internet community, private blogs and famous photo sharing websites, like Flickr and Picasa. After 
Clustering analysis of this data, it is possible to state what the most likely objective in the photo might be.   

The previous section, it referred that the spatial detail which was ignored while the viewshed analysis was 
implemented. But now it is possible to recover. This is not done with an image content-based algorithm, 
but the spatial detail will be obtained from VGI idea.    The reasons for why VGI data can possibly 
recover the spatial detail which was ignored before are:  

 VGI is flexible, is dynamic. 

VGI data is flexible and dynamic. Because people came from around world contribute their data daily, the 
database keeps updating and increasing. Also, the contributors are from different area, race, and country 
and culture so that their information can show different important aspect for the same phenomenon. This 
means their information can cover different aspects of the same phenomenon. For example, at Koln, 
tourists from Asia may be interested in the Dom church building, so they take beautiful photos for whole 
building and share with their friends; tourists from other Europe countries may think the sculpture on the 
building wall is more interesting than whole building appearance, so they only take photos for the specific 
sculpture. It can be said that according to distinct user group, the process can possibly produce more 
reasonable description of the specific spatial detail for users. It will be better than the ‘fixed’ result which 
only used image content-based methods.  

 VGI is a huge database, including different sources.  

It is feasible to get enormous database for VGI. Until now, the websites, like Flickr and Panoramio, keep 
receiving uploads of geo-tagged photos on an hourly basis. This VGI data is not only geo-tagged photos 
on the special websites, but also can collect from other ways. And spatial coordinates are not the only 
useful information that can be extracted; it is possible to grab information in the description of the photo. 
According to Flickr report, about 4.3 million geo-tagged photos are currently on the website. And this 
number will increase in future, especially as more and more users access and use the internet. It should be 
noted that VGI data is potentially very huge, so how to select relevant sets and analyze it will be an 
important issue.   

As previously discussed, Clustering analysis will be the used to find out Hot Spot in the VGI data. Before 
go forward, it’s necessary to explain what Clustering analysis is and what the purpose if Clustering analysis 
is. Generally speaking, Clustering analysis is using statistical method to calculate the density/intensity of 
specific events which have spatial location and meaningful attribute. So the major goal of Clustering 
Analysis can be said that it will find where the unusually gathering places which may cause researchers 
interesting in are. For example, for a minister of Traffic department, he/she feels interesting to know 
where the traffic jam is. To avoid this problem happened day after day, they can focus on the intersection 
with unusually intensity of traffic jam to have some ideas. Other experts give the terminology “Hot Spot” 
for this kind of places.  

4.2.1. Kernel Density method 

Based on Point Density method, Kernel Density Estimation adds the distance weight matrix to make 
appropriate estimation of Hot Spot and tries to smooth the output layer. This idea believes the distance 
can have different effect of the point for the affected area so that it should use distance weight to improve 
the result of analysis of Clustering. There are several different distance weight matrix listed at literature 
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review, the section 2.3, Table2.1. Considering purpose of research and point data spread situation, the 
researchers should choose the appropriate one. And then researcher decides the bandwidth of matrix.  

The value of affected area of each point will be recorded as 1; no affected area is 0. In this research, the 
function “Kernel Density” in ArcGIS 9.3 is used. The output is a raster layer where each cell records the 
total value. For example, the cell is affected by 4 points, and the total value would be the 4, if the 
algorithm only uses the normal KDE distance weight. After the analysis, the raster layer could be 
visualized as Figure4.6 shows. Through the layer, it’s clear to see the place with deep colour is affected by 
lots of points so this could be the Hot Spot..  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

4.2.2. Frequency and Percentage method 

The previous section talked about Kernel Density Estimation, but actually, there are other ways to deal 
with this kind of problem. The Frequency is also a good way to find the Hot Spot. The Frequency is a 
terminology of statistics and the major idea is to calculate how many times the objective occurred within a 
given area or zone. In the context of finding likely objectives in photographs, Frequency can present the 
popular level of this objective. That is, if the value of Frequency is higher than others, it means this 
objective is more popular than others at this location. In this case, the point of a photo can represent the 
building/landscape polygon. So, if the system calculates the number of points within the 
building/landmark polygon, this value can be considered as the frequency of occurrences of this polygon. 

Can principle of polygon of buildings be ignored? Or can we use point data to represent the polygon data? 
This is an interesting issue in this research. While discussing this issue, it has to go back the moment when 
users upload the photos and put the point which represents the photo on the map. What is user’s mind of 
point, polygon and map? For experts, they know point and polygon are different data type to represent 
different spatial meaning; the common users, they don’t deeply have this kind of conscious. Surely, while 
they upload a photo and put the point within the polygon of the building on the map, they believe this 
point represents the building, no idea of polygon is necessary. Under this situation, while we deal with this 
VGI issue, the point data should be considered as representation of the specific object. It means if the 
object is the building, the point can really represent the polygon. So it’s reasonable to use Frequency of 
point to do this work. 

 
Figure4.6 Result of KDE 
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If the output is a table to list each value of frequency of each objective, it wouldn’t be a good idea, because 
the reader has to identify the intensity of each value by themselves. To avoid this problem, this research 
translates the frequency value into percentage type. That is the system grabs all relative points within the 
viewshed area: N; and each polygons sum the number of point within it: n. Then calculating percentage 
for each polygon using the formula: n/N * 100, the result can easily let users compare the intensity 
between each polygon. Finally, using symbology to make a thematic map can give more appropriate 
viewing for users, for example, seen Figure4.7. 
     
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

4.2.3. Comparison and discussion 

Kernel Density Estimation, Frequency and percentage measures show the potential Hot Spots. All of 
them show these effectively and the position of the hot spots should be correct. However, they are 
apparently different. The problem is the result of Kernel Density Estimation is describing a “special” zone 
to present the hot place; the result of Frequent and Percentage are shown at the ‘building’ level. For the 
result of KDE, the difficult thing is to point this special zone to present a building or landmark precisely, 
but this is not a problem for the output of Frequency and Percentage. Because the spatial distribution of 
points can affect the Kernel Density Estimation result, this will not be easily controllable. As the Figure4.6 
shows, t the zone may go outside of the polygon and make a connection to another polygon. The other 
problem is it might have two Hot Spots within the same polygon. These two problems are not easy to 
solve. 

For Frequency and Percentage, it also can find the problems. The most important one is how to define 
the boundary of each building. If you browse the Flickr or Google Map, it can easily find that some of 
photos belonged to the specific landmark are put outside the polygon of the landmark. Can the building 
have new defined boundary? It is common phenomenon that the building has a square or roads around it. 
Figure4.8 shows a good example. That building is Kölner Dom and the square. Many tourists take photos 
at that square and put the point which represents the photo on the square. So the new definition of the 
building should include this part. Focusing on major purpose of this research, the major work is trying to 
find ways to answer user’s question “what is the objective in the photo” and cheek if this way is feasible. 
The issue of boundary redefinition should make advanced study for solve this problem in future work. 
And related work will be discussed in the final discussion in this thesis.  

Figure4.7 Result of Percentage 
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The conclusion for clustering analysis is that although Kernel Density Estimation can use all points for 
analysis, the Frequency and Percentage can do this work more easily. For the needs of this research, the 
Frequency and Percentage method will be used 

4.3. Example case 

At the start of this chapter, viewshed analysis is discussed. A simple example case will show the result after 
importing parameters of viewshed analysis from EXIF. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

Figure4.9 Viewshed with H.Angle Figure4.10 Viewshed of V.Angle 

 

 

Figure4.8 Kölner Dom 
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The following parts are tests for each different parameter setting. First of all, the most essential parameter 
for viewshed analysis is horizontal angle of view. According human body structure, the maximum 
horizontal angle of view of eyes is 200 degrees. This means if the direction is set (here “AZIMUTH1”), 
the viewshed field can remove unnecessary part from the analysis: 360-200=160 degrees. This indicates 
the efficiency is increasing 180%. Furthermore, if the angle of view of digital camera is set, the efficiency 
will increase also. For example, the angle of view of digital camera calculated from “Focal Length” and 
“Image Dimension” is 90 degrees, the efficiency is 4 times the original result and about 2 times of result of 
human sight. Obviously, this can save calculating time for viewshed analysis. As Figure4.9 shown, after 
setting horizontal angle of view, the total area (the green part) is smaller than the yellow part which is 
without setting horizontal angle of view.  

Then, the vertical angle of view can also be improved with EXIF data. The formula of vertical angle of 
view is same as horizontal angle. Without specific setting, the original value is +90 to -90. Actually, the 
vertical angle of eyes is 120 degrees and, again, from result of calculation, the value can be set so that the 
efficiency can be improved. Figure4.10 shows the example of setting vertical angle of view. In the picture, 
the blue part is visible area and green part is non-visible area. Apparently, the total area of result reduces.  

But, it is essential to keep in mind that the setting for vertical angle of view needs other data, while the 
system can’t know the angle of elevation. Especially, if the area is not flat, tourist might keep their camera 
tilted down. For instance, while tourists stand at the top of mountain, they always like to take photos for 
overview of the closed town so that their angle of elevation is not horizontal. It can be said if the angle 
data is not available, considering the situation of the different area, flat or mountain area, it’s necessary to 
change start angle of elevation setting. 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

Figure4.11 Viewshed area of height setting 

 
Figure4.12 Final Output 
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Finally, the height of the observer should be set. In reality, the common GPS device in a camera or other 
consumer device is unable to detect elevation. There several reasons for this and some of them are not 
easy to be overcome, like budget. Ultimately, it’s very difficult to obtain precise height of the camera while 
a tourist took photos. To conquer this problem, the rough information for height may be sourced through 
Internet and technology of web 2.0. Each website for sharing photos asks users to create their account. 
The general personal information for registration includes Gender and Country. These two data can be 
used to extract information for (average) height. That is the web system can use Country data to connect 
their official office to get average height information. Some of countries have made different statistical 
database for female and male. So it is possible to automatically derive the average height for a given user. 
Additionally, average height of each age group is possibly recorded. So it implies it’s possible to grab still 
more precise data for each user. The result of height setting is as Figure4.11 shown. And Figure4.12 shows 
the final output. In this layer, we own each polygon attribute and can keep forward for next analysis. 

4.4. Summary 
This chapter has described the methodology developed for this research, and given an example case. The 
models built in ArcMap for Viewshed analysis process and Clustering are presented in Appendix One 

The next chapter will develop these methods further using real-world experiments. Two photos will take 
at Enschede City and processed. The results are be evaluated and discussed in detail.  
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5. EXPERIMENT AND DISCUSSION 

This chapter will test and evaluate the process developed in Chapter 4. Photos were taken in down town 
Enschede City close to the open Market for this purpose. Also, the data used will be introduced and 
described. The equipment used for taking photo are camera: Fujifilm F200 EXR, GPS: eTrex and Digital 
Compass and iPhone4.  

5.1. Study Area 

The study area of the research is Enschede. Enschede is located in the East of the Netherlands, closed to 
Germany. According to the GeoNames geographic database, the population of Enschede is 153,655. The 
latitude and longitude of Enschede is 52.2183 and 6.89583. The average elevation above sea level is 45 
meters.  

There is one major university, Twente University, including ITC at Enschede. At 2010, ITC joint into 
Twente University and become the sixth department. Twente University has a lot of international students 
so that it means when new international students arrive, they explore and take photos around the city 
which will be part of their daily life. And they perhaps will upload their photos at several Internet 
Community websites. While Enschede is one of the bigger cities in the East of the Netherlands and 
agriculture is part of the major economical activities, it is a diverse environment to test for each relative 
character of VGI data and viewshed analysis.  

The other reason for using Enschede for our study area is that the precise (base) data, like DSM and 
building footprint layers, already exists. Most of these data are created by ITC in cooperation with other 
organizations so that the accuracy of data is high. Although Enschede is not really a famous tourist 
destinations, the reasons described above more than make up for this. Enschede City is selected for the 
study area in this research.   

5.2. Data Introduction 

 DSM 

The Digital surface Model (DSM) image is an important data for viewshed analysis. Several decades ago, 
the first data type for saving height information is Digital Elevation Model (DEM). The DEM only 
records the z value of ground elevation level, excluded the objective’s height on the ground. But the DSM 
includes the height of the objective. There are many papers discussing the effect of viewshed analysis by 
using DEM and DSM. The general idea is, at urban area, the result of viewshed analysis by using DSM will 
be better than using DEM. The DSM image can be obtained from remote sensing image, laser scanning or 
using DEM combined with 3D building data might produced by expert drawing software, like AutoCAD. 
In this research, the DSM data shown as Figure5.1 is using the same method as the paper   (Vosselman 
2008).  
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 Building Footprint Layer 

The major purpose of this research is trying to transmit the information of the possible objective in the 
photo to user so that it needs the attribute for each area. To get the spatial attribute, the building layer 
“TOP10vector” is used. The building layer “TOP10vector” was created by “Topografische Dienst 
Kadaster” in the scale 1:10,000, and published in 1998. “TOP10vector” has multiple data types, including 
polygon and polyline, but for this case, only building polygons and attributes were used. The view is 
shown in Figure 5.2. 

 Point data of geo-tagged photos 

For Clustering analysis, the x, y location of the photo is necessary. These can be collected through several 
websites: Flickr, Panoramio, Webshots, Visit Enschede, Photobucket and Virtual Tourist. Flickr is one of 
the most popular websites for sharing photos, and it offers a map to let user make geo-tagged photos and 
assign a location to the photo. This means you can view all geo-tagged photos on a map. Panoramio is 
another example. The Main purpose of Panoramio is showing geo-tagged photos which were permitted by 
GoogleMap on the map. But it also can show other photos not collected by GoogleMap, too. Other 
examples are travel websites which offer information and city photos for tourists.  

The points are stored into Excel file containing a tag name. If they have x, y coordinate information, this 
can be used for the geo-reference directly. If they don’t have explicit coordinate information, their 
position on the website map and tag name are considered, and the geo reference is manually assigned. 
According to our DSM image boundary, only the points of photos within the boundary of DSM and 
neighborhood are collected. The total number of points is 953. Figure 5.3 shows the area of DSM and 
Figure 5.4 shows the study area with point data.  

 

 

 

 

 
Figure5.1 DSM Data 
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Figure5.3 DSM with Building Layer 
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5.3. Experiment and Result 
Photos were taken at the chosen location in Enschede shown as Figure 5.7 and Figure5.9. The first test 
used the “iPhone4”. This is one of the most popular mobile phones and it is equipped with a digital 
camera, GPS and digital compass. This means the EXIF file of iPhone4’s photo can have all data needed 
to calculate view angle, including focal length, direction and coordinates of location of camera. iPhone4’s 
CCD is 1/3.2. So the “Image Dimension” is 5.68mm. The Figure5.6 shows the EXIF file of the test 
photo. And then we calculate the angle of view of this photo as 73 degrees. Next, we translate all relative 
elements into necessary parameters for viewshed analysis and get the viewpoint attribute table as Figure5.5 
shows. 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5.5 Attribute Table of iPhone4 Photo 

 
Figure5.6 EXIF File of iPhone4 Photo 
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Figure5.7 Photo of iPhone4  

 
Figure5.8 Result of iPhone4 Photo 

 

Figure 5.9 Photo of Fujifilm 

 
Figure 5.10 Result of Fujifilm Photo 
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After running our process described in the previous chapter, Figure5.8 shows the result. The “Red area” is 
the most likely objective in the photo. In reality, the building is Enschede City Hall. That is the big 
objective in our photo on the left side. The Enschede City Hall is one of the more famous buildings in the 
Enschede area and several websites have written an introduction for it. Lots of new international students 
or city visitors who come to Enschede will likely take photos of it, especially at night. The result also 
shows a big building with light yellow in the bottom. This should normally not occur. But, we don’t have a 
more detailed layer. If we did have a more detailed building layer, this big building will disappear and only 
small one will be displayed. And it is worth to mention that the second higher percentage in the result is 
the yellow area. In reality, this area is a spring and several sculptures so that many people like to take 
photos here, too. In our research, the major used layer is only focus on building so that in our layer, there 
don’t have any information for other landscapes. So if we using the tourism map layer, this kind of 
landscapes will be analyzed by our process. Although there are small defect, generally, this result can really 
reflect the information of the objective in their photo to users. 

 
 
 
 
 
 
 
 
 

We also used other devices to take photos in this experiment. The EXIF attributes: Focal Length: 6.4 mm, 
Direction: 85 degree and CCD diagonal: 10mm are used to calculate the view angle: 76 degree. We put all 
relevant information into viewpoint data shown as Figure5.11. Finally, the model created by this research 
runs and the result is shown in Figure5.10. It can be seen that like previous result, this one also 
successfully evaluates the possible objective in the photo. 

5.4. Discussion 

While the results are as Figure5.8 and Figure5.10 show, there are several problems. First of all, the building 
layer is not accurate enough. That is, the building layer does not have detailed enough information of each 
shop or house, and does not include other environmental objects such as statues/sculptures on the street. 
If a more complete layer could be used the result will be better. Secondly, the view angle of a digital 
camera may not completely match the real photo sight. In this research, we use relative information to 
calculate the maximum view angle of the camera under the used focal length. This problem could be 
overcome if the manufactures can offer more information on their lens and CCD. There is also the slight 
problem of direction. The probable reason is accuracy of our digital compass is for 5 degree intervals, 
meaning some generalization happens here. The other problem is the accuracy of GPS. It is almost certain 
that most of these issues will be improved in future. 

5.4.1. Benefit of our process  

Regardless of the problems of the experiment discussed above, the effect of the method developed is clear. 
The benefit of this process for the geo-tagging suggestion system can be divided into two major parts: 
viewshed analysis and VGI data. The viewshed analysis is the one of the basic functions in GIS software, 
but it can offer the effective work for searching “true” visible objects for the viewpoint. The VGI is a new 
issue and is becoming more popular in recent years. It is resulting in data made available voluntarily, 

 

Figure5.11 Attribute Table of Fujifilm Photo 
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resulting in huge volumes. This can provide a flexible data source for researchers to understand the 
common behaviour of people. These two elements provide the basis for geo-tagging suggestion system. 

As mentioned above, viewshed analysis can find the visible buildings/landmarks for a given viewpoint. 
Using this method to replace fixed geo-distance, the search will be more effective and the result will be 
more correct. For example, using fixed geo-distance, the search is for 360 degrees with a probable radius 
of 500 meters.  The result should be incorrect, especially in the city area. The reason is buildings which are 
located behind obstacles will not be seen. But the viewshed analysis method doesn’t have this problem. 
Here, the viewshed area should be re-defined in this research. The viewshed area in this research is the 
area that could be seen through the camera, not human eyes.  

According to human physiology, 200 degrees is the maximum number of view angle for two eyes’ 
sight(Wang 2008). In reality, the common digital camera relies on the ability of the lens to decide how 
wide a view angle can it have and it also can change view angle by zooming in and out. Generally, the 
angle of view of digital camera would be less than eyes’ sight. This means if the parameters of the view 
angle from a digital camera could be used, viewshed analysis could limit the search boundary. It could be 
argued that the result will be better and the calculating time of the process will reduce. 

 

 

 

 

 

 

 

 

 

  

As discussed in earlier chapters, EXIF automatically records the digital camera setting parameters while 
the camera is used for taking photos. The one of most important attributes is the “Focal Lens” which can 
be used to calculate the view angle of the camera. And the formula for calculating view angle is as shown 
in Formula 3.1. After calculation, the more precise information for the view angle could be found and 
used to improve the viewshed analysis. Figure 5.12 and Figure5.13, which were taken at the same position, 
show the effect. The true view angle of the left one is 76 degrees; the other is 35 degrees. For the right 
photo, if the true view angle of camera isn’t used, the result of viewshed analysis will include the two side 
houses and shops, so the analysis result will be the same as the left one. But this is not true. Based on 
wrong boundary of viewshed area, the process would retrieve unnecessary tagged photos and make the 
bad effect for clustering analysis. As Figure5.14 show, the blue line displays the original area of the camera, 
and it will look like as Figure5.12. The green lines show the true view angle after zooming in and it roughly 
represents Figure5.13. Finally, the red area is removed after using true view angle of the right photo. So it 

 

Figure5.12 Photo of City Hall-a 

 

Figure5.13 Photo of City Hall-b 



TITLE OF THESIS 

40 

could be said using true view angle of the camera can remove this unnecessary problem and the result will 
be more appropriate for the analysis.  

 

 

 

 

 

 

 

Why do photographers take a photo at a given place? The reason could be they found something 
interesting at that place and wanted to record it. The “something” can be explained as the spatial detail or 
unusual events at that place or the object which own more attraction for human. This object may attract a 
person, or group of people, even more, people of the country. And then, after people take a photo, upload 
and tag it on a public website, this kind of information becomes part of VGI data. This indicates, with 
appropriate analysis for this kind of VGI data, the result the result could reveal the information for human 
thought the human mind. This approach may be an effective solution for this kind of application which is 
trying to imitate human’s thought. After clustering analysis of point data which represents the position of 
photos that have been uploaded, the result could indicate a Hot Spot which attracts people to that area.  

Basically, this research is the initial study of this process of geo-tagging suggestion system. Therefore we 
don’t develop an advanced way to grab VGI data and do the clustering analysis. But it is still possible to 
see the benefits. We define the spatial relationship between point (photo) data and (building) polygons, 
and then using Frequency analysis to represent popular objectives. The most popular polygon could be 
considered as the Hot Spot. Although Frequency analysis is a simple function, it still can reflect VGI’s 
character. That is, the result can flexibly predict user’s objective and give the geo-tagging suggestion.  

5.4.2.  Elements for improvement 

This research doesn’t put more attention on advanced Clustering Analysis algorithm; this is outside the 
scope and it could is an important area for future work. Another possible Clustering Analysis way to 
improve this work is to calculate the “Ranking Value” for each objective with variable elements of photo’s 
file and social network of users. The key is to compare all of them to find the highest total value which 
can be defined as the Hot Spot. This idea should be divided to two parts: one that uses the EXIF file and 
the other that looks at users personal details.  

5.4.2.1. Time issue and Personal factors

 

Figure5.14 Reduce Part 
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Another interesting phenomenon is the time issue. The Figures 5.15 and 5.16 are the two photos taken at 
almost the same position, in the Enschede Open Market, but at different times. The time of the left one is 
at Saturday evening; the other is taken on Sunday afternoon. The content of the left image shows the 
scene of the open market. The major purpose of this photo seems to be to record the phenomenon of 
open market while vendors finished their work. But on the right is the steel sculpture which is part of the 
parking space building. Why are they different? What is the reason to for the difference, and why were 
they taken at the same location? It is a special temporal phenomenon. In the Enschede area, the Open 
Market is only held on Tuesday and Saturday. So if people stay at the square where it is held, and take a 
photo between 9AM and 5PM on Tuesday and Saturday, the image of photo is most likely for recording 
the scene of the Open Market, not for the steel sculpture. But at other times, the market doesn’t exist in 
the square, so the image should be for other buildings or the steel sculpture. This case points out an 
important character of VGI data. That is “timing” issue.  

 

 

 

 

 

 

  

 

 

 

Our world is built in 5 Dimensions, the x, y, z, time and human. The general database can store attributes 
for all x, y, z and time. But the problem is it’s not an easy job do deal with human Dimension, because 
human can have their own behaviour. Our world appearance is affected by human behaviour. This means 
scientists should think a better way to draw our world appearance in 5 Dimensions. The VGI data could 
be used for this purpose. Apparently, from this kind of data mining skill, the researcher could control 
variable world more easily. For other applications, such as tourism management department, they can try 
to find out where is the popular location for provisional music performance at different time. Through the 
VGI data, now, it’s feasible. So it could be concluded that VGI data offers a flexible way to represent 
interaction between people, space and time, and also can possibly give some insight into human thought 
while they took photos.  

While VGI relates to a user’s personal information, social network systems should be considered to play 
an important role in this. If users want to upload and share their photos, they need to create a personal 
account on the website. Their personal details are necessary for registration, including gender, age, and 
country. They could let users be categorized into different groups.  

 

Figure5.15 Saturday Evening 

 

Figure5.16 Sunday Afternoon 
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Generally, the country might be the most important one of these. The country will show the user’s 
background, especially, their culture. It could be said that different culture can make people be different in 
their behaviours and interests. For example, Asian countries, like Japan, their residents consider a temple 
building to be a common building in the city, but a church is a very different building. So when they have 
an international trip, if they see a church with splendid decorations, they will feel excited and decide to 
take photos for it. But for Europeans, the church may not be interesting at all. On the contrary, they will 
be interested in Asia’s traditional temple building. The culture can affect human’s thought and the country, 
roughly, can approximate user’s culture. So country might play an important role in this condition.  

In other cases, the gender and age can also obviously affect human thought. Youths may feel interest for 
special shops, for example, the small shops which offer personal designer goods. The adults may pay more 
attention to shops of quality goods, like LOUSI VUITTON. The gender is another key element. Females 
and males have their own separate interests. For instance, women like shopping for clothes, but men may 
like stereos or knives. All of these variables can affect the human’s thought and motivation for taking a 
photo. Basically, VGI is contributed from people of the whole world and is related to people’s thoughts, 
so that it’s possible to categorize it into several groups. When the system tries to collect VGI data, it can 
use these categories to better reflect the human thought and motivation.  

5.4.2.2. Location and Distance weight value 

In some cases, the locations of people could have different meaning, while they took photos. In Figure5.7 
and Figure5.9, the spring and several sculptures are displayed in the photos. Actually, the location of 
Figure5.7, the spring, is far from the photographer’s location. The sculptures and spring are small objects, 
and some of the sculptures are hidden. If people want to have clear view of them, they will probably stand 
close to the spring and sculptures and take photos. This shows an important issue. Within the visible area 
for the specific object, each different position has a different role. It is possible to find the ‘favourite’ area 
within visible area where people take photos for this specific object by looking at clustering of VGI data. 
We can consider this factor as slight regional difference and it’s possible to use distance weights to 
estimate this effect.  

In the EXIF file, the location is for the GPS position of the camera, not the objective. But, on these kinds 
of photo sharing websites, the spatial reference is for the photo, not for camera. So these are obviously 
different. Then we can calculate the distance between two users’ positions in order to derive the distance 
weight. As the Figure5.17 shown, the brown line “d”, the definition of distance is the Euclidean distance 
between the position of user’s camera, the point A, and the GPS position of geo-tagged photo, the point 
B, which can obtain GPS information by checking photo’s EXIF file.   

 

 

     

 

 

 

 

Figure5.17 Example of Distance Weight 

Point A: user’s location 
Point B: GPS location of photo C 
Point C: geo-tagged photo 
Point D: geo-tagged photo 
Line d: distance between A and B 
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After getting Euclidean distance between two points, the rule for distance weight can be set. Several rings 
with different radii could be draw and each circle would have a different weight value. For example, for 
the first ring, the red one, with radius 10 meters, the value of distance weight could be 100%, so that this 
VGI point’s value would be 2 calculated from the formula: value= 1*(100+distance weight) %. In the 
second ring, the blue one, the value of weight could be 75%, using the same formula as above, this means 
the point’s value would be 1.75; the rest could be 50%; others without distance weight would be 0. 
According to this rule, the value of C would be 1.5 and value of D is 1. Finally, calculating total value for 
each polygon, the result can show the different popular level for Hot Spot detection. In Figure5.17, the 
ObjectM gets new value: 2.5 and it is higher than ObjectN: 2. It could be said the ObjectM could be the 
mainly objective at this view place.  

The benefit of this approach is that is it adds the small regional differences into Clustering Analysis 
algorithm. That is, if people stood close to this viewpoint and took photos, most of them should have 
done so for the same objective. This could be considered as spatial relationship between each user. In 
other words, they could discuss the effect of Direction and try to add this parameter into algorithm. It 
could let algorithm be more flexible and reasonable. 

5.4.2.3. New Defined Boundary  

While dealing with the VGI data, some problems arise. The general problem is VGI data is very difficult 
to control for quality, because the contributors are not in the same level of skill or background. Some of 
them may not have any spatial training so that they don’t have any “specific feeling” for why they put the 
photo on the map and then they tag photos on the map just following the system suggestion. Other 
contributors may be experts so they may tag photos carefully. They might also think this photo is for the 
specific part of the building so it should be put on the specific place within the building polygon. Due to 
differences of users, the quality of VGI is also a problem.  

While collecting data, we find a common problem is the error caused by map scale and point size. Under 
the smaller map scale, for example, 1:100,000, the users believe they put the points into the polygon, as 
Figure5.18 show. In fact, zooming in, under bigger map scale, looked like Figure5.19; the points are 
outside the polygon.  

 

 

 

 

 

 

 

To solve this kind of problem, there are some options. Firstly, we could use map scale and point size to 
estimate the buffer radius for each polygon. But this seems not a good idea, because while different users 
operate the map to check, the map scale for the same building might not be the same value. Finally, there 

 

Figure5.18 Smaller Map Scale 

 

Figure5.19 Bigger Map Scale 
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is another interesting option to be discussed here. In most cases, the photos which are shared on websites 
have a tag and a title. Users use words to describe the photos. If we mine the context of the description or 
the tag, the title and then match to the spatial location, we could draw a new boundary for each objective. 
For example, if checking the photo map at Flickr for Kölner Dom, you will find that there are a lot of 
photos on the square around the Dom. And most of them are for the Kölner Dom. After collecting them, 
and getting the location of each point, we can use spatial geo-processing to draw a new polygon from the 
point set. This new boundary of each polygon is created from information supplied by the wide users 
around the world. So it’s reasonable. 

This approach is interesting, but more study and discussion is needed. For example, should all of points 
with tag content “Kölner Dom” be used? Actually, the answer should be no, because some of points are 
far from the building. If we still insist on using all of them, the new polygon will cover other irrelevant 
polygons. So how to choose the points for analysis is a big issue.  

5.4.3. Extended Issues  

5.4.3.1. Time cycle 

It’s necessary to mention the “time” issue again. Although we do not account for the time issue in this 
research, it’s still an important point for collecting VGI data. In different time intervals, the VGI data 
possibly can represent the true view of the world. The time interval could be four seasons, the months, 
weekday and weekend, or the days. For example, at Enschede, Tuesday and Saturday have the Open 
Market at the central square, but in other times, the central square has nothing.  

It is a common phenomenon in our daily life. In different times, the appearance of the world is different. 
But, in general, this kind of change is possibly temporal clustering. For small time intervals such as  
daytime and night, the appearance of the city is different. In the daytime, there are markets, but no pubs 
or clubs are open until 4 or 5pm; at night, all pubs and clubs are opening and attract people. So people will 
visit pub and club at night, not in the daytime. This means a city changes its appearance and people have 
different behaviours over a day. As a result, the photos for different time periods will not be alike. This 
phenomenon repeats day after day, just like a cycle. So we call it a “Time Cycle”. A daily cycle could be the 
blue line in Figure5.20. 

     

 

 

 

 

 

 

For bigger time cycles, the unit of time interval could be day. The special events are held on regular days 
and at the same place. So this place changes its appearance regularly. The Enschede Open Market is a 
good case which we mentioned before. It’s Time cycle is as Figure5.20 shows, the green line. Furthermore, 

 

Figure5.20 Time cycles 



TITLE OF THESIS 

45 

the time cycle could be months or seasons. For example, the National Park has beautiful natural scenery in 
spring and summer and then people come here to enjoy the natural environment and may visit the 
museum. In winter, there is little to see in terms of natural environment, no animals, and few green trees. 
So if people visit the park, they might prefer to spend time on museum and take more photos for 
paintings, sculptures or buildings. The different environments can make people take different photos. 

 Figure5.20 shows the different time cycles and the time intervals from half days to weeks. From these 
different cycles, there are some interesting things which could respond to human possible behaviours. For 
example, the Open Market event of Enschede city isn’t easy to find in a half day time cycle, but it appears 
in a weekly time cycle. Through appropriate analysis and estimation, time cycles could be used for flexibly 
estimating the content within the photo taken by people. If the appropriate time cycle could be found, the 
improved method could use spatial-temporal clustering analysis to do a more precise analysis. And the 
result will be possibly better. On the other hand, this kind of phenomenon could also be used in other 
researches, for example, tourism management or clustering of Human behaviour. 

5.4.3.2. Web Service Diagram  

In this section, we will discuss how translate our core method of geo-tagging suggestion into web service. 
Before creating diagram of web service, the issue: “visualization of spatial data” is essential. The final 
production of this process is the spatial data. To let users easily realize the spatial data, we need to create a 
good map to pass the explicit information from the relative spatial data.    

There are several common mapping methods to build the good statistic map, such as “Chorochromatic 
map”, Choropleth map”, or “Isoline map”. In our case, the output statistic data for each polygon is the 
percentage. Percentage should be categorized to “Relative Ration” data. So the “Choropleth map” is a 
good way to deal with this kind of data. The major character of “Choropleth map” is using Value to 
identify order between classes. The darker grey value is usually used for more intensive area. Following 
this principle, we can use this kind of mapping method to create a good map and display on user’s 
browser.  

In recent years, “Virtual Reality” is a specific skill in visualization and broadly discussed. The “Virtual 
Reality” builds the view in 3D mind. Although 2D map is useful to transmit the information to map 
reader, the 3D map seems attract people’s more attention. The Website, CEBRA(CEBRA), offers the 
projects to show how it works in urban design. It will be the interesting trend and also possibly be used in 
map to pass information to map reader. If we can combine VR skill and principle of statistic map, this 
kind of new application map will be interesting. For example, while building is belonging to higher ration 
class, the designer can give the building a flashing and colourful border to emphases its importance. At the 
same time, it also provides the 3D environment. While users put their contribution on the 3D building 
appearance, it could probably be used to store user’s contribution in 3D format.   

While using the traditional mapping ideas, the technology development could offer a great help to make 
the map. The map designers can combine new technology with traditional mapping principle to create a 
more “technological” map. For example, comparison animation map with Space-time Cube, the 
technology provides a good ability on cube environment, for example, rotating cube to look at the data, 
and it can overcome some problem of mapping. Designers can build other tools and show on the map to 
help user read the information passed from map easily such as spatial query table which can display the 
relative data on the screen. It would be a good idea to think can we use advanced technology in mapping 
design. In our case, for example, it’s possible that we can put on the 3D building surface, which 
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represented the Hot Spot and could be the major objective in user’s photo, to attract users’ attention and 
help them operate the geo-tagging suggestion system. 

In conclusion, visualization of spatial data is an important issue for passing the information from map to 
users. Considering user’s background as an important point, especially in VGI issue, it’s necessary to find a 
balanced way between map and technology to build a good map to let wide users use it.   

The final production which is a map with relative ration data or buildings’ attribute should be displayed on 
the user’s screen. How we do this work? The Web service which could offer this geo-tagging suggestion 
function should be built. Not all of users have good knowledge in technology and might not own good 
device to run GIS software. Especially, if they only use mobile device to do run geo-tagging suggestion 
function, the mobile device almost doesn’t have a good ability to implement the process. It means while 
we design the web service diagram, clients should be considered as the “Thin Client” which is lack of 
capacity for running calculation on their own devices. The Figure5.22 shows our major web service 
diagram.   

According our geo-tagging suggestion process, the necessary data are: DSM, Building/Landmark spatial 
layer and VGI data. First of all, the DSM is the most difficult one. Where can we find the free DMS to use 
is a big challenge. Fortunately, there are several websites and organizations had done relative work. The 
GoogleMap cooperates with other Internet community and specific organizations such as govern 
departments and education institutes to make a 3D spatial data for building and puts on the GoogleMap, 
as Figure5.21 shown. Experts can use other drawing software, like AutoCAD, to draw building structure 
in 3D and then put it on the GoogleMap. Until now, there are many famous place own this kind of data 
liked Paris and Amsterdam. Combining 3D building structure with DEM, the DSM data could be 
extracted. In other case, the OpenStreetMap also has the relative work for 3D data and the project is 
called “osm-3D”(University of Heidelberg 2010). The major contribution of “osm-3D” is trying to build 
3D spatial data infrastructure for Europe. Also, NASA and other international organizations had released 
the free DEM data. Generally, the DSM data could be generated from the relative Internet resources.  

 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 

 
 

Figure5.21 3D building appearance with GoogleMap 
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Figure5.22 Web Service Diagram 
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For building layer, several websites, like GoogleMap, YahooMap and OpenStreetMap, can offer the 
possible using layer. And the good news is they keep uploading and revising by a big number of users. As 
Goodchild mentioned at 2007, the VGI can offer a lot of useful function, especially for earth observation, 
people try to compile our world map and will give a map with more detail. So it’s credible that the detailed 
layer is also available and free. Moreover, lots of internet communities and organizations try to develop 
open source for GIS software, such as QGIS. Although the ArcGIS is used in this research, it’s possible 
to change it by using other free GIS software. Also, it could be combined with other free programming 
and statistical software which contains spatial principle, like Python and R to build complete system.  

Now, we know all necessary elements to build the web service. The next step is to contact with camera 
manufactures and ask them to release the relative detail of camera lens and CCD. If the link can be built, 
after users upload their photo, the system can read the EXIF file and search the relative indexes to 
improve formula for calculating view angle and other essential parameters for viewshed analysis. Figure 
5.21 shows the major geo-functions, resources and links. It’s necessary to make an introduction for several 
terminologies for web technology. They are “Web Browser”, “Thin Client”, “API”, “User Interface”, 
“GML”, “WFS” and “WMS”.  

The “Web Browser” is the browser software which provides user ability to link service and web page and 
view its content. XML is the standard format to let user pass their data files on Web. The “GML”, 
Geography Markup Language, used XML grammar is a standard format which developed by OGC 
members, but contains geospatial information. The “WFS”, Web Feature Service, allows users to update 
and obtain geo-data from multiple services. Web Map Service, abbreviated as WMS, provides the service 
to display map and data feature.  

While talking about “Thin Client”, the opposite terminology is “Thick Client”. “Thin Client” means the 
client owns limited ability to implement software program and the calculation. So it’s only asking client to 
have a platform to display the result which might be passed by server. “Thick Client” is different. The 
major difference between them is the device of “Thick Client” should have the ability to run the 
calculation or the specific application software such as ArcGIS. It means the requirement of device for 
“Thick Client” is higher than “Thin Client”.  

The major work of “User Interface” can let users operate functions easily. In the “User Interface”, 
engineers can put on the essential tools such as “login” and “upload photo” to help users work easily. 
After users input something on the “User Interface”, the server can pass this data to other software or 
system to ask for response. Between different systems and software, the “Application Programming 
Interface” (API) offers the communication way to both of them. The “API” is the interface between 
different software programs so that through setting rule of API, the software program can access this data 
and requirement and make response to the asker.   

The first step for building web service is we need to provide a custom service to implement the geo-
functions included viewshed analysis and clustering analysis and create our own web page with the 
appropriate “User Interface”. Users will use their web browser to connect our web page and use the “User 
Interface” to upload their photos. After this operation, our server can get the photo and personal 
information and call specific software to read EXIF file. Finally, connecting to relative manufacture’s 
resource, the server can calculate the necessary parameters for viewshed analysis and store in “GML” 
format. At this step, the GML file will contain the “User ID”, “Coordinate”, “View angle”, “Spatial 
resolution” and “Personal detail”. Using “Coordinate” to grab necessary “building layer” and “DSM” data 
through “WFS”, our custom server can run viewshed analysis and produce the view area with spatial 
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information liked the name of building. According to the spatial relationship and topology, the server will 
extract the VGI data from other servers and make the clustering analysis. The final step is visualization of 
our spatial data came from clustering analysis in good way and use “WMS” principle to show the map.  

The map will display on users’ browser and let users keep operating their geo-tagging work. The key 
points of this web service are:  

1). Users are considered as the “Thin Client”. 
2). Our used data is spatial data. 
3). It should consider using OGC standard being an important issue. 

To build the web service to provide geo-tagging suggestion system, the designer should consider these 
three points as essential issues.   
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6. CONCLUSION 

6.1. Summary of the research 

According to benefit of technological development, the digital camera equipped with GPS will be a major 
product in future. It means it’s not hard work to get the location of user. In that case, what is the next 
possible information which could be mined from user? We believe the VGI could be used to come with 
more meaningful information than current approaches. To achieve this purpose, the good idea is trying to 
let user do more work for realizing and compiling their contribution. In geo- tagging application, this 
means letting a user to locate the objective, as well as where they took the picture. After that, the 
researcher can use this information to better study behaviour. While we talk about VGI, the important 
issue is that the user doesn’t like to spend much time on this, because they can’t get any benefit from it. 
The researcher should create a good environment to help users, while they operate the application. This is 
the main purpose of our research. We want to provide good assistance for users to help them quickly 
identify the major objective in their photos. To achieve our purpose, several questions should be answered. 

1. What is tourist interesting for taking pictures? And why? 

Generally, the object which is tourists took photos of should be an interesting thing such as a special 
building. It could be said these kinds of objects are unusual for users. This is discussed in chapter3. 

2. What kind of functions can be used for detecting visible area? Which objects are seen? 

GIS have many functions for spatial analysis. To solve this particular question,”viewshed analysis” can do 
this work well. Viewshed analysis is one of the common functions in GIS software. The necessary data for 
viewshed analysis is a viewpoint location and a DSM. Especially, in urban areas, DSM data is important. In 
this research, the major work of viewshed analysis is to extract the area visible by the camera; and also we 
make the process to connect to a GIS database to attach the spatial data such as Building Name or ID for 
visible objects in the area. In Chapter 4, we discuss the method developed to do this and the final output 
of this viewshed analysis process.  

3. How can EXIF be used? What attributes of EXIF are useful? 

EXIF is camera metadata. In our case, the ‘true’ view is that of the camera, not of human eyes. This 
means we should calculate the viewshed for the camera location. The two attributes of camera, “Focal 
Length” and “Image Dimension”, can decide the field of view. Using EXIF, the information of both of 
these is available. We can use these for viewpoint attributes to get more accurate viewshed analysis. The 
discussion of EXIF fields is made in Chapter 3.  

4. What is the role of tagged photos? What kinds of information can be provided by tagged photos? How 
can process use it to extract famous landmarks? 

The tagged photo is the source of VGI data. The VGI data is an interesting topic, because the information 
from VGI data is useful to many fields. In our research, we use tagged photo to analyze the popular 
objects for different users that took photos from the same place. In the future, the volume of VGI data 
will only increase. This means, through appropriate analysis such as clustering analysis, the VGI data may 
eventually reflect our real world. The method of clustering analysis is shown in Chapter 4. 
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5. How does the resulting system work? Is the result good or bad? What can be the possible factors to 
improve it in future? 

The results of our experiment show this process for geo-tagging suggestion is effective. But there are still 
several elements to improve this process. The advanced algorithm for clustering analysis is essential. In 
Chapter 5, we discuss the result and discuss the further extensions. The “Ranking Value” included 
“Distance Weight” and “Social Network System” is important issue for future study. 

According to the research questions above, we developed the workflow as Figure 6.1 shows. It also shows 
the relation between chapters and components of the research. 

 

 

 

 

 

 

 

 

 

 

 

 

 

This research provides new idea to give suggestion for geo-tagging application. We use geo-processing -- 
Viewshed Analysis, combined with EXIF data -- to deal with visibility problem and this result would be 
better than using geo-distance, because only visible objects would display on the screen. And essential 
parameters for viewshed analysis can be calculated from the EXIF file which is automatically attached to 
photos. This means the system doesn’t need to do extra work for searching the additional source.  

Clustering Analysis of VGI data offers an important improvement. That is the result can be flexible and 
case by case. Here we employ Frequency as a Clustering measure. Frequency is a simple function, under 
well defined spatial relationship between each polygon and point, it can reflect clustering in easily way. At 
a given viewpoint, the system can extract the more popular objective which can attract people’s attention 
and let them take photos. 
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Previous researches, has collected VGI data and analyzed it to predict the possible objective in user photo. 
These methods are based on analysis of annotation of photo, geo-distance and image content-based 
algorithms. Despite geo-distance and GPS, it could be said that the spatial principle is useless in this 
method. In the method proposed in this research, it’s different. We make a complete definition for spatial 
relationship. For example, we define the boundary of visible buildings and then combine their polygons 
with spatial coordinates extracted from geo-tagged photos using topology principles “Contain” and 
“Intersect”, to calculate frequencies. This method is more effective than previous ones.  

Because we identify the visible building in photos so that the attribute of the building, such as Name and 
address, it is possible to build a semantic algorithm to extract other photos which don’t have spatial 
information, but with title of description shared on the websites. For example, “Enschede City Hall” 
could make two rules to search photos: “Enschede” and “City Hall”. If the title or description of photo 
includes both of “Enschede” and “City Hall”, this photo should be collected for building” Enschede City 
Hall”. This shows ways to extend our process using growing collection of VGI data..  

6.2. Futhur Work 

For future work, we list several things which are related to our study, but not done in this research, 
including advanced algorithms, web service building and other interesting applications.  

 Advanced algorithm for Ranking Value to analyze VGI data 

This extended study for Ranking Value includes two major parts: Distance Weight Value and Personal 
Factors. Through Distance Weight Value, considering small spatial differences as an important issue, the 
system can try to add the different spatial relationships between each different small region and objects. 
Further, based on Social Network System, the Personal Factors can be used to interpret VGI data in more 
meaningful ways. All of these can help system improve the method developed in this work.  

 Web service building 

We provide a core idea of geo-tagging suggestion system. This could be implemented by building a web 
service, as discussed in Chapter 5. This web service can provide free functions because all necessary data 
used in the process are possibly free. Future work should build a prototype for testing and development. 

 Other related applications 

When discussing 3D technology and visualization, we also find an interesting idea. At this moment, 
researchers are trying to build a 3D way to effectively store user’s contributions. They hope 3D ways can 
replace of 2D maps. But this seems not be a success yet. There are many reasons, but the basic one is 
users do not like to spend so much time to compile this kind of information, especially, while this kind of 
information is not related to them. If the system has a 3D environment without any help, users have to 
rotate and try to identify the objective. Additionally, if the photo contains only a small part of a building, 
the work will become more difficult. Most users don’t have enough patience. If they lose their patience, 
they may locate the photo on the map without concern for accuracy. Obviously, the quality of this result 
will be bad.  

Our process can detect the most likely objective for users and it can save them work. While the system 
shows the 3D building appearance, users only need to focus on the detail of the specific building which is 
the Hot Spot of the result and put the photo on the 3D building appearance. On the other hand, the 
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system can show photos on the 3D building appearance. Even more, it’s possible to display “small scale” 
Hot Spot within specific building, called “second Clustering Analysis” in three dimensions, if we have 
enough VGI data. In this way, users are the compilers and make a story for the building. This kind of 
feeling will probably be a motivation to let users keep contributing. Finally, the photos with x, y and z 
information can make a 3D photo wall which could make this application more attractive and interesting.  

Under limitation of time, it has not been possible to build and implement a complete geo-tagging 
suggestion application. Our research is the initial research and builds the core methods for geo-tagging 
suggestion. We combine logical and fixed algorithm with a flexible methods of data collection and analysis 
to enable further development of the geo-tagging suggestion application.
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Appendix  
Model built in ArcMap9.3 

 
 
 
 
 
 
 




