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Executive Summary

Data management is becoming more complicated due to the increase in data volume, variety, and
velocity. In turn, the increase in time-consuming data management work is exponential, which
means that it is now impossible to do it all manual. Augmented data management has the potential
to overcome organizations’ data management challenges by leveraging artificial intelligence to
automate and enhance data management tasks and decisions. Meanwhile, organizations struggle to
manage their data successfully. Maturity models are a proven approach to systematically assess and
improve organizational capabilities towards achieving an organizational goal. In the context of
managing data in organizations, a maturity model may help them navigate through the
improvement options available and assess their relevance for the organization’s goals. The objective
of this master project is to develop a maturity model for augmented data management. To this end,
the research in the present thesis adopted a Design Science grounded research process and, in turn,
underwent three phases:

The first phase provides the scientific background through a systematic literature review on artificial
intelligence, data management, and maturity model development. The results of this phase include:
(i) an overview of the subfields of artificial intelligence and their applications, (ii) an overview of all
data management and artificial intelligence maturity models available in current literature, and (iii)
an overview of methods, methodologies, and guidelines on developing maturity models.

The second phase includes the initial design and development of the maturity model. To this end,
the design choice is made to leverage the foundation of existing maturity models and build upon
those with empirical research to develop a novel model. The development strategy used
complementarily research techniques of three types: metamodel analysis, expert interviews, and
market research. The metamodel analysis is used to systematically compare and synthesize existing
maturity models. Through interviewing experts on artificial intelligence and data management, it is
identified which data management processes can be augmented. The market research
complemented this view by analyzing tools that provide these functionalities.

In the third phase, the initial model is evaluated and refined through a mixed-method validation
approach. It includes experts’ perception-based evaluation and case studies. The maturity model is
operationalized by creating an Excel assessment tool that can be used to structure the assessment
and assess the (sub) capabilities and processes. The model and assessment tool are evaluated with
data management consultants, the expected users of the model. The case studies were conducted
with the primary functional beneficiary of the model: organizations that want to improve their
(augmented) data management practices. Based on the findings of the mixed-method validation, it is
concluded that (1) the resulting Augmented Data Management Maturity Model (ADM3) consists of
sufficient and accurate maturity levels, (2) the processes and capabilities are relevant,
comprehensive, mutually exclusive and accurate and (3) the model itself is understandable, easy to
use, useful and practical. It can also be concluded that the recommendations on improving
capabilities are understandable, easy to use, and useful. The recommendations on constructing a
roadmap are understandable and easy to use.

The model consists of five capabilities: data quality, metadata management, data integration, master
data management, and database management. Based on literature and expert interviews, these
capabilities are essential to data management and are expected to have the largest impact by
augmentation based on the amount of data and manual work involved. Each capability consists of



multiple sub capabilities and processes. The proposed ADM? consists of two maturity scales: one for
data management and one for augmented data management. Because of the data management
scale, the maturity model seamlessly complements existing data management maturity assessments
while introducing a novel maturity scale for augmented data management.

The main strength of this research is the introduction of the novel ADM Maturity Model. The model
fulfills all functional and non-functional requirements and can be operationalized using the
assessment tool to assess and improve data management capabilities by leveraging Al. The main
strength of the used research process is the combination of established methods for designing and
validating the model, which combine current literature and empirical research from practice.

To conclude, the contribution of this research is fourfold:

1. Scientific — by presenting and demonstrating a maturity model development approach that
combines existing frameworks and methodologies

2. Scientific — by designing and introducing the first maturity model for augmented data
management.

3. Business — by introducing a maturity model and assessment tool that can be used to assess
current (augmented) data management capabilities and improvement opportunities.

4. Business — by providing an evaluation with practitioners, data management consultants and
organizations, which indicated that the proposed maturity model and assessment tool are
promising.

Future work can improve the current limitations of the model. The model could be made more
objective by using qualitative maturity measures. The protocol for selecting assessment participants
should be improved to make it more multidisciplinary, so it covers all capabilities. Capabilities can be
added, such as data governance, to make the model more comprehensive. The maturity model
should be further validated, preferably during action research at an organization that wants to
implement or improve its augmented data management. Future work should lead to revising the
model every couple of years, as artificial intelligence and data management are fast-changing fields.
The ADM3 equips organizations with a framework that enables them to coordinate and synchronize
their short-term and long-term improvement efforts concerning augmented data management.



Preface

Before you lies the master thesis ‘Developing a Maturity Model for Al-Augmented Data
Management’. It has been written to fulfill the graduation requirements for the master Business
Information Technology at the University of Twente. The present research has been carried out in
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The topic of the thesis is augmented data management, which is the application of artificial
intelligence (Al) to enhance data management capabilities. While data management is essential to
create valuable insights from data, it is increasingly difficult due to the vast amount and complexity
of collected data. Augmented data management is named one of the top trends to overcome these
challenges. Despite the potential, little is known about the implementation and improvement of
augmented data management. This research set out to create a maturity model that enables an
organization to assess and improve current augmented data management capabilities.
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From the University of Twente, | would like to thank Jos van Hillegersberg and Maya Daneva for their
guidance as supervisors in this research. Through their critical feedback and interesting discussions, |
was able to create a thesis that reflects my high ambitions.

| would like to thank Deloitte for the opportunity and a special thanks to Cas Jacobs and Niko
Vermeer for their valuable support while working there. Through their experience, | learned a great
deal about the data management practice and made my research relevant for the industry. | would
also like to thank everyone within Enterprise Architecture and the EDM team for the challenging and
pleasant (digital) working atmosphere. Finally, | wish to thank all of the interview and case study
participants; without their cooperation, | would not have been able to perform this research.

| invite you to read the thesis, and | hope you enjoy reading it.

Dico Defize



Contents

EXECULIVE SUMMAIY ....ccuuvveriiieniireeiiieniieeirensisinsissnsisssssssessssnssssnsessnssssssssssesssssssssnssssnssssnssssnssssnnsss i
o= oo - TRN iv
L8 T 1 =] 1 1 v
LiST Of FIQUIES....cccuuueiriveeieiiieniiiiieniiissisnisisiisnesesiissssesssssssessssnsssssssnsssssssnsssssssnsssssssnsssssssnsssssssnsnes viii
LiSt Of TABIES.........ceeeeeeeeeeeeeeeeeeeeeeeeeeeesteieessteneesssenesesssenssesssenssesssensssssensssssenssssssensssssssnsssnssnnnnes ix
LiSt Of ADBI@UIALIONS ..........ceeeeeeeeeeeeeeeerieeesesseeeniesseensiessennsesssssssesssnsssesssssssesssnsssesssnsssssssnsssssssnsnnns X
b SR 1 7(o To [ Lot 1 o1 ORI 1
1.1 Problem Statement........ccceuuiiiiiiiiiiiinniiniiiiiirrserersssss s esssssssssss s s s s esaasssases 1
1.1.1 D L WY T E-T =T 1T oL APPSO ORPON 1

1.1.2 Limitations Of CUMTENT PraCtiCeS ...ccuiiiiiiiieieiie e cieee sttt eee e et e e s st e e sare e e e sata e e esaneessnaeaeens 1

1.1.3 Augmented Data ManageMENT ....cc.uiiiiiiiiiieiie ettt ettt ettt sttt aee e 2

1,14 MaAtUFity IMOEIS ..ottt ettt st e bt e s bt e e bt e e s abeesat e e sabeesneeesaneennees 3

1.1.5 Deloitte Enterprise Data ManagemeNnt........ooiieeriiiiiieiieerieesitt ettt ettt sar e san e saneenaees 3

1.2 Research Goals and ReqUIrEMENTS. .....ccceuiieeiiieniiieniireeerennerrnnerensserenserenserensessnsessnssennnns 4
121 DESIgN SCIENCE RESEAICN ... .eeiiiiiiiieee ettt ettt et et e sae e e sbe e e san e e sane e snneenneas 4

1.2.2  Stakeholders and GOQIS .......coccuiiiiiiieiiiiiie ettt e e e st e e et e e s saae e e s baeeesssteeesesaeeesnneeeens 4

1.2.3 Relevance and DEMEANG ......cooiiiiiiiiiiee e cetee ettt e st e e eseee e e s aae e e s ssbeeessateassnseeeenstaeessseeessnsseeenns 4

124 REGUITEIMENTS ...ttt s bt e e e s b e e s br e e e sne e e s eanrenesemnneeesanaeeseas 5

13 ReSearch QUESTIONS ......ccceeeueuiiiiiiiiiiiniueiiiniinireraesse s irrresaaassssssssnrsssasssssssssssssnsnnssssnes 6
14 Thesis OULIINE ....cccvveeeiiiiiiiiiiiriiirirrrrsese e rsasessss st reessssssssssssssaesssssssssssssnesannnes 7

2.  Theoretical BaACKGIrOUNG ............cceueeeeeeeeeneeeenierenieeresereeserrasesenssesnsssesssessessssnsessnssssssssssasessassnes 8
2.1 Artificial INtellIGENCE ...t e e s ere e e s e e e s e s s e na s e s s enasssssenasansnenanes 8
2.1.1  MAChING LEAINING .eeeiiiiiiieeite ettt ettt ettt ettt e at e st e s a b e e sat e e sabeesabeesabeesabeesabeesaseesabeenaneens 8

2.1.2  Natural LaNgUAEE PrOCESSING . ...cueiiueieiuieeititeriteesit ettt ettt e stt e et site et e e sate e bt esateesbe e e sstesbeeessneenees 10

2.1.3 (o T=] A VA X=T0 ¢ [T T TP PP O PO PSP ORPRPRTR PR PRPRORPRPON 10

2.1.4  ViSiON RECOGNITION L.eiiiiiiiiiiiiiieieiit ettt ettt et e s e s et esnne e e s sar e e e s e snneeesennneeesanneeeans 10

0 Y o 1= T=Yol o T 2 Y=ol =4 o [ o SRR PUPPRN 10

2.1.6 [ =T oY oYY =P 11

2.1.7 [2¥] o Yo} 4 ot TR O PO P PP PO PP PPTRUPTPPTOPI 11

2.2 Systematic Literature REVIEW .........ccieeiiinniiiniiiniiiniiieeiciensiiinsiieesinireessressreassnesssss 11
2.2.1 RESEAICH QUESTIONS ....eiiiiiiiieeiiie e cetee e tee e et e et e e e sre e e e ate e e ssaraeeesbaeeeeateeessseeeesnseeeesnsseeesnnnens 12

2.2.2 Data Sources and SEArch StrateBY .....ciii i e e e e e e e e s nraaree e s 12

2.2.3 Data Extraction and SYNhESIS ........uuiiiiiiiiiiiiec e e s e e e e e ee e s 13

23 Data Management Maturity Models.......c.cciiieeiiiiiieiiiiiiciiiiieiiiireenrenesssrenesssssenenes 14
2.4 Artificial Intelligence Maturity Models..........cccceueiiriiieiiiiiiicrrrecerreece e eeene e e eenneeeenes 18
2.5 Maturity Model Development.........cccoieiiiieiiiiiiiiiiiiiereeiieeereneieresseseesesensssensessnssses 20
2.5.1 Y UL AV 1Y T Yo =] B Y oY <T U PURR 20

2.5.2 V114 aYoTe [o] [o =411y UUR PP 21

2.5.3 RESEAICH IMEBENOUS ...t st e st e e s abe e e sttt e e e sbbeeessabaeeseanaeas 22

2.5.4  Guidelines for Developing Maturity MOeIS.........coocciiiiiiiiieeiie e eree e 22

3.  Design and Development ................ceeueeeeiireniireenireiisiiniiineierensissesissessssesisssssesssssssassssnssssnns 25
3.1 Mixed-Method Development Strategy.........cccceeiiieeeiiiiemeiiiieneriiireneneserenessssrenesssssenenes 25
3.1.1  Combining EXiStING MOMEIS......ccccuiiiiieiiie st e ettt e ettt e e e e st e e e st e e e e nte e e ssnnneeesnneaeens 26

1o 30 W7 \V/ =1 7 o To Yo [ I o 1 o - o] o USRS 26

3.1.3  Systematic Metamodel COMPAriSON.......uuiiiiii i e e e e e earre e e e e e e e e ranrbaeeeeeeeeans 29

3.1.4 Expert Interviews and Market RESEAICN ........ccuiii i e s 30



3.1.5  Qualitative Data ANalYSiS ... ...uiiiieiiieiiieiee e e e e e e — e e e e e eeeanraaaeaaeeeaans 30

3.1.6  Constructing the ADM Maturity MOdel ........cccooiuiiiiiiiiiiiiee e 31
3.2 ADM Maturity Model Version 1.0.........ccceieeuciiiiieierrenncereenneeseenssseseennssesesnsssesernsssssenes 32
3.2. 1 Synthesizing Maturity LEVEIS ......coiiiiiiiiiiii ettt 32
3.2.2  ADM Maturity MOGEI LEVEIS ...coieiiiiiiiiee ettt ettt ettt e e s st e s st e e seaaaee s snreeeens 33
3.2.3  Selecting Capabilities .....ccueiuiiiiiei e 33
3.2.4  Synthesizing Capabilities.....ccuueeieiiiiiiiee e e e e et e e sareeeens 34
3.2.5 Selecting Sub Capabilities aNd PrOCESSES......ccccccuiiiieiieeeciee e e sttt e eecre e et e e e stre e e e atr e e e enaeeesereeeens 39
3.2.6 EXPEIT INTEIVIEWS .vvtvvereteitieteteteieteteietetateeebases s e batesabe s asaseb e setetebebebabesesssesesesesesssessssbsssbnbssnsssnsnsnsnnn 39
3.2.7  MArket RESEAICN .. .eiiiii ettt e s aaeenaes 39
3.3 ADM Maturity Model Capabilities .........ccccceieiiirniiiiiiniiiiiniciiineee. 41
3.4 Result of the Development Phase........ccceciiieeeiiiieeeiiiieiecerreneessrenesessrenesssssenssssssennnes 43
4.  Evaluation and RefinemeNnt ................e.ueeeeeeeeeeeeueeireeneeseeeneessenssesssasssssssnsssssssnsssssssnsssnnens 45
4.1 Mixed-Method Validation Strategy......cccccciiiieeiiiiiiniiiiiiniiiiienciiniieneens 45
4.2 EXPErt INtEIVIEWS ... cieeiiieiiiiiiiiiiieeiiieniieeereenietnesteesssensssensssensssssssssssssssnssssnssssnssssns 46
4.2.1 LYY AV o Y T Aol o Y- ] L £ PRORRON 46
422 T =Y VAT T Yl o o] o oo TSP 47
4.2.3  QuAalitative Data ANAIYSIS ....coouiiriieiiieeiee ettt st s s s s ree s b e e e nee e 48
4.2.4 Y 1IN Y o) o O 4 =Y o T TSP 48
4.3 ADM Maturity Model Version 1.1.........ccccruiiiiiiecerreinncereennceseennseeseennsseseennssssesnsssssenes 49
43.1 [T} Ao Yo 18 Tot o o [PPSR 49
4.3.2  MAtUFILY LEVEIS ...ttt ettt et s e st e e bt e st e e s bt e sbeeeneesbeeeneeeane 50
4.3.3  DAta QUAILY ceeeeeeieeee e e s et e bt s b e s bee s beesneenane 51
434  Metadata ManagemeNt......ccocuiieiieiiieeiee ettt st ettt e st e st e e bt e s b e bt s b e snee s beeenee e 51
435 Data INTEEIATION ...eiiiiiei ettt s e s e s e e e s e e e e s n e e s e enr e e e snnneas 52
4.3.6 Master Data IManagEMENT .. .. uuuuiuieiuieieitieieterererererer e e ——————————————————————etaraterararara—a—a—————. 53
4.3.7 (DN o I\ T o F= Y=Y o d V=T o] USSP 53
4.3.8 UNiversal Capabilities......cccuuiiiiiii e e e e e st e e e e e et e e e e e e s e nnaraes 54
4.3.9 RESUIES. ..ttt ettt s ettt e e s b bt e e e ab et e s bt e e e s bt e e e e abe e e s abe e e e aabaeeeentaeeeaaneeas 54
4.3.10 IMProving Capabilities......ueiiiciieieciie et e s e e e e e s e e e e sbaeeenanee 55
43.11 IMProvemMeNnt ROGAMAP ...uuiiiiiieieiiieeceieee e siteeeertee e st e e e stteeeesaeeeesaaeeeessbeeesaseeeesnsseeeesnseeessnnes 56
4.3.12 (0] d o [Tl ] 1= o =Y Te | o =T QSRR 57
44 L0 LI 1 T 1= 58
O R 0= 1Y ] ¥ o AV - [ A o] o = | £ SRS 58
A O Y ] ¥ o AV o o) oY | SR 58
4.4.3  Case 1 HEAIth INSUIEI....cooiiiieieiee ettt sttt sttt e bt e st e s bt e sbeeeneesane 59
QA4 CASE 2: BANK . uuiiiiiiiiiieeiieeetee ettt sttt st s bt sttt e bee s bt e s nee s beeebee s beeeneesane 60
445 (0 R N [ 4TS U | = OO PUP PPN 60
4.4.6 Evaluation of Maturity Model and Assessment TOOI........ccccviiieiieeeiiiie e e 61
4.4.7 Evaluation of RECOMMENAATIONS ...ccvuiiiiiiiiiieiiectc ettt e e aeesbeesaeeeaes 62

LT 6 T Tt 7 o 63
5.1 Augmented Data Management .......ccccciieeiiieiiiciiiiiiieiereeirenereneeeresssteesesenssssnsessnnans 63
5.2 Existing Maturity MoOdels .....cc..iieiiiiiiiiiiiiiriirirrc e reneeres e seesesensssensesennnsnes 63
5.3 Maturity Model Development..........cciieeiiiiiieiiiiieieiirenees e reneseserenesssssenesssssenenes 64
5.4 ADIM Maturity MoOdel.......cceuiiieiiiiiiiiiiieireeierrierecereeerenessensessnssssnssssnessssnsssensesannans 65
5.5 Main Research QUESEION ........cciiiiiiiiininneiiiiiiiiiinisseiiiiisiiiresssssssisiiinessssssssssssssnesssses 65
5.6 Contribution t0 PractiCe .......ccciiiiiiirmnniiiiiiiiinininiiniiisnsinnirsnssssssssnrsesssssssaes 66
5.7 Contribution to RESEArCh ......ccciiiuiiiiiiiiiiiiiiiiiiiiiiiniiniirae s nnsssssnrsssssssesssssnns 66
(N 0 12T ol 7 X [ o T 68
6.1 Reflection on the Chosen Research Methodology .........cccccoiieeeiiiieeeiciiiecicinreencceeeennn. 68



6.2 ADM Maturity Model Reflection .........ccoueeeeciiiiinciiiiiccrrrcerrreeeerrenneee s e ennseesenansssnenes 69
6.3 IMplications fOr PractiCe......ccceciiiiieiiiiiieiiiiiieiiiiieniiiiiesiniieseissiesesssiessssssnesssssssennses 71
6.4 Implications fOr RESEAICR .....ccuuuiiiieeciiie et reneee s rene s s s e ne s s s ena s snennsssssenanes 71
6.5 Research Limitations and FUtUure Work ..........c.cuvveeeeiiiiiniiinennnnninsmeneee. 72
BibliOGIAPRY .....ccveeriiiveiiiiiiiiiiiiiiiiisiirniesiisniesitssssesitssssestessssessessssessessssssssssssssssssssssssnsssss 74

WY o] L= 1 L [ QOO 80
Description of Data Management Literature.......cccceceiiiieiiiiiiniiiiininiienienieeenee. 80
Systematic CoOMPAriSON ........ciieeiiiiuiiiieiiiriirtiresire et reessrsassseasssrasssrasssranssssnss 81
Transcripts of EXpert INt@rVIEWS .........ceiieeeiiiiieeciireeecerrreeneserensnessennsnessesnssessennssessennsnenes 86
Market Research Extended .........cccciiiiieiiiiiiniiiiiiiiiiiicniieiieneniessseniesssessessssssens 99
Transcript of EXpert EValuation........c..coiveeeiiiiececiiieiciirececcsrenencssrenesessrensssssenssesssenanes 104
Changes After Expert EValuation............ceiieieieiiiieciiiiiccrreiecessenneeseennseesesasssssennnssssenes 135
Transcript of Case Study Evaluation.........ccccciiiieeiiiiiiniiiiiieiiiiieenniiieeeesesens 138
Result of Case Studies Maturity ASSESSMENL ........cccueirieenieiriennrerreenncerreenssereennssessennnenns 150

romTmoo®p

vii



List of Figures

Figure 1: Visualization of the Human and Machine Intelligence Field .........ccccoeeiiiiiriiieiincciee i 2
Figure 2: RESEArch FramEWOTK ......coe ittt e et e e e et e e e e tte e e e e btee e e eabtaeeesntaeeesanes 7
Figure 3: Overview of the Al field, Adapted From [27] ...ttt e e e eeanens 8
Figure 4: Research Methodology for the Systematic Literature ReVIieW ........ccooevveieviiieeeiiciieee v, 12
Figure 5: CMMI Maturity Levels Definition, Based on [51].....cccccviiiieiiieieciieeeccireee s sveee e 15
Figure 6: Model Capability Mapping, Adapted from [65].......cccecoiiiiiiiiiiiiiiiieeeriieec e 17
Figure 7: Three Types of Maturity Models: Staged Fixed-Level (a), Continuous Fixed-Level (b), Focus

YN g N (o) BT YU [ ol I RO 20
Figure 8: Procedure model for guidelines based on Becker et al. [15]...ccccccveiiiiiiiiiniiieeeiiieee e 25
Figure 9: Metamodels for Al Maturity MOEIS ........cccciiiiiiiiiie e e e 28
Figure 10: Metamodels of Data Management Maturity Models ..........cccevevieiiiiiiiiicicieee e 28
Figure 11: Visualization of the Comparison Table and Systematic Metamodel Comparison............... 29
Figure 12: Construction of ADM Capabilities SImplified..........ccocoverieiiiiiecceeece e 31
FISUre 13: ADM IMAtUIITY AXIS.ceiiiieiiiiiieeeeeiiiiiititeeeeesessitttteeeeessssttbeteeeeesssssassraaeeeesssssnssseeesesssssssnssnes 33
Figure 14: Maturity Assessment Tool v1.0 Tab for Data QUality ........ccceeeeeiieeeeciiieeecceee e 44
Figure 15: Maturity Assessment Tool v1.0 ReSUIts Tab ......ccuvviiiiiiiiicceece e 44
Figure 16: Evaluation Episodes, Based 0N [96] .....ceeiiiiiiiiiiiiiiieeeeeccciirreee e e e e ecitreee e e e e e e esirnreeeeeeeeennannnns 45
Figure 17: Introduction Tab of ADM Maturity Assessment TOoI V1.1 .......cccoveeeiiiiieeciieeecciieee e 49
Figure 18: Maturity Levels and ADM Definition .......occcuiiiiiciiie ittt e e 50
Figure 19: ADM Maturity Assessment Tool 1.0 ReSUlts Tab.....ccccuveiiiiiiiiiiiiii e 55
Figure 20: Example Timeline for Implementing Master Data Management, source [64].................... 57

viii



List of Tables

Table 1: Stakeholders and GOalS.......occuuiiiiiiiiii e e e s sbee e e s s bee e e s senraeessnes 5
Table 2: Evaluation Criteria as Design GOals [24] ....cccuuveiiecieee ettt et e e e sarae e e enes 6
Table 3: DM Models and Corresponding REfEreNCES .....ccivcuveiiiciiiiieciiie ettt e e 14
Table 4: Synthesis of the Analyzed Maturity Models Regarding Model Structure..........ccccceeeeeennnnnne 14
Table 5: Synthesis of the analyzed maturity models regarding model assessment..........ccceeeeeuvnenn. 15
Table 6: Synthesis of the analyzed maturity models regarding model support.......cccccevevvcveeericinennnn. 16
Table 7: Al models and corresponding referenCes .........ueevcivieeccieee e 18
Table 8: Synthesis of the Al maturity models regarding model structure.........cccceeeeeiveeeecciveeeeccineeenn. 18
Table 9: Synthesis of the Al maturity models regarding model assessment.........cccceevveeeviciveeeiicnnenenn. 18
Table 10: Synthesis of the Al maturity models regarding model support.......cccccoceeeeeiveeeeccieeeeccneeenn. 19
Table 11: Model attribute MapPiNg ....c..vei i e e e ae e e s raaeeeeas 19
Table 12: Model maturity leVel MapPing....c...ci i e e e e e e s raaeeeeas 20
Table 13: Development gUIdElINES OVEIVIEW..........eiiieiiiieccciiee ettt ettt e e e erae e e e aaeeeeas 24
Table 14: Procedure Model Steps and Corresponding SECLIONS........cccvvieieiiieieiiiieee e 26
Table 15: Maturity levels of Al MOEIS ........uvvieeeiiie et e e e aae e 32
Table 16: Maturity levels of DM MOEl .........ooooiiiiiiiee et e e e aae e 32
Table 17: Reference Table for Constructing ADM Capabilities.......ccccccueeeeiiieiiiiiiiiecciiee e 39
Table 18: ADM3 v1.0 Data QUAlItY OVEIVIEW ....ocueeueiieiieieeiiteceete ettt et sts vt sveeeesbesaeesessbeeneas 41
Table 19: ADM?3 v1.0 Metadata Management OVEIVIEW..........c.ccueeveeveeereereereereeteereeseeseseeeseeseeseeseesens 42
Table 20: ADM3 v1.0 Data INtegration OVEIVIEW..........cccveueereereereereieeeeeteeteeseeteeresteseseseseeseeseesessens 42
Table 21: ADM3 v1.0 Master Data Management OVEIVIEW.........cveevieeeveereeeereeireeeesreeseessesseesessseennes 42
Table 22: ADM?3 v1.0 Database Management OVEIVIEW ..........cecueeveeveeeeereereereereeresseeseseeeseeseeseeseesens 43
Table 23: INterview PartiCiPants ........ccuiie et e e e etr e e e e eaaa e e e eenbaeeeensaeeeeennaeeeeas 46
Table 24: Evaluation Criteria Scores from Interviews (N=11)......cccccceciiiieeiiiiieeiieee e 48
Table 25: ADM?3 v1.1 Data Quality Overview and Changes..........ccceeveveeereereereeeereereerereeeeeseeseeseenens 51
Table 26 ADM3 v1.1 Metadata Management Overview and Changes .......ccoceevvveveeveieereeseeeesesveenne, 52
Table 27: ADM?3 v1.1 Data Integration Overview and Changes .........c.ccveveueereereereereeveeresreeeeeeeseeseenens 52
Table 28: ADM?3 v1.1 Master Data Management Overview and Changes...........cccceeveeveveeeeereereereenns 53
Table 29: ADM3v1.1 Database Management Overview and Changes........cceevevvvveeeeeseeeeeseeeeneseveennes 53
Table 30: ADM3v1.1 Universal Capabilities OVEIVIEW ...........cecueereererveieiereereereeteeresteeseseeeseeseeseeseenens 54
Table 31: Overview of All Case StUdy MEETINGS ......ccccviiiieiieieeeciee ettt ettt e e e srre e e eeaae e e e e aaeeaeas 58
Table 32: Assessment Results DM Maturity 0f Case L......ccccueiieciieiieiiiie e e et e e e 59
Table 33 Assessment Result ADM Maturity 0f Case L.....cccccueiieiiieiiiiiiiieeciiiec e eree e e saaee e 60
Table 34: AssessmeNnt RESUIL Of CASE 2 ....iiiiiiiiieiieecie ettt ste e st e e saee e s be e e saa e e sateesbaeesnseeeaes 60
Table 35: Assessment RESUIt Of CaS@ 3 ...ciiiiiiiiiiiieree ittt ettt sre e st e e s b e sbae e sabeesaes 61
Table 36: Evaluation Criteria Scores from the Case Studies (N=4) ......cccceeeeiiereeiiiieeecieee e 62
Table 37: Recommendation Evaluation Criteria Scores from the Case Studies (N=5) ........cccccceeuveen. 62
Table 38: Overview of Data Management Maturity Model Literature.......cccccceeevveeeeciieeeccciees e, 80



List of Abbreviations

Abbreviation
ADM
ADM3
Al
AIMM
AMM
CDO
clo
cMMI
DAMA-
DMBOK
DBMS
DCAM
DGMM
DI

DL

DM
DMBOK
DMM
DQ

DSR
EDM
GAIM

KPI
MD
MD3M
MDM
ML
NLP
OAIM
SLR

Meaning

Augmented Data Management

Augmented Data Management Maturity Model

Artificial Intelligence

Artificial Intelligence Maturity Model

Algorithmic Maturity Model

Chief Data Officer

Chief Information Officer

Capability Maturity Model Integration

Data Management Association - Data Management Body Of Knowledge

Database Management

Data Management Capability Assessment Model
Data Governance Maturity Model
Data Integration

Deep Learning

Data Management

Data Management Body Of Knowledge
Data Management Maturity

Data Quality

Design Science Research

Enterprise Data Management
Gartner Artificial Intelligence Model
Information Technology

Key Performance Indicator
Metadata

Master Data Maturity Model
Master Data Management

Machine Learning

Natural Language Processing

Ovum Artificial Intelligence Model
Systematic Literature Review



Xi



1. Introduction

This chapter introduces the research topic and research goals. Section 1.1 introduces the problem
statement and the main concepts of augmented data management and maturity models. Section 1.2
presents the research goals and requirements. Section 1.3 presents the research questions, and
Section 1.4 outlines the thesis.

1.1 Problem Statement

1.1.1 Data Management
Everyone is talking about data. Organizations want to collect as much as possible to become data-
driven, while consumers are becoming more vocal about their data rights and privacy. Data is
essential because when data is processed and used within the right context, it becomes information
that can lead to valuable insights. Organizations can use this information within their business
processes to improve services, reduce costs, gain additional profits, and manage risks [1]. To realize
these benefits, many organizations strive to collect as much data as possible, as timely as possible,
and as precise as possible.

Only collecting and analyzing data is not enough. Organizations can spend tremendous effort
analyzing their data to discover that the data itself is flawed or unusable. Undefined and fragmented
data leads to increased complexity, costs, errors, and inefficiency. Projects, especially involving data
integration, data quality, and reporting, depend on the strength of the underlying data models [2].
Data quality becomes a precondition to realize value from data effectively and, therefore,
increasingly gains importance within organizations [3]. Working with incomplete or incorrect data
can lead to incorrect and unsubstantiated insights. Data management is needed to realize the full
potential that data has. Data management is defined as the business function of planning for,
controlling, and delivering data and information assets [4]. The business functions related to data
management vary per organization and various data management models, such as the Data
Management Body of Knowledge (DMBOK), aim to define these functions in multiple disciples or
capabilities [4].

Systematically integrating data management strategies proves to be effective and decreases the
costs associated with decision making [5]. Market analyst Garter estimated that by 2020, 10% of
organizations have a highly profitable business unit specifically for productizing and commercializing
their information assets [6]. Next to financial and operational benefits, data management supports
regulatory compliance in facilitating data security and regulatory reporting [7]. These applications
illustrate the different drivers for organizations to adopt data management practices: to comply with
regulations, to mitigate risk, or to strive for operational efficiency.

1.1.2 Limitations of Current Practices

While the benefits and necessities of data management are driving its adoption, the current
approaches for data management are at their limits. Architectures and tools are breaking down due
to the size, complexity, and distributed nature of data [8]. The Cisco Annual Internet Report
forecasts that by 2023 the world will have 29.3 billion internet-connected devices, up from 18.4
billion in 2018, generating dozens of zettabytes of data. Businesses account for 24% of these devices,
and consumers will own the other 76% with an average of 3.6 connected devices per capita [9]. This
trend is growing exponentially. In turn, the effort and complexity associated with processing this



amount of data is growing too. Merely adding more data engineers and data scientists is not enough
to keep up.

Methods used by data scientists and engineers are time-intensive and hard to scale. Manual
activities cannot keep up with the volume, velocity, and variety of data, especially within streaming
data architectures. With an increase in data sources and data pipelines, the complexity of the data
landscape is increasing. Understanding such complex structures is difficult, which makes system
integration and impact analysis time-consuming. These challenges result in projects that are prone
to error and prolong the time to market. In addition, there is a substantial lack of knowledge and
high demand for data experts. The professionals who do have this knowledge spend much time on
preparatory and manual work rather than directly producing valuable insights [8]. To conclude, data
management is becoming increasingly complicated by an increase in scope, volume, and
architectural variety, having an exponential increase in time-consuming data management work as a
consequence.

These limitations are driving the adoption of artificial intelligence to complement human
capabilities. Al-augmented data management has the potential to overcome the current limitations
and is one of the top data-trends that will change business in the coming years [8].

1.1.3 Augmented Data Management

Augmented data management is the application of augmented intelligence to enhance data
management capabilities. Augmented intelligence or intelligence augmentation is the human-
centered conceptualization of artificial intelligence, emphasizing human intelligence enhancement
with cognitive technology. The goal is to leverage Al capabilities to complement human intelligence
in learning and decision making, rather than replacing it [10]. In short, augmented data management
is defined as the human-centered application of artificial intelligence to enhance data management
capabilities.

Artificial intelligence is defined as intelligent behavior in artifacts that we associate with human
thinking [11]. One of the subfields of artificial intelligence is machine learning, which refers to
computer systems that use algorithms and statistical models to perform a task without explicit
instructions [12]. Machine learning aims to mimic human-like learning to perform tasks and make
decisions. Figure 1 represents how these fields relate to each other.

Machine

Artificial Intelligencg Augmented
(AI) Intelligence (Aul)

Augmented
Data
Management
(ADM)

Machine
Learning (ML)

Figure 1: Visualization of the Human and Machine Intelligence Field



Augmentation is predicted to have an enormous impact on data management. Gartner predicts that
by 2022 manual tasks will be reduced by 45% through the addition of artificial intelligence and
automated service-level management [13]. In total, Al augmentation will create $2.9 trillion of
business value and 6.2 billion hours of worker productivity in 2021 [8]. By automating and enhancing
manual tasks, the acute talent shortage is eased, and experts can focus on more valuable tasks.

1.1.4 Maturity Models

To manage data effectively, organizations must recognize data as a tangible asset and manage it
through data management [4]. Based on a survey by NewVantage among 70 worldwide leading
organizations on data and Al, only 28% of CDOs are considered successful [14]. Gartner estimated
this percentage to be around 50% [6]. These numbers reveal the need for practical and suitable data
management approaches. Organizations are required to assess their current capabilities to
continuously improve their data management. [15]. Maturity models are helpful tools to assess
current capabilities in order to derive improvement measures[16] [17]. Maturity models provide a
framework for assessing an organization’s capabilities, strengths, and weaknesses, comparing
processes between organizations, and identifying relations between maturity and business
performance [18]. Generally, these models consist of multiple maturity levels, which correspond to
the key maturity stages in the underlying capability within a functional domain. Based on the
definition and description of these maturity levels, organizations can use the maturity model as a
tool to assess current capabilities and identify incremental process improvements in relevant
capabilities [19].

Augmented data management presents itself as a technical solution to the data challenges that
organizations face today. Meanwhile, there appears to be a lack of systematic methods to
implement and improve (augmented) data management successfully. What is takes organizations to
make the success of employing augmented data management more predictable is hardly known.
Leveraging a maturity model is a promising and proven approach to address both technical and
managerial challenges faced in data management today by focusing on capabilities within the
organization. Equipping organizations with a framework that allows them to assess where they stand
and where they want to go concerning augmented data management will help them coordinate and
synchronize their short-term and long-term improvement efforts. Therefore, the present research is
set out to develop a maturity model for augmented data management.

1.1.5 Deloitte Enterprise Data Management

Deloitte is one of the largest technology consulting firms in the Netherlands and worldwide. The
Enterprise Architecture service line consults client organizations to align business processes with
information, applications, and integration technology. Within this service line, the Enterprise Data
Management (EDM) team develops the strategy and essential capabilities needed to successfully
manage and get value from data assets. One approach to achieving this is by performing a maturity
assessment and using the results to construct a roadmap to improve data management capabilities.
To realize this, the Data Management Body of Knowledge (DAMA-DMBOK) functional framework is,
for example, used as a reference. Deloitte is continuously looking to leverage new technologies to
help clients to make an impact. In collaboration with Deloitte, this research is expected to generate
insight into the current and future of augmented data management. The maturity model developed
in the present research is expected to provide Deloitte with a tool to implement augmented data
management in maturity assessments.



1.2 Research Goals and Requirements

1.2.1 Relevance and Demand

In order to confirm relevance and demand in practice, a series of interviews were conducted. These
interviews are additionally used to develop the model and are detailed in Section 3.1.4. The
participants were asked whether a maturity model for augmented data management would be
relevant and helpful. All seven respondents indicated high relevance and demand for the
development of such a maturity model. Six out of seven indicated that they utilize data management
maturity models as a useful and essential framework for improving data management capabilities.
Furthermore, they confirmed that Al has an enormous potential in augmenting those capabilities,
and organizations are currently not leveraging Al while there are options available. Current data
management maturity models do not incorporate Al-augmented capabilities. The model is expected
to serve as an instrument for assessing current capabilities and as a guideline to create a roadmap
advance augmented data management.

1.2.2 Design Science Research

As indicated earlier, this research aims to create a maturity model for augmented data management.
To realize this goal, the Design Science Research Methodology is used. Design science is the design
and investigation of artifacts in their context of use [20]. The artifact interacts with the context in
order to solve a design problem in that context. Within this research, the artifact is the maturity
model, and the stakeholders are actors affected by the model. The problem context is already
introduced in Section 1.1. An artifact that addresses this problem context can have many different
designs, yet the usability is evaluated by the stakeholder goals. Therefore, this section introduces the
social context with the stakeholders and their goals and corresponding requirements. The whole
thesis is outlined in Section 1.4 and the multi-method development strategy is presented in Section
3.1

1.2.3 Stakeholders and Goals

The domain of the model is enterprise data management, more specifically the application of data
management maturity models. The main stakeholders are directly involved with the maturity model:
data management consultants and organizations that want to improve their data management
capabilities. The maturity model for augmented data management is intended to be used by the
data management consultant to assess the capabilities of the organization. Within that context, data
management consultants are the intended users or normal operators (according to the classification
of Alexander [21]), as they directly interact with the maturity model. The participating organizations
are functional beneficiaries; they interact with the data management consultant to conduct the
assessment and benefit from the result. These two stakeholder groups directly interact with the
maturity model or are in the immediate environment, and therefore the usefulness must be
evaluated with respect to their goals [20].

Next to the main stakeholders, there are various stakeholders involved in the development of the
maturity model. Deloitte EDM is the sponsor of the research. The University of Twente is the
supplier of knowledge. Domain experts that participated in interviews served as consultants in the
development. The author is the developer of the maturity model. Table 1 summarizes the
stakeholders, their types, and their goals.

Maturity models in information systems are being applied as an informed approach for continuous
improvement and benchmarking [22]. The model aims to assess and improve data management



capabilities by leveraging Al-augmentation without being an Al expert. Al-augmentation can be
leveraged in one-off projects to reduce the workload of data management consultants or can be
incorporated in continuous data management processes at a client organization.

Stakeholder Type (Classification of Goal
Alexander [21])

Data Management Consultants Normal Operators Leverage maturity model to perform
maturity assessment

Organizations Seeking Improvement = Functional Beneficiaries Improve data management

in Data Management Capabilities capabilities through maturity
assessment

Deloitte EDM Sponsor Develop tools and capabilities to

help clients successfully manage and
get value from data assets

University of Twente Supplier of Knowledge Contribute to research and practice

Domain Experts Consultant Share knowledge within the domain
or organization

Author Developer Develop a maturity model that

fulfills the goals and requirements of

the main stakeholders
Table 1: Stakeholders and Goals

1.2.4 Requirements

As presented in Section 1.2.3 the goals describe the desires of each stakeholder regarding the
maturity model. The properties of the maturity model are detailed in the requirements. Therefore,
the requirements must be fulfilled in order to realize the goals of the stakeholders. Consequently,
the resulting model maturity model is evaluated with regard to these requirements. Functional
requirements are a prerequisite for the desired function of the maturity model. Non-functional
requirements, or quality properties, are global properties of the interaction between the maturity
model and the [20]. The following two functional requirements for maturity models are derived from
literature:

The requirements for the maturity model for augmented data management are derived from
literature and expert interviews. The guidelines by Becker et al. [15] incorporate requirements for
the development of maturity models. These requirements are supplemented with functional and
design goals for the model itself. There are two functional requirements identified as relevant to
enable continuous improvement:

1. The maturity model must enable the assessment of the current state of capabilities: what
needs to be measured, how, what to compare it with, in order to assign the as-is situation to
a specific degree of maturity. Furthermore, the assessment can be used for benchmarking
within and between organizations if they utilize the same maturity model [15].

2. The maturity model must enable the identification of improvement measures: identify
improvement potentials, deduce action measures, and their priority [15] [23].

The evaluation template for maturity models by Salah et al. [24] is used to identify non-functional
requirements. This template combines requirements from various popular papers on maturity model
development within design science research, such as Becker et al. [15], Mettler [25], De Bruin et al.
[16] and Poppelbuss [26]. These requirements serve as design goals during the maturity model



development and are used as criteria during the evaluation. The design goals and evaluation criteria
are presented in Table 2.

Criteria as Design Goals Description

Sufficiency The maturity levels are sufficient to represent all maturation stages
of the domain

Accuracy There is no overlap detected between descriptions of maturity levels,
and processes can be assigned to every maturity level

Relevance The processes are relevant to the domain

Comprehensiveness Processes cover all aspects impacting/involved in the domain

Mutual Exclusion Processes are clearly distinct

Understandability The maturity levels, assessment guidelines, and documentation are
understandable

Ease of Use The scoring schema, assessment guidelines, and documentation are
easy to use

Usefulness The maturity model is useful for conducting maturity assessments

Practicality The maturity model is practical for use in industry

Table 2: Evaluation Criteria as Design Goals [24]

1.3 Research Questions

The main research question to support the research goal is formulated as follows:

What constitutes a maturity model for Augmented Data Management that allows organizations to
assess and improve their Data Management operations by leveraging Al?

To guide the research, the main research question is divided into the following sub-questions:

1. How can Artificial Intelligence be leveraged to Augment Data Management capabilities?
a. What is Augmented Data Management?
b. What is Artificial Intelligence?

2. Which Data Management and artificial intelligence maturity models are available in
current literature?
a. What does a Data Management model consist of, according to published literature?
b. What does an Artificial Intelligence maturity model consist of, according to
published literature?
¢. What are Data Management capabilities included in the reported models in the
literature?

3. How to design a maturity model for Augmented Data Management?
a. What are the maturity model’s goals and requirements?
b. Which method can be used to design and validate a maturity model?

4. What constitutes the ADM maturity model?
a. Which maturity levels and definitions can be distinguished?
b. Which capabilities can be distinguished?
c. How to perform a maturity assessment?



1.4 Thesis Outline

To address the research questions, the research framework, as presented in Figure 2 was devised.
The research approach consists of three phases: (1) theoretical background, (2) maturity model
design and development, and (3) evaluation and refinement.

Chapter 2 covers the theoretical background in three building blocks. A literature review is
performed on artificial intelligence, the enabling technology of augmented data management. A
systematic literature review (SLR) is conducted to identify all data management and artificial
intelligence models prevalent in literature. Another literature review is performed to identify
maturity model development methodologies and guidelines.

Chapter 3 covers the design and development phase and starts with presenting the development
strategy. The development strategy is based on the design science methodology and uses a mixed
method of metamodel analysis and expert interviews. The metamodel for each DM and Al maturity
model is constructed and used to compare and synthesize the models. Expert interviews and market
research are conducted to identify relevant capabilities and processes for augmented data
management. The result of this phase is the first version of the ADM Maturity Model, consisting of
the selection of synthesized capabilities.

Chapter 4 covers the evaluation and refinement stage; the draft model is evaluated, validated, and
improved using a mixed method of expert interviews and multiple case studies.

Chapter 5 covers the conclusion of the research, where the research questions are answered, and
implications for practice and research are presented.

Chapter 6 covers the discussion of the research. The research methodology, the resulting ADM
Maturity Model, its contributions, limitations, and future work are discussed.

RQ3 RQ4
Theoretical Background Design and Development Evaluation and Refinement
RQ1 RQ3
Artificial Expert Expert
Intelligence Interviews Evaluation
Maturity ADN.I ADM
Maturity )
Model Model v1.0 Maturity
Existing "2/ /Methodologies : Model v1.1
DM and AI Market Case
Maturity Research Studies
Models

Figure 2: Research Framework



2. Theoretical Background

This chapter covers the scientific background of the research. Section 2.1 introduces the research
discipline of artificial intelligence and its subfields. Section 2.2 describes the method used to perform
a systematic literature review into maturity models for data management and artificial intelligence.
Section 2.3 describes these data management maturity models, and Section 2.4 describes the
artificial intelligence maturity models. Section 2.5 presents the background on maturity model types
and methodologies.

2.1 Artificial Intelligence

The enabling technology of augmented data management is artificial intelligence. This section
presents a brief analysis of the subfields within Al. We note that the goal is to provide background
on how it can be leveraged and what tasks it can perform and not present a comprehensive
explanatory or predictive theory. The overview is compiled by performing a literature review.

Artificial Intelligence is a broad term used by academics and practitioners worldwide to define
intelligence displayed by machines. Beyond this general definition, current literature indicates only
limited consensus on Al subfields, while much research is being done on Al techniques and
applications. A common depiction of these subfields is displayed in Figure 3. These subfields
combine both techniques and application domains as they are based on technical considerations,
such as their goals, tools, or philosophical underpinnings and differences [27]. The remainder of this
section outlines each sub-field.

Supervised
Unsupervised Machine Learning (ML)

Reinforcement

Content Extraction
o——VItETt £

Classification

® Natural Language

. Machine Translation N\ _Processing (NLP) Artificial

o Question Answering Intelligence
Text Generation (Al)

b Expert Systems
Image Recognition

¢ Vision /

Machine Vision

Speech to Text

Speech

Text to Speech

Planning

Robotics

Figure 3: Overview of the Al field, Adapted From [27]

2.1.1 Machine Learning

Machine learning algorithms learn to perform tasks without explicit instructions. These algorithms
differ in the learning technique and the underlying statistical model that is used. Within machine
learning, many different subfields exist, such as deep learning and neural networks. Deep learning is
a class of machine learning algorithms that uses multiple layers to extract higher-level features from
the input and can be used to create complex models [28]. Neural networks are an example of a
subfield within deep learning. Overarching for all these subfields are the learning types. The three
classic types of machine learning techniques are supervised, unsupervised, and reinforcement



learning. A fourth, hybrid class can be considered, which combines multiple techniques. The most
popular hybrid type is semi-supervised learning.

Supervised learning is the technique of learning a function that maps an input to an output based on
example input-output pairs. The algorithm uses labeled or training data as an example to extract
features or attributes for its function that correspond to the labeled class or category. The function
can then be applied to new data to predict the output values based on the previous data sets [29].
The main types of supervised learning algorithms are classification and regression algorithms.
Classification algorithms extract features that correspond to the labeled class to predict the class
label of new data. One primary application of this type of algorithm is image recognition. Examples
of classification algorithms are decision trees, random forest, and support vector machines.
Regression algorithms extract features that correspond to a particular output in order to predict a
value. Examples of regression algorithms are linear regression, multinarrative regression, and
regression threes [29], [30].

Unsupervised learning is the technique of extracting inferences from data without labels to capture
relationships between examples and uncover patterns. In contrast to supervised learning, there is no
label or target given for the examples. The main types of algorithms are clustering and association
rule learning algorithms. Clustering algorithms aim to group input data points into different classes
using features derived from the input data. This algorithm can, for example, be used to group
customer segments based on purchasing behavior. Examples of algorithms are k-means, k-medoids,
and hierarchical clustering. Association rule learning algorithms are used for discovering relations
between variables in large databases. For example, this algorithm can be used to identify products
that are often bought together from an extensive sales dataset. Examples of algorithms are Apriori
and GP growth [29], [30].

Semi-supervised learning is a combination of supervised and unsupervised learning, where
unlabeled data is used to assist supervised learning. This technique is commonly applied, as it is the
best technique in situations where there is limited training data available or the cost of manually
labeling data is high. For this type of learning, both classification and clustering algorithms can be
applied [30].

Reinforcement learning is a technique where an agent interacts with its environment and learns to
take actions to maximize the reward and minimize the risk. The agent continuously learns from its
experience of the environment in an iterative manner until it explores all possible ranges. These
iterations follow several steps. First, the input state is observed by the agent. Then, the decision-
making function is used to perform an action. After the action, the agent receives a reward from the
environment, which leads to the new agent’s state. The state-action pair of reward information is
stored. For reinforcement learning, classification and control algorithms can be used. Examples of
common algorithms are Q-Learning and Temporal Difference. Control algorithms are, for example,
used in computer played board games or self-driving cars [29], [30].

Machine learning mimics human learning from training data to make predictions or decisions. This
technique can subsequently take over routine tasks or tasks that are too complex for humans. For
example, an experienced employee might recognize missing, incorrect, or duplicate customer data.
Checking the data for every customer is time-intensive, and this employee has a limited ability to
recognize duplicate data, as it is impossible to memorize all data. Machine learning can recognize
and predict which files have missing or likely incorrect data and can scan the entire dataset to
identify duplicates.



2.1.2 Natural Language Processing

Natural language processing (NLP) enables a computer system to understand and process human
language. NLP can be classified into natural language understanding and natural language
generation, where the input or output can be in human language. Modern NLP systems rely on
machine learning to derive meaning from human language. NLP can be applied in various areas, like
machine translation, information extraction, summarization, and dialogue systems, to understand
and interpret human language in a similar way that humans do [31]. This technique can be used to
process unstructured data such as plain text, for example, by recognizing topics or names.

2.1.3 Expert Systems

Expert systems embody expertise about particular domains and can use knowledge-based reasoning
techniques to solve problems in those domains (i.e., problems that would usually need the
assistance of a human expert in the real world) [32]. An expert system emulates the decision-making
ability of human experts in order to solve complex systems through bodies of knowledge rather than
conventional procedural code. Expert systems consist of a user interaction system, an inference
engine, and a knowledge base. The inference engine is the control structure that allows the system
to use search strategies to test different hypotheses and arrive at expert system conclusions. The
knowledge base is the set of facts and heuristics about the expert system domain. Expert systems
are most prevalent in medical diagnostics, engineering, and manufacturing applications [33]. The
importance of these systems is paramount in areas and situations in which experiences employees
might be scarce, and multiple experts’ input might be urgent. In such cases, expert systems can be
leveraged to complement or even replace experts’ knowledge by identifying solutions to problems
and explaining these solutions by presenting best practices and references.

2.1.4 Vision Recognition
The two key areas of vision recognition are machine vision and image recognition. Machine vision is
the ability of computer systems to record and explore visual acuity. It captures and analyzes visual
information using video cameras, analog-to-digital conversions, and digital signal processing. Image
recognition applies machine learning techniques to identify and categorize computer vision input to
recognize objects. Well-known examples are face recognition and medical image analysis [34]. Vision
recognition enables the system to analyze images and video, which otherwise requires manual input.
This technique can, for example, be used to recognize objects and people from text and video
without human input.

2.1.5 Speech Recognition

Speech recognition is a technology that enables machines to process and produce spoken language.
Speech recognition solutions implement either speech-to-text, or text-to-speech functionalities, or
both. Speech to text functions enables computers to transform human language into commands that
it can execute. There are various applications of speech to text technology, such as personal
assistants like Amazon’s Alexa, Google Virtual Assistant, and Apple’s Siri. These applications further
incorporate text to speech technology, which translates computer queries into human speech. Other
examples of text-to-speech based systems are navigation systems and automated voice
identification [11], [34]. Speech recognition enables vocal communication between humans and
machines. Speech recognition can be combined with NLP to extract information from audio files
without human input. For example, for transcribing recorded interviews or conveying information in
a text to humans via speech.
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2.1.6 Planning

Planning technology enables systems to find procedural action sequences in order to reach a goal
while optimizing performance. The system’s planning algorithm has an input of possible courses of
actions, a predictive model for the system dynamics, and a measure for performance to evaluate the
actions [35]. For unfamiliar environments where the performance of actions is unknown,
reinforcement learning can be applied to find optimal solutions. An example of this combination are
computer played board games, such as chess. Other Al planning applications can be found in supply
chain planning, where advanced planning facilitates efficient production coordination. Advanced
algorithms can incorporate external data like microeconomic cycles, geographic events, and weather
to predict customer demand and automatically place purchase orders [36]. Planning uses certain
factors to schedule procedural steps, similar to human planning. Al-assisted planning can
incorporate more factors and complex calculations to find an optimal procedure, enhancing human
efficiency.

2.1.7 Robotics

Robots are programmed physical machines that can perform a series of actions (semi) automatically.
Al can be applied to robots to make them intelligent and let them perform more complex tasks, for
which technologies such as computer vision and NLP can be leveraged. Al technology can drive new
capabilities in robots for manufacturing as well as social robots, which interact with humans.
Application areas include logistics, where robots are used to pick and transport orders [34]. Robotics
automates manual tasks. With Al-assisted robotics, more complex tasks can be automated by
leveraging computer vision to recognize objects, labels, or numbers to adapt actions accordingly.

2.2 Systematic Literature Review

In order to identify the leading data management and artificial intelligence maturity models, a
systematic literature review is performed. For this research, the systematic review technique
proposed by Kitchenham [37] is used to identify, evaluate, and interpret all available research
related to data management and artificial intelligence maturity models. The methodology consists of
three phases: planning, conducting, and reporting. First, Section 2.2.1 describes the underlying
research questions for the review. Section 2.2.2 describes the planning phase, where the data
sources and search strategy are defined. Section 2.2.3 covers the conducting phase, with data
extraction and synthesis. Figure 4 visualizes the research methodology.
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Figure 4: Research Methodology for the Systematic Literature Review

2.2.1 Research Questions

The goal of the systematic literature review is to answer sub-question 2 of the research.

2. Which Data Management and artificial intelligence maturity models are available in current
literature?
a. What does a Data Management model consist of, according to published literature?
b. What does an Artificial Intelligence maturity model consist of, according to published
literature?
¢. What are Data Management capabilities included in the reported models in the
literature?

2.2.2 Data Sources and Search Strategy

The following data sources were selected to cover journals and books in the relevant subject fields of
Information Systems and Computer Science: Scopus, Web of Science, ACM Digital Library, IEEE
Xplore, and SpringerLink. Due to the high number of duplicate papers, we note that adding more
digital repositories is not likely to result in additional relevant papers. To test this assumption, other
digital libraries such as AlSel were explored and confirmed this assumption.

Papers were searched and selected in two phases. The first phase aims to identify which models are
prevalent in literature and what their names are. The following search terms are used to search for
data management maturity models: “data management model”, “data management framework”,
“data management maturity model”, or “data management capability model”. The following search
terms are used to search for artificial intelligence maturity models: “artificial intelligence maturity
model”, “Artificial intelligence capability model”, “Al maturity model”.

The second phase used the names of the identified models to find additional papers. If the original
publications of data management models identified in the first phase were not among the second
phase results, additional sources, such as the organization’s website, were consulted. The search
qguery was applied to the title, abstract, and keywords of the articles. The data range was limited to
the past ten years, from 2009 until 2020, to ensure relevance.
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During both phases, papers were selected based on the following inclusion/exclusion criteria:

e To ensure academic quality, the document needs to be peer-reviewed; published in a
journal, conference, workshop, technical report, thesis, or book (chapter). Due to the
novelty of the subject and the limited amount of publications, the choice was made to
include all document types, not only journals.

e To ensure relevance, the document needs to either propose a novel maturity model or
report on the implementation of one.

e Software and database frameworks, such as Apache Hadoop for distributed data storage and
processing, are excluded.

e Articles solely mentioning business or management process models are excluded.

2.2.3 Data Extraction and Synthesis

In order to compare the existing models found in the systematic literature review, each article is
reviewed. Each article is classified using the classification proposed by [38] to extract relevant data.
The maturity model analysis method by [39] is adopted as a systematic comparison approach. This
thorough methodology considers three aspects for each model: the model structure, assessment,
and support. Each aspect uses a set of variables which are detailed in [4] and [5] to define the model.
The following variables and their definitions are used:

Model structure

1. Name: maturity model name and primary reference(s);
2. Number of levels: quantification of the maturity levels;
3. Name of attributes: definition of the attributes and sub-attributes that compose the
maturity model. For data management, the attributes are the capabilities;
4. Number of attributes: number of attributes and sub-attributes used;
5. Maturity definition: indicates whether a detailed definition for capability maturity is given;
6. Practicality: provides practical or problem-specific recommendations.
Model assessment

Name: name of the maturity model and the primary references;

Assessment method described: whether the maturity model has an inherent method;
Assessment cost: the degree of expenditure of an assessment;

Strong/weak point identification: details about strong and weak points of the organization;
Continuous assessment: the pursuance of continuous improvement;

Improvement opportunities prioritization: the distinction between the order of
improvement opportunities for the organization.

Model support

ok wnNPE

1. Name: name of the maturity model and the primary references;

2. Training available: the existence of training opportunities to become an expert;

Validation support availability: the degree of validation for the model based on the literature
review. Only author support is ranked as low, validation with the organization as a medium,
and validation outside the author’s organization is ranked as high.

Tool support: whether the model includes data management tools or platforms;

Continuity from different versions shows the adaptability into newer versions of the model;
The origin of the model: academic or practical origin;

Accessibility: whether the documentation is freely available.

w
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2.3 Data Management Maturity Models

The systematic literature review was performed in March and April 2020. The first search resulted in
981 articles, of which 11 were selected. The second search resulted in 841 articles, of which 14 were
selected. A total of 10 data management models were identified. Three of those were only referred
to once and did not show up in other searches. These models were disregarded, as it is hypothesized
that these models were not adopted by the academic community or were only available in foreign
languages. The resulting models and corresponding references can be found in Table 3. A more
detailed description of every reference, according to the classification of Arnott and Pervan [38] can
be found in Appendix A. The following two sections present the model characteristics and model
capabilities.

Model References

MD3M [41], [42], [43], [44] ,[45], [46], [47]
DCAM [48], [49]

CMMI DMM (48], [1], [18], [50], [51]

IBM (48], [52], [53], [54], [55]

Stanford [18], [56], [57]

Gartner (18], [6]

DAMA DMBOK [58], [1], [59], [60], [61], [53], [62], [4]

Table 3: DM Models and Corresponding References

2.3.1 Model Structure

The majority of the maturity models have five levels. These levels correspond to the process level
improvement model by the CMMI institute [51], as displayed in Figure 5. The lowest level covers
undefined and unpredictable processes. The second level describes repeatable and reactive
processes. The third level covers defined and proactive processes. The fourth level describes
managed processes that are measured and controlled. The highest level strives for continuous
improvement. DCAM is the only model with a sixth level, which is added below level 1 and is defined
as ‘not initiated’. These levels spread a selection of capabilities, which in turn can be split up into
more variables. While the capability names vastly differ, there is overlap in the capabilities that they
cover, as described in Section 4.2.1.4. About half the models provide a detailed description of each
maturity level per capability, which can significantly improve the homogeneity across organizations
and assessors. The other half provides a general description of the maturity levels based on CMMI
and lets assessors define their definition per capability. All but one model provides specific
recommendations for the defined (sub) capabilities. AlImost every maturity model provides specific
recommendations, while only Gartner provides general recommendations. An overview of all
variables regarding model structure can be found in Table 4.

Maturity model Nr. Name of attributes Nr. of (sub) Maturity Practicality
levels attributes  definition
Gartner[6] 5 Building blocks 7 Yes General recom.
DCAM[49][63] 6 Components 7/31 Yes Specific improv.
/Capabilities

Stanford[39] 5 Dimensions 3 No Specific improv.
IBM [64] 5 Categories 11 No Specific improv.
CMMI DMM[51] 5 Categories/ Process areas 6/ 25 Yes Specific recom.
MD3M[43] 5 Focus areas/Capabilities 13 /65 No Specific recom.
DMBOK[4] 5 Knowledge area 11 No Specific recom.

Table 4: Synthesis of the Analyzed Maturity Models Regarding Model Structure
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Figure 5: CMMI Maturity Levels Definition, Based on [51]

2.3.2 Model Assessment

All models suggest an assessment method, but the level of prescriptiveness differs. Like CMMI,
DMBOK, and IBM, most models suggest doing a workshop with a representative participant to assess
the maturity level collectively. However, the method does not provide assessment criteria other
than the maturity definition. Other models like MD3M provide a questionnaire, which can be used
as an assessment tool itself. Assessment costs are estimated by the level of detail in the assessment
and the number of participants involved. Models with a high amount of capabilities and without
guidance, such as a questionnaire, are estimated to have high assessment costs. About half the
models mention strong and weak points per maturity level. These strong and weak points give the
organization an indication of potential risks involved with low maturity and clearly states the
benefits of advancing to higher maturity levels. Some models clearly state the iterative nature of the
assessment, which can be used for continuous process improvements. Other models present
themselves as one-time assessments or do not explicitly mention it at all. Inherent to all models is
the pursuance to a higher maturity level. Some models present a hierarchy of capabilities within
each maturity level, which presents a priority for improvement opportunities for organizations. An
overview of all variables regarding model assessment can be found in Table 5.

Maturity model Assess. Assess. Strong/ weak  Continuous Opportunity
method cost points assess. prior.

Gartner[6] Yes Medium No Yes No
DCAM[49][63] Yes High Yes ? ?
Stanford([39] Yes ? Yes ? No

IBM [64] Yes High No Yes Yes

CMMI DMM([51] Yes Medium Yes Yes Yes
MD3M[43] Yes Medium No No No
DMBOK][4] Yes High Yes Yes No

Table 5: Synthesis of the analyzed maturity models regarding model assessment

2.3.3 Model Support

Models like DCAM and Garter were not supported by publications and only validated through claims
made by the author(s). The IBM model was validated through multiple publications, but all authors
were employed by or connected to IBM. The other models were peer-reviewed and applied in
multiple cases by external authors. Most commercial organizations offer training opportunities to
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become experts on their models. Training opportunities are often offered for a limited period or
might be incidentally. Furthermore, third parties might offer training, which is not considered in the
overview. The MD3M, CMMI DMM, and Stanford model have an academic origin. CMMI later gained
a practical focus when the non-profit CMMI Institute was founded in 2012. DAMA (DMBOK) and
EDM Council (DCAM) are both non-profit organizations with an international member base that
shares best practices. Gartner and IBM are commercial parties that offer products, research, and
advisory services. CMMI and DAMA offer their model through a (digital) book and charge a one-time
fee. EDM Council charges substantial yearly corporate licenses for access to online material. Most
models explicitly mention the use of tools. IBM includes many of their own products. Gartner refers
to its own market reports on data management tools. The other models report on tool management
and processes using tools but mention no specific capabilities or vendors. Most models have seen
revisions and adjustments over the years, except for Stanford, IBM, and MD3M. An overview of all
variables regarding model support can be found in Table 6.

Maturity model Validation support Training Origin Accessibility Tool Continuity
Gartner[6] Low No Practitioner Free Yes Yes
DCAM[49][63] Low Yes Practitioner Charged Yes Yes
Stanford([39] High No Academic Free ? No
IBM [64] Medium No Practitioner Free Yes No
CMMI DMM[51] High Yes Academic Charged Yes Yes
MD3M[43] High No Academic Free No No
DMBOK][4] High Yes Practitioner Charged Yes Yes

Table 6: Synthesis of the analyzed maturity models regarding model support

2.3.4 Data Management Capabilities
A total of 32 capabilities are mentioned in the seven data management models, of which 13 overlap
in two or more models. Despite the overlap, the capability definition can differ per model. Some
models differentiate each capability into more detailed sub capabilities. Figure 6 presents an
overview of all capabilities and the coverage per model. Figure 6 is adjusted to cover all the maturity
models identified in the literature review. The data management capabilities can be grouped into
governance, technology, data, data and system design, and related capabilities. The remainder of
this section describes the 13 overlapping capabilities to introduce a general understanding of the
most common capabilities.

The most covered capabilities are data quality, data architecture, data governance, stewardship,
metadata, and master data management. Data quality is the planning, implementation, and control
of activities that apply quality management techniques to data to ensure that it is fit for
consumption and meets the need of data consumers [4]. Data architecture refers to the models,
policies, and standards to guide data integration, control data assets, and align data investments
with business strategy [4]. Data governance is defined as the exercise of authority and control
(planning, monitoring, and enforcement) over the data management assets [4]. Stewardship is a
quality-control discipline designed to ensure the custodial care of data for asset enhancement, risk
mitigation, and organizational control [64]. Metadata describes the information about technical and
business processes, data rules and constraints, and logical and physical structures. It describes the
data itself and the relationships between the data and concepts [4]. Master data management is
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defined as managing shared data to meet organizational goals, reducing risks associated with data
redundancy, ensuring higher quality, and reducing data integration [4].

The following capabilities are mentioned in three of the models: Data management strategy, data
storage and operation, and information life cycle management. Data management strategy defines
the vision, goals, and objectives for the data management program and ensures that all relevant
stakeholders are aligned on priorities and the program’s implementation and management [51].
Data storage and operations is defined as the design, implementation, and support of stored data to
maximize its value [4]. Information lifecycle management is a systematic, policy-based approach to
information collection, use, retention, and deletion [64].

The following capabilities are mentioned in two models: organizational structures, awareness,
security, technology infrastructure. Organizational structure and awareness refer to the level of
mutual responsibility between business and IT and the recognition of fiduciary responsibility to
govern data at different levels of management [64]. (Data) security refers to the definition, planning,
development, and execution of security policies and procedures to provide proper authentication,
authorization, access, and auditing of data and information assets [4]. Technology infrastructure
focuses on the relationship of data with the physical IT infrastructure needed for operational
deployment [49].
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Figure 6: Model Capability Mapping, Adapted from [65]

17



2.4 Artificial Intelligence Maturity Models

The systematic literature review was performed in May and July 2020. The first search resulted in
1346 articles, of which two were selected. The second search resulted in 2 additional selected
articles from non-academic sources. Based on the search, it can be concluded that maturity models
for artificial intelligence are a novel field (for academics). Table 7 presents the Al maturity models
and corresponding reference.

Model References
Al Maturity Model (AIMM) [66]
Algorithmic Maturity Model (AMM) [67]
Gartner AIM [68]
Ovum AIM [69]

Table 7: Al models and corresponding references

2.4.1 Model Structure

Al maturity models either have four or five levels. All models describe the lowest level in a situation
where no Al is applied, and a certain Al-readiness needs to be reached. Gartner AIM and AMM do
not provide universal attribute definition, they only provide a definition per attribute maturity level.
While these attributes differ per model, they can be categorized into people, technology, and
processes. A more detailed comparison will follow in Section 3.4.4. All models except for AMM
provide specific improvements per attribute. All variables regarding the model structure can be
found in Table 8.

Maturity model Nr. Name of attributes Nr. of (sub) Maturity Practicality
levels attributes  definition

AIMM [63] 5 Dimensions 4 Yes General recom.

AMM [66] 4 N/A 5 Yes Specific improv.

Gartner AIM [64] 5 Indicators 5 Yes Specific improv.

Ovum AIM [65] 4 Core assess. pillars 5 Yes Specific improv.

Table 8: Synthesis of the Al maturity models regarding model structure

2.4.2 Model Assessment

All models have little information on the maturity assessment itself. Only the Gartner AIM hints at an
assessment method as ‘place yourself on the curve’. The other models do not mention any inherent
assessment method. Gartner AIM hints at performing the assessment continuously and that
potential improvements should be prioritized. These points are briefly mentioned but not central to
the model. All variables regarding model assessment can be found in Table 9.

Maturity model Assess. Assess. Strong/ weak  Continuous Opportunity
method cost points assess. prior.

AIMM [63] No ? No No No

AMM [66] No ? Yes No No

Gartner AIM [64]  Yes Low No Yes Yes

Ovum AIM [65] No ? Yes No No

Table 9: Synthesis of the Al maturity models regarding model assessment
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2.4.3 Model Support

The two academic models have low validation support. The AIMM is research in progress. The
original publication has no validation, and the research is still in progress at the time of writing. The
book in which AMM is published has numerous citations, but these do not mention the model itself.
Gartner and Ovum claim some validation as being industry leaders and working with experts. No
training is available for any of the models as the book mentioning AMM has a moderate price tag,
while the other models are freely available. For extensive documentation for the AIMM, a Gartner
subscription is required. All models mention Al tools and platforms explicitly. Half the models have
known revisions or announced them. All variables regarding model support can be found in Table 10.

Maturity model Validation support  Training Origin Accessibility Tool Continuity
AIMM [63] Low No Academic Free Yes Yes
AMM [66] Low No Academic Charged Yes No
Gartner AIM [64] Medium No Practitioner Free Yes Yes
Ovum AIM [65] Medium No Practitioner Free Yes No

Table 10: Synthesis of the Al maturity models regarding model support

2.4.4 Al Dimensions

The four models combined have 19 attributes, which can be combined into seven overlapping
attributes. The attributes and overlap are presented in Table 11. Only Ovum AIM and AIMM present
a general definition of the attribute, which can be directly mapped onto each other. The other
models provide a definition of each attribute per maturity level, for which the general definition
must be reverse-engineered in order to map it to the others. Strategy refers to the plan of action
and roadmap to support Al [69]. Data covers the availability of data assets and analytics capabilities
[69]. The organization covers business characteristics such as culture, managerial structure, and
decision making [69],[66]. People refer to individuals within an organization involved in Al [66].
Technology refers to the technologies and capabilities that are leveraged to implement Al [69].
Operations cover the where and how Al is supporting processes [69]. Budget & measures refer to
the financial and structural involvement of Al [68].

AIMM AMM GAIM OAIM
Strategy Vision & strategy Strategy

Data structure  Data Data
Analytics

Organization Organization/ Organization & Governance Organization

People People

Al functions Technologies employed Technology
Decisions Al usage Operations

Budget & Measures
Table 11: Model attribute mapping

2.4.5 Al Maturity Levels

The maturity levels differ across the different models, Table 12 presents an overview. Only the
AIMM uses the five CMMI levels. Gartner AIM levels correspond roughly to these levels while using
more business-oriented terms in the description. Gartner AIM deviates from the other models,
which have an initial stage where no Al is present in any dimension. Instead, the lowest stage starts
with planning for Al adoption by identifying first use cases and success criteria. Level 2 evolves
around the discovery, experimentation, and assessment of Al technology. In the third stage, Al has a
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defined position within the organization, and the first use cases are in production. In the fourth
stage, Al creates a significant impact, processes are automated, and productivity is improved. The
highest maturity level describes a synergy stage between human intelligence and Al, resulting in
augmented intelligence.

Level AIMM AMM Gartner AIM Ovum AIM
la Initial Non-algorithmic Al Novice
1b Planning

2 Assessing Experimentation Al-ready

3 Determined Semi-automated  Stabilization

4 Managed Automated Expansion Al proficient
5 Optimized Super intelligent Transformation Al advanced

Table 12: Model maturity level mapping

2.5 Maturity Model Development
2.5.1 Maturity Model Types

The first concept of a maturity model within information systems originated in 1974 [70]. Five years
later, the original four-level model was extended to a six-level model, and the notion of gradually
improving business processes by using these stages started. Since then, numerous maturity models
have been developed. A maturity model is an assessment tool for specific areas of interest, which
measures the degree of sophistication at which activities within this area are executed. Common for
all maturity models is a set of interest areas: focus areas and a defined scale of maturity. The main
differences between these models are in the type and structure. The three basic types are: staged
fixed-level, continuous fixed-level, and focus area models. The difference between these types is
illustrated in Figure 7. Staged fixed-level models (‘a’ in Figure 7) have fixed and generic maturity
levels, generally five. Each level has several focus areas associated with that level, and all those focus
areas need to be satisfied to reach that maturity level. A continuous fixed-level model (‘b’ in Figure
7) generally has five levels as well, but each focus area has its own maturity level. A focus area
maturity model (‘c’ in Figure 7) has several specific maturity levels per focus area, not limited to five.
The overall maturity of an organization is the combination of the maturity levels of all focus areas
[71].

1 12 [3]14]5 1 1213 |14 |5
FAL1 [ X FALl | X | X | X | X | X
FA2 | X FAZ [ XXX X X
FA 3 X FAZ | X [ X | X | X | X
FA 4 X FA4 | X | X | X | X | X
a) b)
I 1213 4 |5 6 | 7
FALl | X X
FA2 X X
FA3 | X X X
FA 4 X X
c)

Figure 7: Three Types of Maturity Models: Staged Fixed-Level (a), Continuous Fixed-Level (b), Focus Area (c), source [71]
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Various IT-related maturity models exist. Mettler & Rohner (2009) found 135 different maturity
models related to information systems. De Bruin et al. (2005) identified 150 maturity models related
to IT management. A recent systematic literature review identified the methodologies, methods,
and guidelines used by the academic community to develop IT maturity models [73]. It is essential to
define the difference between these concepts when analyzing maturity model development. The
methodology refers to a set of steps to conduct any type of research. The method is the tool that
researchers use to gather data in order to complete those steps. Guidelines describe the steps that
are necessary to develop a maturity model.

2.5.2 Methodologies

The 2020 systematic literature review finds that the majority of researchers are using their own
methodologies to design maturity models [73]. These ‘ad hoc’” methodologies make up almost half of
all studies. The other 37% of the studies did not specify any methodology. These numbers indicates a
lack of good practices in the research development in this domain. Established methodologies such
as design science research (DSR) and action research only make up 15% and 3%, respectively.

In recent years, the adoption of design science methodology within maturity model development is
growing [73]. Design science is the design and investigation of artifacts in context [20]. The artifact is
designed to improve a problem within the context. The maturity model is the artifact, and the
context is the set of capabilities it aims to improve. The validation method in design science uses a
model of the real-world context, which simulates realistic conditions.

Action research is an approach where a researcher collaborates with a practitioner to solve a real-
world problem [20]. Hult and Lennung [74] provide a more detailed definition of information
systems action research, based on six characteristics. Action research; (1) aims at understanding an
immediate situation; (2) simultaneously assists in practical problem solving and expands scientific
knowledge; (3) is performed collaboratively and enhances the competencies of the respective
authors; (4) uses data feedback in a cyclical process; (5) is primarily applicable for the understanding
of change processes in social systems and (6) is undertaken within a mutually acceptable ethical
framework. Within the context of maturity model development, a model under development would
be applied to solve a problem for a client while simultaneously researching the social impact and
contributing scientific knowledge.

While DSR and action research have similarities, they differ significantly [75]. DSR per definition
includes the design of an artifact, while action research does not. Within action research, the artifact
under development is applied to a real-world problem, while in DSR a model of the artifact and
context can be used. Action research collaborates with practitioners and focuses on researching the
social context, while this is not necessarily the case with DSR. Despite the differences, these two
methodologies can complement each other, especially in the validation of the artifact. Using a model
of a real-world context in DSR is considered less robust than action research. However, performing
simulations with a model requires less time than solving a real-world problem, making it easier to
perform multiple experiments and generate a stable result. While action research provides a more
realistic validation of the artifact, DSR provides a suitable methodology for the early development of
maturity models.
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2.5.3 Research Methods

The 2020 systematic literature review identified twelve different methods employed in the
development of maturity models, with almost half of the articles combining multiple methods [73].
The most popular method is the literature review in 68% of studies, followed by interviews (20%),
case study (7%), focus group (6%), and surveys (5%). Other methods are less popular and only used
in one or two studies.

The following methods are used in maturity model development:

e Literature review: method of identifying, evaluating, and synthesizing the existing work
produced by researchers, scholars, and practitioners [37].

e Interview: qualitative research technique that involves asking in-depth questions with exerts
to collect data.

e (Case study: in-depth research of a single instance to explore causes of underlying principles.

e Focus group: a technique where a group discusses a specific topic, aiming to synthesize
personal experiences and perceptions through moderated interaction [76].

e Survey: data collection method using written response to questions.

e Delphi: iterative method to collect and distill the judgments of experts using a series of
guestionnaires interspersed with feedback [77].

e Content analysis: a method where concepts found in the interpretative data analysis are
added to a conceptual research framework [20].

e Workshop: method using domain-related cases in a workshop format

e Entropy: a method that uses weights to evaluate results. The weights are determined
according to the influence of the relative change [78].

e (Card sorting: a method where participants assign categories to sub-components, optionally
with hierarchy.

e Meta-synthesis: method to integrate findings from multiple qualitative studies [79].

e Analytical hierarchy process: a method where alternatives are analyzed by hierarchical
(sub)criteria [78].

2.5.4 Guidelines for Developing Maturity Models

Guidelines provide a description of the steps described in a methodology for developing maturity
models. Many researchers have presented their own guidelines or synthesized them from literature.
At least 14 guidelines for maturity model development have been identified [73],[80]. While most
researchers use their own guidelines, the adoption of maturity model development guidelines in the
scientific community has increased over the past 15 years [73]. Based on citation count, the models
of Becker et al. [15] and de Bruin et al. [16] are the most popular. In addition, the less-cited models
of Mettler and Rohner [72], Maier et al. [81] and van Steenbergen [82] are considered as well, as
they present different approaches that include organizational characteristics, a grid maturity scale,
and specific steps for focus area model development.

In 2005, de Bruin et al. concluded that there is little documentation on developing a maturity model
that is theoretically sound, rigorously tested, and widely accepted [16]. De Bruin et al. were the first
to generalize the phases of maturity model development into six general phases [16]:
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Scope: determine model focus and stakeholders

Design: develop the model architecture, audience, and application

Populate: determine domain components and measurement methods

Test: analyze the relevance and rigor of the model and measurement instruments
Deploy: make the model available for usage

Maintain: keep a repository to support model evolution and development

ounhswWwNRE

A 2020 systematic literature review identified that the guidelines by Becker et al. [15] and Hevner et
al. [83] are the most widely accepted, with 10% and 5% adoption [73]. The guidelines by Hevner et
al. outline design science research within information system research and are not specific for
maturity model development. Becker et al. build on top of this knowledge by proposing guidelines
specific to maturity model development. Becker et al.’s procedure model for developing maturity
models consists of seven steps:

1. Problem definition: design science aims to develop a problem-solving artifact; therefore, the
first step is to define the problem the model aims to solve.

2. Comparison of existing maturity models: compare existing models to determine the design
strategy.

3. Determination of development strategy: construct a new model, combine existing models,
or transfer structures or content from existing models to a new context.

4. Iterative maturity model development: the development of the model itself, in four
iterative steps: select level design, select approach, design model section, and test result.

5. Conception of transfer and evaluation: transfer results to the academic and practitioner
community.

6. Implementation of transfer data: make the maturity model accessible to the target
audience.

7. Evaluation: test the designed model for comprehensiveness, consistency, and problem
adequacy. If insufficient, another development phase is entered.

Mettler and Rohner [72] present guidelines for designing situational maturity models. Situational
models are designed to include the situativity in organizational design. These guidelines can assure a
better fit for a specific organization but limits the generalizability of the model and comparability
between organizations. While the authors do not explicitly define guidelines, they present them
according to an example case:

1. Problem identification and motivation

2. Objectives of the solution

3. Design and development: consist of basic maturity model design, specification of the
maturity levels, configuration of parameters, and proof of concept.

Maier et al. [81] propose guidelines for developing maturity grids. According to the authors, maturity
grids differ from maturity models in their work orientation, models of assessment, and intent.
Maturity models define specific processes, while maturity grids define general characteristics of
what any process should look like. Maturity models generally use surveys with Likert scales or binary
yes/no questionnaires in their assessment, while maturity grids are structured around a matrix or
grid. In their intent, maturity grids tend to be less complex and formal than maturity models. The
development guidelines consist of four steps and corresponding decision points [81]:
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Planning: Specify audience, aim, scope, and success criteria

Development: Select process areas, maturity levels, formulate cell text and define
administration mechanism

Evaluation: Validate and verify the model

Maintenance: Check benchmark, maintain results database, document and communicate
development process and results

Van Steenbergen et al. [82] present guidelines for the design of focus area maturity models. Focus
area models do not use the generic maturity levels that fixed-level models use but are designed to
enable incremental improvement in specific functional domains. Each focus area has its own number
and type of maturity level. The development consists of ten steps:

1.

9.

Identify the scope and functional domain: Determine scope and domain to ensure a useful
model

Determine focus area: Determine focus areas within the domain from literature, focus
groups, or case studies

Determine capabilities: Develop a rationale of how to focus areas can be incrementally
improved

Determine dependencies: Identify dependencies between capabilities within and outside
the focus area

Position capabilities in a matrix: Capabilities that are dependent on others are placed
further to the right. Independent capabilities may be placed on the same scale

Develop assessment instrument: Formulate control questions for maturity assessment
Define improvement actions: present suggestions for incremental improvement
Implement the maturity model: Perform surveys, interviews, or workshops to collect
assessments

Improve Matrix iteratively: Evaluate how the model assists in improvement

10. Communicate results: Communicate model to practitioners and the scientific community

Table 13 presents an overview of the identified maturity model development guidelines according to
the classification by van Steenbergen [78].

Common De Bruin et al. Becker et al. [15] Mettler and Maier et al. Van Steenbergen et al. [82]
phase [16] Rohner [72] [81]
Scope -Scope - Problem definition -Problem -Planning -ldentify scope and
- Comparison of identification & functional domain
existing models motivation
-Objectives of
the solution
Design -Design -Determination of -Design and -Development | Determine:
model -Populate development strategy | development -Focus area
components -Iterative model -Capabilities
development -Dependencies
-Position capabilities
Develop -Populate -Conception of -Develop assessment
instrument | measurements transfer and instrument
evaluation -Define improvement
-Test -Evaluation actions
Implement -Deploy -Implementation of -Maintenance @ -Implement MM
& exploit transfer data -Improve Matrix iteratively
-Maintain -Evaluation -Communicate results

Table 13: Development guidelines overview
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3. Design and Development

This Chapter covers the maturity model design and development. Section 3.1 outlines the
development strategy for the ADM Maturity model. Section 3.2 describes the execution of the
development strategy. Section 3.3 presents the capabilities, sub capabilities, and processes of the
model. Section 3.4 summarizes the result by presenting the ADM Maturity Model Assessment Tool.

3.1 Mixed-Method Development Strategy

The present research applies the design science methodology. Within this methodology, the decision
is made to apply the guidelines of Becker et al. [15]. The reasons for this choice are the following: (1)
the guidelines are based on DSR, in line with Hevner et al. [83] (2) have the highest adoption in the
scientific community, and (3) explicitly include the comparison of existing maturity models. The
procedure model for the present research can be found in Figure 8. The procedure model is
executed using a mixed-method strategy, consisting of a systematic literature review, metamodel
analysis and synthesis, expert interviews, and market research. This section describes each step of
the procedure model and methods used.

1 2 3

Comparison of Determination of

—> Problem definition ——> existing maturity ——>  development
models strategy

TYes, new version l
5 4 w)

No ) Iterative model
€ Evaluation € development

Figure 8: Procedure model for guidelines based on Becker et al. [15]

The first step is the problem definition. In this phase, the research problem is identified, the
relevance established, the stakeholders are identified, and the research goals are formulated. The
research problem is formulated based on a literature review, market analysis, and expert interviews.
The interviews are additionally used to establish relevance and demand for the ADM maturity
model. The problem definition is presented in Section 1.1.

The second step is the comparison of existing maturity models. For this, a systematic literature
review is performed using the approach of Kitchenham [37] to identify maturity models for data
management and artificial intelligence. The comparison of existing maturity models is presented in
Section 2.3-2.4.

The third step covers the determination of the development strategy. The basic strategies to
developing a maturity model are: design a completely new one, enhance existing models, combining
several models into a new one, and the transformation of structure or content from existing models
to a new domain [18]. The choice is made to combine existing maturity models, for which the
motivation can be found in Section 3.1.1.

The fourth step includes the iterative model development, containing the phases of select the level
design, select approach, design model, and test result. The choice is made to use a metamodeling
approach. The metamodel for each maturity model for data management and artificial intelligence is
modeled and used to compare similar constructs. The metamodel approach is detailed in Section
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3.1.2 and the systematic comparison is presented in Section 3.1.3. The result of the metamodel
comparison is an overview of all the processes and capabilities of the maturity models from the
literature. Expert interviews and market research are conducted, as presented in Section 3.1.4, to
identify capabilities and processes that are relevant for augmented data management. By analyzing
the market research and expert interviews as presented in Section 3.1.5, the maturity model is
constructed as described in Section 3.1.6.

The final step combines the last three steps of Becker et al. [15] into one evaluation phase. The
evaluation phase consists of expert interviews to validate the model and case studies to
demonstrate the applicability of the model. This mixed-method validation strategy is detailed in
Section 4.1. Table 14 provides an overview of these procedure steps and the corresponding sections
of the thesis.

Procedure Model Step Section
1 Problem Definition Section 1.1
2 Comparison of models Section 2.3-2.4
3 Determination of strategy Section 3.1
4 lterative development Section 3.2-3.3
5 Evaluation Chapter 4

Table 14: Procedure Model Steps and Corresponding Sections

3.1.1 Combining Existing Models

The systematic literature review resulted in an overview of data management and artificial
intelligence maturity models in Sections 2.3 and 2.4. Based on the overview of all the model
structure, assessment, support, and content, there are strong indications that a combination of
existing maturity models is the best strategy. All data management models consist of a similar set of
five or six maturity levels set of similar (sub) capabilities. Some of these data management models
are widely known and used. Building on top of these models enhances the potential usability and
ease of use. As augmented data management seeks to improve current data management
processes, these capabilities provide an excellent starting point. The maturity levels of existing data
management models can be extended with knowledge from artificial intelligence maturity models to
reflect augmentation. Therefore, the choice is made to combine existing maturity models. As all the
existing models are continuous-fixed level, the choice is made to use this model type.

For defining maturity stages, a top-down or bottom-up approach can be used. With a top-down
approach, the maturity stage definition is proposed first, followed by determining the measures that
fit the definition. In contrast, a bottom-up approach starts with the requirements and measures and
defines the maturity stage based on those. A top-down approach works well in a new domain where
little is known on maturity indicators and measurements, while a bottom-up approach is better
suited within more developed domains [16]. Due to the novelty of augmented data management,
the choice is made to adopt a top-down approach for defining maturity stages.

3.1.2 Metamodel Approach

The design strategy is to combine existing maturity models. A metamodel approach is used to
identify similar constructs of each maturity model to systematically compare and synthesize them,
as presented in Section 3.1.3. The metamodeling approach is essential, as each maturity model uses
different definitions and structures. The metamodel is constructed from the content diagram and
description in the publication of each model. Figure 9 displays the metamodels for the four Al
maturity models, and Figure 10 displays the seven data management maturity models.
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By analyzing the metamodels, similar constructs can be identified across maturity levels. Figure 9
presents the metamodels for the Al maturity models. Each row represents similar constructs in
terms of granularity and hierarchical structure. The top row presents the name of the four Al
maturity models. The second row presents the common construct ‘maturity model’, named
‘dimension’ in AIMM and AMM, ‘capability’ in Gartner AIM, and ‘pillar’ in Ovum AIM. The third row
presents the construct ‘maturity level’, which has the same name in every model. The final row
presents ‘assessment’ constructs, which AMM and Gartner AIM define as ‘indicator’ and Ovum AIM
as ‘attribute’. The capabilities and maturity levels of each maturity model are compared using the
systematic comparison method, as presented in Section 3.1.3.

Figure 10 displays the metamodels for the DM maturity models. From top to bottom, the rows
present the following common constructs: model name, group, capability, maturity level, and
assessment. The data management maturity models are more diverse in terms of architecture,
definitions, and granularity. Based on the metamodel analysis, the constructs are divided into
capabilities and sub-capabilities of the same granularity. In each maturity model, the ‘higher level’
capability is defined as Focus area (MD3M), Capability (DCAM), Maturity component (Stanford),
Process area (CMMI), Category (IBM DGMM), knowledge area (DAMA DMBOK), and building block
(Garter EIMM). The ‘lower level’ sub-capabilities are defined as capability (MD3M), sub-capability
(DCAM), Related processes (CMMI), sub-steps (IBM DGMM) Activity (DAMA DMBOK). The
capabilities, sub-capabilities, and maturity levels of each maturity model are compared using the
systematic comparison method, as presented in Section 3.1.3.
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3.1.3 Systematic Metamodel Comparison

In the metamodel analysis, similar constructs from different maturity models are identified in order
to compare them. The method by Lautenschutz et al. [84] is used to systematically compare these
constructs. The method consists of four steps:

1. Conduct a literature review of related maturity models, as presented in Section 2.3-2.4.

2. Use the construct diagram of each model to construct its metamodel. The metamodels are
used to identify and compare similar constructs of each model, as presented in Section
3.1.2.

3. Select the pivot model for the comparison. The result of the comparison does not depend on
the pivot model; it merely determines the presentation.

4. Perform a systematic comparison of constructs of each model with the pivot model.
Equivalent constructs can be mapped to each other or presented as a unique construct.

The systematic comparison (step 4) is the most crucial step of the method. Metamodel analysis is
used to compare constructs of different maturity models that do not necessarily have the same
name or description [85]. The analysis is done using either deductive or inductive reasoning.
Deductive reasoning means a thinking process starting from general constructs to more detailed
ones, i.e., by splitting the general construct into smaller constructs and trying to compare those.
Inductive reasoning works from detailed to general by grouping multiple smaller constructs into a
group or category which can be matched to other constructs. For example, DCAM presents the
capability ‘baseline data quality’, DAMA DMBOK present the capabilities ‘define scope of initial
assessment’ and ‘perform initial data quality assessment’. By using inductive reasoning, it can be
argued that both capabilities by DAMA DMBOK are sub capabilities of the umbrella category
‘baseline data quality’. On the contrary, using deductive reasoning, it can be argued that ‘baseline
data quality’ could be split into the more detailed capabilities described by DAMA DMBOK.

During the present research, multiple matrices are constructed by comparing the model’s maturity
levels and capabilities. Figure 11 illustrates this concept. The matrix columns consist of the different
maturity models, while the first column is the pivot model. The rows present the compared
constructs. One table is constructed for the maturity levels and one for the capabilities. Each
construct, illustrated in Figure 11 as a green cell, has a description used for the qualitative content
analysis and as a rationale to substantiate its mapping relative to the pivot construct. Constructs that
are on the same row are equivalent. From the simplified example in Figure 11 it can be seen that
model B does not have a construct that maps to the first construct of the pivot model (empty cell),
but model C does (green cell).

Pivot Model Model B Model C

Compare Compare
«—» < >

»

Figure 11: Visualization of the Comparison Table and Systematic Metamodel Comparison
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The comparison matrix creates an overview of all constructs of the maturity models and whether
they overlap with other models. The DAMA DMBOK model is used as the pivot model for comparing
the data management models as it covers all the selected capabilities. For comparing Al maturity
models, the pivot model is AMM. The result of the comparison does not depend on the pivot model
but choosing the most comprehensive model facilitates a structured comparison. The result of the
comparison is an overview of all activities related to the selected capabilities while additionally
displaying overlap between models. The overview of the systematic comparison can be found in
Appendix B.

3.1.4 Expert Interviews and Market Research

The comparison table for the selected data management capabilities provides an overview of all
associated sub-capabilities and processes. Seven interviews are conducted with industry experts to
identify which capability activities are relevant for augmented data management and compose the
ADM maturity model. The industry experts are selected based on the criteria that they have at least
five years’ experience with both artificial intelligence and data management.

The goals of the interviews are (1) to confirm the selection of capabilities as having the highest
potential and priority to be augmented, (2) to confirm the subfields of Al: ML, NLP, Expert systems,
Vision recognition, Speech recognition, Planning and Robotics, and (3) to identify which processes
can be augmented with Al. The following questions are used for the semi-structured interviews to
establish these goals:

1. How to leverage Al technology to augment data management capabilities?

2. Do you agree that the main subfields of Al are ML, NLP, Expert systems, Vision recognition,
Speech recognition, Planning, and Robotics? Would you add/remove some?

3. Do you think metadata management, master data management, data integration, data
quality, and database management have the largest potential for Al augmentation?

4. How can Al be leveraged within those capabilities? What are the current and future
applications?

5. Are you familiar with maturity models? Do you think it could be useful to have a maturity
model for augmented data management?

In addition to expert interviews, market research is conducted on industry-leading software vendors
that claim to incorporate augmented data management capabilities into their tools. These software
vendors are selected from market reports from Gartner [86] and by asking the experts during the
interviews. By combining the interviews and the market research, a comprehensive overview can be
constructed of augmented data management processes; Section 3.1.6 explains this process in more
detail. Table 17 in Section 3.2.5 presents a list of all interviews and market research sources that are
used for the construction of the model.

3.1.5 Qualitative Data Analysis

The expert interviews are transcribed for analysis. To extract grounded and valuable insight from the
data, the qualitative data analysis guide by Dey is used [87]. The full transcripts of the expert
interviews can be found in Appendix C. The analysis approach can be summarized in three steps:
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1. Reading and Annotating: Read the transcriptions, highlight, and annotate sections relevant
to the maturity model, the open questions, or the evaluation criteria.

2. Categorizing Data: Label the data with categories. The list of categories can be found in each
transcription Appendix.

3. Corroborating Evidence: Data is combined based on the categories and content, e.g., the
(sub) capability or process that the comment targets.

To increase the support and validity of the findings, the qualitative content analysis is peer
debriefed. Peer debriefing is the critical analysis of the interpretation process by independent by
scientific peers [20]. The choice for this validation method is made because the peer can critically
evaluate the interpretation process without being an expert on Al and data management. The peer
has experience in qualitative content analysis and was presented with the transcripts of the expert
interviews, the interview questions, the labels, and the decisions made during the interpretation
process. After critical evaluation, the peer noted that the transcripts often literally contained the
labels and that the interpretation process was straightforward and valid.

3.1.6 Constructing the ADM Maturity Model

The ADM maturity levels are synthesized from the systematic comparison of the maturity levels
from the Al and data management maturity models. The synthesis is done along two axes, one for
data management maturity and one for Al maturity.

The ADM capabilities are constructed by combining the systematic comparison with the expert
interviews and market research. Figure 12 illustrates and simplifies this process. On the left, all
models are systematically compared to identify all related data management processes for the five
selected capabilities from literature. The interviews and market research identify which processes
can be augmented by leveraging Al; these processes compose the draft ADM maturity model. The
draft version is evaluated and refined in order to present the final version.

Model A | Model B Model C | | Interviews | | Market res. | ADMMM

Figure 12: Construction of ADM Capabilities Simplified
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3.2 ADM Maturity Model Version 1.0

This section describes the development of the first version of the ADM Maturity Model. Section
3.2.1 compares the maturity levels of existing models. Section 3.2.2 presents the maturity levels for
the ADM Maturity Model. Section 3.2.3 compares and synthesizes the capabilities of existing data
management models. Section 3.2.5 presents the process of selecting sub-capabilities and processes,
which are presented in Section 3.3.

3.2.1 Synthesizing Maturity Levels

Table 15 presents the maturity levels for the Al models and the mapping to the pivot model AIMM.
Table 16 presents the maturity levels for the DM models and the mapping to the pivot model DAMA
DMBOK. All maturity levels are either mapped onto a level from the pivot model or presented as a
new level, using the systematic comparison method. An example from Table 15: the AIMM does not
describe a maturity level in which an organization has not taken any proactive steps in leveraging Al.
The lowest maturity level of AMM describes such a state, and therefore level 0 is introduced. The
lowest maturity level of GAIM and OAIM both describe a state where no proactive steps in Al have
been taken, so they are mapped to level 0 accordingly. The description of all maturity levels and the
rationale for their mapping can be found in Appendix B.

Lvi AIMM AMM GAIM OAIM

0 Non-algorithmic Planning Al Novice

1 Initial - Experimentation -

2 Assessing - - Al Ready

3 Determined Semi-automated Stabilization -

4 Managed Automated Expansion Al Proficient

5 Optimized Super intelligent Transformation Al Advanced

Table 15: Maturity levels of Al models
Lvi DAMA DCAM Stanford Gartner cMMmi IBM MD3M
DMM
0 No Capability  Not initiated - Aware - -
1 Initial / Ad Conceptual Initial Reactive Performed Initial Initial
Hoc
2 Repeatable Developmental Managed Proactive  Managed Managed Repeatable
3 Defined Defined Defined - Defined Defined Defined
process

4 Managed Capability Quant. Managed Measured Quant. Managed &
achieved managed managed measurable

5 Optimization Capability Optimizing Optimized Optimized Optimizing Optimized
enhanced

Table 16: Maturity levels of DM model

32



3.2.2 ADM Maturity Model Levels

As identified in Section 3.2.1 the maturity levels are synthesized for the ADM Maturity Model and
resulted in two maturity axes: one for data management process maturity and one for augmentation
maturity. The initial idea was to combine the levels from both Al and DM maturity models into one
scale for augmented data management. Combining these scales was not feasible, as process
maturity and the degree of augmentation are fundamentally different concepts; one process can
score high on data management maturity while scoring low on augmentation. As data management
maturity models are being applied in practice, and the ADM Maturity Model intends to complement
these models, the choice was made to include two scales with separate maturity levels. Figure 13
presents the two maturity axes and a short description of each level. The vertical scale is the data
management maturity scale, the horizontal scale the augmentation maturity scale. The two scales
are applied independently to assess the same (sub) capabilities and processes.
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Processes are measured.
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iz managed across the
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Processes are executed
and planned in
accordance with certain
policy, but primarily
project-based.

Managed 2

[2Aa7 Ajlinie|y Juawaseuely eleq

The first augmentation Routine tasks and Al-augmentation is routine

Processes are manual,

Initial |1

unpredictable, poorly
contrelled, reactive and
typically not applied
across business units.

The organization is
becoming aware of the
value of Al and is
actively making plans to

projects are in
production and being
scaled, where Al
recommends a course of

decisions are automated.
The business
increasingly trusts Al to
make critical business

and expected as an

element of all processes.
More and more complex
decisicns are made by Al

augment processes action. decisions. autonomously.
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Experimental Ready

Incomplete. 0

Mo process
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Figure 13: ADM Maturity Axis

3.2.3 Selecting Capabilities

The seven data management models combined contained a total of 32 capabilities, which are
presented in Section 2.3.4. Some of these capabilities are quite detailed, others are universal and
were mentioned in multiple models. A selection is made of five universal capabilities with the largest
potential to be augmented to scope the research. The other capabilities still have the potential to be
augmented; the selection is made with the sole purpose of scoping the research. The selection is
made based on three criteria that indicate a high potential and priority for the capability to be
augmented:
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- The amount of data: Data is a prerequisite to apply Al and ML. Data heavy processes have a
large potential to be optimized by Al and ML [86].

- Literary consensus: Capabilities that are present in multiple models can be seen as ‘core
elements’ of data management.

- The amount of manual work: By augmenting time-intensive tasks, more data can be
analyzed, while data professionals can focus on other value-adding activities.

Using these criteria, the selection is based on the following observations from the systematic
literature review and market research: Data quality, metadata management, and master data
management are amongst the most mentioned capabilities from literature, as resulted from the
literature review in Section 2.3.4. These capabilities are amongst the most data-heavy. Informatica,
one of the leading developers of Enterprise Cloud Data Management tools, incorporates Al in its
platform to enhance data quality, data integration, metadata management, and master data
management [88]. A survey by Gartner on Data and Analytics trends in 2018 revealed tasks with the
highest priorities to automate [89]. Data integration is ranked highest with 49%. Data ingestion
(29%) tasks closely overlap with data integration and database management capabilities. Data
preparation and cleansing (37%) tasks are part of data quality. IBM and 451 Research identify
database management as a field where Al has a high potential in automating tasks and improving
operational performance [90]. To summarize, the five selected capabilities are metadata
management, data integration, master data management, data quality, and database management.

The capabilities that are not included are still crucial to data management as a whole and can still
have the potential to be augmented. For example, data governance is an important capability yet
has a low potential to be augmented as it covers mostly social processes. Data management
processes can be optimized and augmented; however, if no one adheres to the policies and
processes are not governed, the outcome is still bad. Some data management maturity models
mention different capabilities that are included as sub-capabilities within the selection—for
example, the capabilities of data modeling, risk management, and compliance. Data modeling is
included as part of metadata management, master data management, and database management.
Risk management and compliance are partly covered in data integration, metadata management,
and master data management.

3.2.4 Synthesizing Capabilities

For the ADM Maturity Model, five capabilities were selected in Section 3.2.3. These capabilities are
first synthesized from existing data management models by using the systematic metamodel
comparison method. This comparison results in one overview of all the relevant sub-capabilities and
processes. The overview consists of distinct 46 sub-capabilities. The overview including descriptions
and mapping rationale, can be found in Appendix B. Using this overview, a selection can be made of
sub-capabilities and processes that are relevant to the ADM Maturity model, which is covered in
Section 3.2.5 and 3.3.

The rest of this section summarizes the main sub-capabilities and processes from all data
management models associated with the five selected capabilities: data quality, metadata
management, data integration, master data management, and database management.
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Data Quality

Data quality is a set of practices concerning the planning, implementation, and control of activities
that aim at maintaining a high quality of information in order to meet the requirements of data
consumers. This process applies to the acquisition of data, the implementation of advanced data
processes, and the effective distribution of data. Because of this, data quality is strongly related to
other capabilities. The definition of data quality depends on the dimensions considered and must be
suitable for the organization’s business goals. The following presents a set of dimensions with
general agreement on the definition and measurement approaches [4]:

- Accuracy: the degree of representing real-life entities, measured in comparison with a
verified accurate source.

- Completeness: the proportion of data stored against the potential for 100%

- Consistency: the absence of difference when comparing two or more representations of a
thing against a definition.

- Integrity: a combination of completeness, accuracy, and consistency

- Reasonability: the degree data patterns match expectations, can be measured by comparing
to benchmarks or historical data

- Timeliness: The degree to which data represent reality from the required point in time can
be measured by latency.

- Uniqueness: No entity instance will be recorded more than once within the dataset, can be
measured by testing against the key structure.

- Validity: Data is valid if it conforms to the syntax (format, type, range) of its definition and
measured against the syntax itself.

A variety of tools is associated with managing data quality. Data profiling tools produce generic
statistics that enable quality assessments and can be used for monitoring. Profiling tools augmented
with visualization capabilities serve the data discovery process. Data querying tools make it easier to
request large data sets for more in-depth analysis. Modeling and ETL tools are used to create data
processes and therefore have a direct impact on the data quality. Data quality rule templates guide
data expectations. Formulating rules that bridge business and technical terms helps in providing
complete and quality data. Metadata repositories can be used to this extend, as definitions of high-
quality data are a valuable kind of metadata.

The following sub-capabilities and processes are related to data quality management [4], [43], [51],
[64]:

Establish data quality policies:
o Define high-quality data: determine fit that fulfills business requirements for all
stakeholders
o ldentify critical data: focus on the most important data
o Establish awareness: communicate the benefits of data quality and consequences of
bad quality.
- Baseline data quality: measure data objectively to understand data content and
relationships
- Data profiling: develop an understanding of the content, quality, and rules of the specified
data set
- Build the business case
o ldentify and prioritize potential improvements
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o Define goals
- Cleanse the data: define mechanismes, rules, processes, and methods to validate and correct
data according to predefined business rules
- Monitor the data quality over time: Incorporate a systematic approach to measure and
evaluate data quality according to processes, techniques and against data quality rules

Metadata Management

Metadata describes the information about technical and business processes, data rules and
constraints, and logical and physical structures. It describes the data itself and the relationships
between the data and concepts. Metadata management structures the planning, implementation,
and control to establish high quality and integrated data [4]. Metadata helps an organization
understand its data, its systems, and its workflows. It enables data quality assessment and is integral
to the management of databases and other applications. A metadata repository acts as a catalog of
data within the whole organization. Metadata repository management tools can be used to find
available data in one central location. Data can either be manually entered or extracted from
sources via connectors. The tool itself simultaneously acts as a metadata source, as it can exchange
metadata from other repositories [4].

The following sub-capabilities and processes are related to metadata management: [4], [64]:

- Create Metamodel: create a data model for the metadata repository.

- Apply Metadata standards: metadata should be monitored to comply with quality and
security standards and enable data exchange. Standards include naming conventions,
custom attributions, security, visibility, and processing documentation.

- Manage metadata stores: this involves monitoring, responding to reports, warnings, job
logs, and resolving various issues in the repository environment. Monitoring operational
data ensures that issues are resolved, such as failing operations.

- Create and maintain metadata: central for all sub-activities is to assign accountability, set
and enforce standards, and create feedback loops for continuous improvement.

o Ensure data lineage: create technical metadata to make an audit trail for data
movement, where does the data come from, where does it go, how is it transformed

o Integrate metadata: Collect and integrate metadata from diverse sources to ensure
knowledge about the similarities and differences in the organization’s data.

o Merge business metadata from the business glossary with technical metadata from
the data dictionary to bridge business and technical teams.

o Distribute and deliver metadata: Provide standard ways to make metadata
accessible from a centralized repository to metadata consumers (people and
systems) via intranet sites, reports, data warehouses, modeling tools, and APIs.

- Query, report, and analyze metadata: use metadata in Bl, business decisions, and business
semantics. Conduct impact analysis: map dependencies and impact on data flow

Data Integration

Data integration describes processes that are related to the movement and consolidation within and
between data stores, applications, and consolidations [4]. Since large companies often have
hundreds of databases and applications, managing the process of data movement is key. This
capability focuses on the data flow processes, whereas database management focuses on related
technical activities.
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Several tools can be used for data integration. The primary tool is a data transformation engine/ETL
tool for designing data transformations. ETL processes can be done virtually by using a Data
virtualization server. Enterprise Service Bus middleware can be used to implement near real-time
messaging between heterogeneous data stores, applications, and servers. Data profiling tools can be
used to perform statistical analysis on the format, completeness, consistency, validity, and structure
of the data. Metadata repositories can be used to identify data sources to integrate and to
document the technical structure and business meaning integrations [4].

The following sub-capabilities and processes are related to data integration [4]:

- Define data integration and lifecycle requirements: understand the business objectives and
the data required to meet those objectives.
- Perform data discovery: identify potential sources and high-level assessment of suitability.
The metadata repository is an important source.
- Design integration solutions:
o Select interaction model: hub-and-spoke, point-to-point or publish-subscribe
o Design data services: create or re-use existing integration flows
o Data profiling: understanding content and structure for mapping
o Map source to targets: transformations and technical format
- Develop data integration solutions:
o Develop data services: often tools or vendor suites
o Develop data flows: integration or ETL data flow tools
o Develop a publication approach: event-driven or periodically
o Develop complex event flows: process real-time data and define triggers to execute
action in response to signals or predicted data.
o Maintain metadata: document data structures of source, target, and stage systems
o Document data lineage: create metadata to document integrated dataflows.
- Monitor: automated or human monitoring for issues that trigger alerts or an automated
response

Master Data Management

Master data is data that has a common definition across an organization and provides the context
for business activity data. Master Data Management (MDM) entails control over Master Data values
and identifiers that enable consistent use across systems of the most accurate and timely data about
essential business entities. It includes the details of internal and external objects involved in business
transactions, such as customers, products, vendors, and controlled domains. The goals of MDM
include ensuring the availability of accurate, current values while reducing risks associated with
ambiguous identifiers. Ambiguous those identified with more than one instance of an entity and
those that refer to more than one entity. DAMA DMBOK distinguishes reference data in addition,
which is data that is used to characterize other data, such as reference lists, code, and description
tables. Master Data Management can be implemented through data integration tools, data
remediation tools, operational data stores, data sharing hubs, or specialized MDM applications [4].

The following sub-capabilities and processes are related to master data management [4], [43], [64]:

- Define MDM drivers and requirements: define application-wide requirements
- Evaluate and assess data sources: understand the structure of application data, understand
the quality of the data, identify the disparity
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- Define architectural approach: the number of source systems integrated and sharing
approach (one/multiple hubs)
- Model master data: define a logical model of subject areas within the data-sharing hub
- Define stewardship for master data: define ownership of data, create a console for
monitoring and manual interventions
- Establish governance policies: enforce the use of master data by systems and people
- Ensure maintenance: establish a single point of truth
o Manage potential overlay tasks: manage overlays between records with different
data
o Match duplicate suspects: identify records that point to the same entity

Database Management

Database management refers to the technical design, implementation, and support of stored data to
maximize its value. Database management is responsible for the technical operations regarding
inaccuracy and consistency of data over the entire lifecycle: acquisition, migration, retention,
expiration, and disposal. All databases share common processes. Archiving is the process of moving
data to low-cost and low-performance storage. Capacity and growth projections deal with balancing
storing capacity. Change data capture refers to the process of detecting changes in the data. These
changes can either be tracked via versioning or by logging changes. Purging is the process of
completely removing data beyond recovering, which can speed up the system but also provides a
risk when misused. Resilience and recovery refer to how tolerant a system is to error conditions.
Retention planning includes the timeframe that data is kept available. Data modeling tools allow the
generation of database definition language. Database monitoring tools automate monitoring of key
metrics such as capacity, availability, cache performance, and user statistics. It can alert
administrators when issues arise. Database management tools have a function for configuration,
installation of patches, backup and restore, database cloning, test management, and data cleanup
routines.

The following sub-capabilities and processes are associated with database management [4]:

- Define storage requirements: Establish file storage systems, capacity growth projections,
data retention, and purge period
- ldentify usage patterns: predict peaks and valleys and take advantage
- Manage access authorization to different files, digital and physical
- Plan for business continuity: make backups, recover data
- Develop database instances: installing and updating DBMS software, maintaining
environment installations, installing, and administering related data technology.
- Mange database performance:
o Set performance service levels
o Manage database availability: related to manageability, recoverability, reliability,
serviceability
o Manage execution: plan tasks efficiently and respond to issues
Manage data migration: automated and manual data remediation
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3.2.5 Selecting Sub Capabilities and Processes

To select relevant sub-capabilities and processes from the overview in Section 3.2.3, expert
interviews and market research is conducted. Table 17 provides an overview of all references from
the interviews and market research used to select processes. Section 3.2.6 and 3.2.7 introduce the
expert interviews and market research, Section 3.3 presents the selected sub capabilities, processes,
and references used. The interview transcriptions can be found in Appendix C; a more detailed
overview of the market research can be found in Appendix D.

Reference Type Position/Product Date consulted

1 Interview Manager Artificial Intelligence 13-05-2020
2 Interview Senior consultant analytics & cognitive 14-05-2020
3 Interview Senior consultant analytics & cognitive 15-05-2020
4 Interview Senior manager Al strategy 15-05-2020
5 Interview Senior manager Oracle EDM 18-05-2020
6 Interview Assistant professor 26-05-2020
7 Interview Manager EDM 26-05-2020
8 Slides [91] Deloitte Digital FTE 23-07-2020
9 Slides [92] Deloitte CongiSteward 23-07-2020
10 Whitepaper [88] Informatica CLAIRE 27-07-2020
11 Journal Article [93] SnowFlake Cloud Data Warehouse 27-07-2020
12 Website [94] Alteryx Self-Service Data Analytics Platform 28-07-2020

13 Whitepaper[95] Oracle Autonomous Database 28-07-2020

Table 17: Reference Table for Constructing ADM Capabilities

3.2.6 Expert Interviews
A total of seven expert interviews are conducted in May 2020 with six managers and one assistant
professor. Each expert has between 5- and 10-years’ experience with Al and data management
within the industry. The first seven references in Table 17 provide an overview of the interviews
conducted. During the interviews, the experts were asked to comment on the capability selection,
the Al subfields, and identify which and how data management processes can be augmented with Al.

All experts agreed with the proposed subfields of Al: ML, NLP, Expert systems, Vision recognition,
Speech recognition, Planning, and Robotics. All interviewees agreed on the selection of capabilities,
which indicates that these indeed have the largest potential and priority to be augmented. However,
as all interviewees were specialized in a selection of the five capabilities rather than all capabilities,
this is not conclusive.

3.2.7 Market Research

A total of six sources are consulted for the market research on augmented data management tools.
These sources are presented in Table 17, reference 8 to 13. All the tools were identified as industry-
leading during the expert interviews. The market research goal is to provide insight into tools that
enable to augment data management processes. The following section provides a brief description
of each tool; a more detailed description can be found in Appendix D.

Deloitte DFTE [91]

Digital FTE’s are a set of tools designed to augment the human workforce during projects by
executing repetitive and rule-based activities without human intervention. These accelerators work
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with minimal input and aim to reduce operational costs by automating tasks and eliminating human
errors. This enables humans to focus on more complex and value-adding tasks.

Each DFTE tool performs a specific task. A selection of tools covers tasks related to data
management: performing data validation checks, generate business and technical metadata,
automate the conversion of logs to structured reports, automate data lineage, mapping source to
target data models, migrating data, and configuring MDM hubs.

Deloitte CogniSteward [92]

Deloitte CogniSteward is an advanced data management self-service tool that augments manual,
costly, and time-consuming data steward activities related to data quality, metadata management,
and master data management. The solution can either be used as an accelerator during a project, or
can be part of the deliverable where it is continuously being used by clients to handle complex and
vast amounts of data.

Informatica [88]

Informatica is a data integration and data management software company. Gartner identifies
Informatica as a market leader in data integration, data quality, metadata management, and master
data management tools. Informatica introduced Al/ML functionalities under the name CLAIRE, which
supports various solutions on their intelligent data platform. The platform offers the modules Data
Catalog; Data Engineering; Data Integration; Data Quality & Governance; Data Privacy; iPaaS: Data,
AP| & Application integration and Master Data Management

Snowflake [93]

Snowflake is a cloud-based data platform based on data warehouse automation provided as
Software-as-a-Service. Snowflake differentiates itself from traditional data warehouse solutions or
big data platforms by a unique architecture and service execution designed for the cloud. As
Snowflake provides a service, database management is completely outsourced. Snowflake leverages
the cloud to provide scalable storage and computing capacity as well as an optimized execution of
both. While Snowflake is not transparent in the underlying technologies, it can be presumed that Al
is leveraged in scaling resources and optimizing queries.

Alteryx [94]

Alteryx is a software tool that aims to make advanced analytics accessible to data analysts by
combining data preparation, data integration, and analytics into one no-code platform. Alteryx
augments time-consuming and manual data management and analytics activities using drag and
drop tools. The platform offers seven products: Analytics Hub, Designer, Server, Connect, Promote,
Intelligence Suite, and Datasets.

Oracle Autonomous Database [95]

Oracle Autonomous Database combines the flexibility of the cloud with the power of machine
learning to deliver data management as a service. The goal is to minimize manual intervention and
human errors within database management and ensure data safety and optimal performance. These
automation functionalities allows IT staff to focus on higher-value activities while saving costs on
repetitive and time-consuming tasks. Autonomous databases achieve this by being self-driving, self-
securing, and self-repairing.
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3.3 ADM Maturity Model Capabilities

This section presents the capabilities, sub-capabilities and processes of the first version of the ADM
Maturity Model. Each capability is presented in a table, which also points to the references from the

expert interviews and market research as presented in Table 17.
Data Quality

Table 18 presents an overview of the sub-capabilities, processes, and references related to
augmented data quality.

Sub- Process Reference
Capability
Assess DQ  Assess large datasets to generate a data quality score based on statistics 1,8,9,10
and data rules.
Specify data quality dimensions and data validation rules manually or 4,10
reverse engineer from the data itself.
Data Profile large and complex datasets by parsing the data and recognizing data  1,8,9,10
Profiling types, structures, metadata, data categories (e.g. email, address) and
generate basic statistics
Data Categorize data quality issues 4
Cleansing Suggest actions for data cleansing and standardization 3,4,5,10
Learn from manual data cleansing to generate suggestions for similar DQ 3,4,5,9
issues or perform cleansing autonomously
Monitor Perform ongoing data quality/validation checks on data pipelines 6,7,9
DQ Detect anomalies by significant differences between actual data and 6,7,9,10
expected values from historical data
Table 18: ADM? v1.0 Data Quality Overview
Metadata Management
Table 19 presents an overview of the sub-capabilities, processes, and references related to
augmented metadata management.
Sub-Capability Process Reference
Define Generate metamodels based on the data. 1,7
Metadata Reverse-engineer (meta)data rules based on datasets. 4
Architecture Rationalize data dictionaries through industry taxonomies, 9
folksonomies and client specific taxonomies
Create and Generate metadata from structured data: identify topics, taxonomies 2,8,9,10
Maintain (recognize names, address, email, etc.) and generate keywords.
Metadata Extract attributes from unstructured data (text, images, video) to 2,8,9,10
generate metadata.
Catalog and index this metadata in a repository 9
Merge business and technical data based on similarity and relation. 10,12
Generate end-to-end data lineage by creating metadata that tracks 4
data flows and transformations.
Analyze Convert the technical session logs to structured reports to check if data 7,8
Metadata is moved or mapped as expected.
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Validate file metadata, highlight potential mismatches and missing 7,8
data and restructure metadata automatically or request manual input.
Table 19: ADM® v1.0 Metadata Management Overview
Data Integration
Table 20 presents an overview of the sub-capabilities, processes, and references related to
augmented data integration.
Sub-Capability Process Reference
Data Discovery Recommend data during discovery, based on relationships and 10
similarity in data.
Ensure Data Reverse engineer data lineage from code or from metadata. 2,3,8,9,10
Lineage Perform impact analysis 10
Perform root-cause analysis 10
Design DI Model data for structured data, discovering attributes and structure 1
Model data for unstructured data, discovering attributes and structure 1,9
Map source data model to target data model 1,2,5,6,8
Develop DI Validate file metadata, highlight potential mismatches and missing 7,8
data and restructure metadata automatically or request manual input.
Ingest, validate and transform data to the target structure based on 1,2,5,6,8,10
existing mappings and user interaction
Table 20: ADM? v1.0 Data Integration Overview
Master Data Management
Table 21 presents an overview of the sub-capabilities, processes, and references related to
augmented master data management.
Sub-Capability Process Reference
Evaluate and Generate data models and linkages: identify relationships between 9,10
Assess Data columns across different sources.
Sources
Model Master Generate a master data model by recognizing entities and 10
Data hierarchical structure (bottom-up)
Detect and map data entities onto a predefined master data model 10
(top-down)
Configure MDM hub as per data model 8
Define Identify duplicate data based on clustering and blocking attributes. 1,3,6,7,9,10
Stewardship and  Learn resolution & reconciliation rules from human interventionsto 1,9

Maintenance generate recommendations or autonomously establish a single point
Process of truth.

Table 21: ADM® v1.0 Master Data Management Overview
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Database Management

Table 22 presents an overview of the sub-capabilities, processes, and references related to
augmented database management.

Sub-Capability Process Reference
Manage Forecast computational demand to scale computational resources or 5,6,10,11
Database schedule jobs based on available resources to meet performance
Performance criteria.
Optimize queries for better response time. 6,10,11
Monitor database logs to detect anomalies in run jobs to trigger 5,10,12,13
automated fault recovery, threat detection or request manual
interaction.
Provision, manage, monitor, backup, recover and tune databases. 5,13

Table 22: ADM® v1.0 Database Management Overview

3.4 Result of the Development Phase

In order to operationalize the ADM Maturity Model, an Excel assessment tool is made. The goal of
the assessment tool is to guide data management consultants in performing a maturity assessment
in line with the requirements presented in Section 1.2.4. The first version of the assessment tool was
used in the evaluation stage of the present research described in the next Chapter.

The first version of the tool consisted of 9 different tabs that represent consecutive steps in the
assessment protocol:

1. Introduction: The first tab includes instructions on how to use the model, information on the
background and development of the model, and an overview of the capabilities and maturity
levels.

2. Maturity Levels: The second tab presents the two maturity axes. The participant is asked to
carefully read and understand the different maturity levels.

3. Assess Capability Processes: The following five tabs each cover one capability, with the sub-
capabilities and processes as presented in Section 3.3. The participant is asked to relate the
process description to a maturity level that represents the organization’s current processes,
both for data management process maturity and augmentation maturity. The participant is
also asked to set a desired maturity. Figure 14 shows the data quality tab of the assessment
tool, where the current and desired maturity can be specified.

4. Results: The overall maturity is automatically calculated for all capabilities and sub-
capabilities and displayed in the results tab. The results tab displays the current and desired
maturity and allows to identify gaps, which serves as a starting point to construct an
improvement roadmap for selected (sub) capabilities. Figure 15 displays the results tab.

5. Evaluation (draft only): During this research, the participant is asked to fill in an evaluation
form that quantifies various metrics regarding the maturity levels, processes,
understandability, ease of use, usefulness, and practicality. The participant is also asked
open questions on how to improve those aspects of the maturity model. Chapter 4 goes into
more detail on evaluating and improving the draft version of the model and assessment tool.
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Capability 1: Data Quality

"The planning, implementation and contro! of activities that apply quality management technigues to data, in order to assure it is fit for consumption and

Sub-capability Processes DM _Current Desired ADM_Current Desired
Assess large datasets to generate a data quality score based on statistics and data rules. 0 (UNDEFINED (] 0 |UNDEFINED (1]
Assess Specify data quality di d data valid I 1 i from th
e pec',ﬁ’ ata quality andds rules yer = remihe | o |unperNED [} 0 |UNDEFINED 0
data itself.
Profile large and complex datasets by parsing the data and recognizing data types, structures,
Data Profiling & J . _‘{ " g. g_ . e 0 |UNDEFINED o 0 |UNDEFINED o
metadata, data categories (e.g. email, address) and generate basic statistics
Categorize data quality issues 0 |UNDEFINED o 0 |UNDEFINED [1]
Data Cleansing Suggest actions for data clmns!ng and Smndardlzatu)n. o . 0 [UNDEFINED o 0 |UNDEFINED o
Learn from manual data cleansing to generate suggestions for similar DQ issues or perform
. 0 |UNDEFINED o 0 |UNDEFINED o
cleansing autonomously
Perform ongoing data quality/validation checks on data pipelines 0 |UNDEFINED o 0 |UNDEFINED [1]
Monitor DQ Detect anomalies by significant differences between actual data and expected values from
. . 0 |UNDEFINED o 0 |UNDEFINED 1]
historical data
14 14
Data Qual eLe] 0 UNDEFINED | o | o 'unpeFineD [ o ]

LEVEL| DM MATURITY | DESCRIPTION M MATURITY
0  Undefined Mo formal processes Undefined
1 nitial P : Bl : poorly reactive and typically not Exnerimental
applied across business units.
2 Managed PTDCES?ES ar§ d and planned in d; with certain policy, but Ready
primarily project-based.
3 Defined Set of standard prmarctlve processes is employed and consistently followed semi-automated
across the organization.
Quantitati ar d lled. Parf i d
ively Pro and is across the Automated
Managed  whole process.

DESCRIPTION
No formal processes

Processes are unpredictable, poorly controlled, reactive and typically not applied
across business units.

The organization is becoming aware of the value of Al and is actively making plans to
augment processes

The first augmentation projects are in production and being scaled, where Al
recommends a course of action.

Routine tasks and decisions are d. The business i trusts Al to

make critical business decisions.

Figure 14: Maturity

Assessment Tool v1.0 Tab for Data Quality

Current and desired DM maturity

—— DM Curent  —a— DM Desired

Figure 15: Maturity Assessment Tool v1.0 Results Tab

-
z = Z o0 1 2 3
255 %
DataQuality (2 |3 [0 (3
Assess DQ LEIRIE]
Dataprofiing |2 [4[1]3
Datacleansing | 1|2[1(3
Manitor DO 2|afo|3
Metadata AANE
Define metadata |0 1T
Create and 2l
maintain metadata
Analyze metadata |2 (20| 2
Data Integration |2 (3|03
Data discovery | 1(3[1(3
Ensure data lineage| 2 |4 1|3
Design DI 1|z]1]3
Develop DI 2|afo|3
MDM 1|2][1]3
Evaluate and 2|13
assess data 11
Model master data [1|2[1(3
Define stewardshop | , |5 [4] 2
and
DBMS 1|3]of2
Manage database | 1|50 |2
performance
DM Current M DM Desired  ~ ADM Current M ADM Desired

Bata iniegratian

Current and desired ADM maturity

—— A0 Current

nams

—— A0 Desiret

Data uality

Metaciata Marange ment
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4. Evaluation and Refinement

This chapter covers the evaluation of the first version of the ADM Maturity Model and presents
changes towards the second version. Section 4.1 presents the mixed-method validation strategy.
Section 4.2 presents the evaluation through expert interviews. Section 4.3 presents the second
version of the ADM Maturity Model and motivates the changes that resulted from the expert
interviews. Section 4.4 presents the evaluation through multiple case studies.

4.1 Mixed-Method Validation Strategy

The mixed-method validation strategy of the present research follows the Framework for
Evaluation in Design Science (FEDS) [96] evaluation design process, consisting of four steps: (1)
explicate the goals of the evaluation, (2) choose the evaluation strategy or strategies, (3) determine
the properties to evaluate, and (4) design the individual evaluation episode(s). The remainder of
this section describes these steps in more detail.

The goal of validation research in design science is to predict the effects of applying the artifact in a
real-world problem context [20]. In the context of the present research, the goal is to predict the
effect of applying the ADM Maturity Model by data management consultants to perform a maturity
assessment within an organization. We choose to apply the human risk & effectiveness, as this is
the most suitable for a socio-technical artifact with uncertainties about social and use issues and a
need to establish effectiveness in real use [96]. The properties to evaluate are the evaluation
criteria by Salah et al. [24] as presented in Section 1.2.4.

The validation model consists of the model of the artifact, interacting with a model of the problem
context. The model of the artifact is the ADM Maturity Model. The context is modeled in two
validation episodes concerning the stakeholders that interact with the maturity model: expert
interviews with data management consultants and case studies with participating organizations.
Figure 16 places both evaluation episodes on the two-dimensional characterization of the FEDS
[96].

A

Naturalistic

Artificial

Formative Summative

Notation: = = Design / Construct A= Evaluation episode(s)

Figure 16: Evaluation Episodes, Based on [96]
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The first validation episode consists of expert interviews with data management consultants. This
stakeholder group is the intended user of the ADM Maturity Model and has experience with
performing maturity assessments at multiple organizations. The purpose of this evaluation is
formative, as the goal is to improve the maturity model. The evaluation paradigm is artificial, as the
model of the context is the data management consultant visualizing applying the maturity model in
a real-world context and providing their opinion on the evaluation criteria based on that. Multiple
interviews with different data management consultants are performed to improve the validity and
generalizability of the findings.

The second validation episode consists of case studies with organizations that want to improve their
data management capabilities. This stakeholder group is the functional beneficiary of the ADM
Maturity Model. For this validation, the ADM Maturity Model is improved based on the evaluation
in the previous episode. The purpose of this evaluation is more summative, as it aims to conclude
the research. The paradigm is naturalistic, as it explores the performance of the maturity model by
assessing the real-world processes of the participating organization. Multiple case studies at
different organizations are performed to improve the validity and generalizability of the findings.

4.2 Expert Interviews

4.2.1 Interview Participants

The first validation episode consists of expert interviews with data management consultants, the
intended users of the ADM Maturity Model. As they are the intended user, their opinion on the
understandability, ease of use, usefulness, and practicality is essential. Table 23 presents the
participants of the expert evaluation. The participants in bold participated in the first round of
interviews and are experts in Al and data management. Partaking from this group is essential, as
they can validate that the maturity model is built on their expertise, which is also known as member

checking [20].

Participants are asked to only comment on aspects they consider themselves experts in. For
example, less experienced consultants are asked to focus on understandability and ease of use.
Simultaneously, more experienced consultants are also invited to focus on the usefulness,
practicality, and content of the model. Each participant is given a reference number, which is used to
substantiate changes in the model pas presented in Section 4.3, based on their statements during
the interview, transcribed in Appendix E.

Reference Country

O©W 0O NOOUVI S WNR

[
o

11

Netherlands
Netherlands
Netherlands
Netherlands
Netherlands
Netherlands
Netherlands
Netherlands
UK

Netherlands
Netherlands

Position

Consultant Enterprise Data Management
Manager Enterprise Data Management
Consultant Enterprise Data Management
Analyst Enterprise Data Management
Senior Consultant Enterprise Data Management
Senior Manager Oracle EDM

Analyst Enterprise Data Management
Consultant Enterprise Data Management
Senior Consultant Analytics & Cognitive
Manager Enterprise Data Management
Manager Enterprise Data Management

Table 23: Interview Participants

Date Conducted
12-08-2020
27-08-2020
14-08-2020
31-08-2020
31-08-2020
31-08-2020
01-09-2020
03-09-2020
03-09-2020
02-09-2020
10-08-2020
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4.2.2 Interview Protocol

To critically evaluate every aspect of the model, the evaluation template by Salah et al. is used [24].
This template includes a set of evaluation criteria for the maturity levels, processes, and the use of
maturity model itself. The template proposes a set of statements to score these criteria on a 5-point
Likert scale and a set of open questions to identify potential improvements.

The interview is structured by using the ADM Maturity Assessment Tool and used the following
protocol:

1.

Preparation: The interview participant received the ADM Maturity Assessment Tool in
advance and was asked to read the tool and evaluation criteria briefly. The participant was
asked to evaluate the tool as if he/she had to apply it based on the evaluation criteria.
Evaluating tabs: During the interview, every tab of the tool was discussed with the
participant in chronological order: Introduction, Maturity Levels, Data Quality, Metadata
Management, Data Integration, Master Data Management, Database Management, Results,
and Evaluation. The participant was asked to provide feedback on every aspect of the
maturity model and tool.

Evaluating processes: For every capability tab, the participant was asked to answer
guestions 3, 4, and 5 from the evaluation template. The open questions from the evaluation
template are presented at the end of this section.

Rate evaluation criteria: At the Evaluation tab, the participant was asked to rate a set of
statements regarding the evaluation criteria on a 5-point Likert scale. The evaluation
statements are presented in Section 4.2.4

Open questions: The participant was asked to answer the other open questions from the
evaluation template, provided that these had not yet been covered when discussing the
individual tabs.

The template proposes the following open questions:

Q1. Would you add any maturity levels? If so, please explain what and why?

Q2. Would you update the maturity level description? If so, please explain what and why?
Q3. Would you add any processes or practices? If so, please explain what and why?

Q4. Would you remove any of the processes or practices? If so, explain what and why?

Q5. Would you redefine/update any of the processes or practices? If so, please explain what
and why?

Q6. Would you suggest any updates or improvements related to the scoring scheme? If so,
please explain what and why?

Q7. Would you suggest any updates or improvements related to the assessment guidelines?
If so, please explain what and why?

Q8. Would you like to elaborate on any of your answers?
Q9. Could the model be made more useful? How?

Q10. Could the model be made more practical? How?
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4.2.3 Qualitative Data Analysis

The interview transcripts are analyzed using the approach described in Section 3.1.5: reading and
annotating, categorizing data, and corroborating evidence. The initial set of categories consists of
the evaluation criteria. For relevant data outside of these criteria, additional categories are created.
The expert interviews and case study transcripts and analysis findings are also peer debriefed to
increase validity. The peer noted that the interview contained questions specifically tailored at the
evaluation criteria, and therefore the labeling and interpretations are straightforward and valid.

4.2.4 Evaluation Criteria

During the third step of the interview protocol, the participants are asked to rate a set of statements
regarding the evaluation criteria of the model. Table 24 presents these statements, along with the
results from 11 interviews. The lowest score, median, and average scores are presented to reflect
the distribution.

Criteria (N=11) Min  Med. Avg.
Maturity Levels

The maturity levels are sufficient to represent all maturation 4 5 4.5
stages of the domain (Sufficiency)

There is no overlap detected between descriptions of maturity 2 4 4.2
levels (Accuracy)

Processes and Practices

The processes and practices are relevant to the domain 3 5 4.5
(Relevance)

Processes and practices cover all aspects impacting/ involved in the 3 4 4.3
domain (Comprehensiveness)

Processes and practices are clearly distinct (Mutual Exclusion) 3 4 4.1
Processes and practices are correctly assigned to their respective 4 5 4.8
maturity level (Accuracy)

Maturity Model

Understandability

The maturity levels are understandable 4 5 4.8
The assessment guidelines are understandable 4 5 4.8
The documentation is understandable 4 5 4.8
Ease of Use

The scoring scheme is easy to use 4 5 4.7
The assessment guidelines are easy to use 4 5 4.9
The documentation is easy to use 4 5 49
Usefulness and Practicality

The maturity model is useful for conducting assessments 4 5 4.8
The maturity model is practical for use in industry 4 4.5 4.5

Table 24: Evaluation Criteria Scores from Interviews (N=11)
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4.3 ADM Maturity Model Version 1.1

This section presents the final version of the model and the improvements made based on expert
evaluation. Section 4.3.1 to 4.3.9 present version 1.1 of the ADM Maturity Model through the topics
of the Maturity assessment tool, Section 4.3.10 and 4.3.11 propose recommendations following the
assessment. Statements from the expert evaluation substantiate each change in the model. The
references point to one of the experts from Table 23 and the labeled statements can be found in
Appendix E. The detailed list of changes and motivation can be found in Appendix F. The focus of
these changes is to improve the model; positive and confirmative feedback is not mentioned
explicitly and is only reflected in the evaluation scores in Table 24.

4.3.1 Introduction

The first tab with the introduction to the model and the assessment tool can be found in Figure 17.
The instruction describes the course of an assessment: Assess each process, automatically calculate
the maturity level of each (sub) capability, fill out the evaluation form, and present results after
analysis. The second section presents the background and development of the model. The bottom
half of the tab presents an overview of the capabilities, sub capabilities, and maturity levels.

The background is extended with the following sentences: ‘Augmented data management is the
application of Al to enhance or automate data management processes and decisions, which greatly
enhances the speed, efficiency, and capacity to manage data beyond human ability’. This addition
improves the understandability and relevance of the model, as it underlines the motivation to apply

augmented data management (interview 8).

INSTRUCTIONS

BACKGROUND

) Asses each process. The maturity of each process must be manually evaluated by assigning & score between 0 and 5. The score 15 decided by reading]
the process description statements and relating this process to one of the six maturity levels for both scales. For these maturity levels only 3 generic|
description is provided, which can be projected onto the statement. If the organization does not agree with the Statement, bt wants tot motivate 3|
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4.3.2 Maturity Levels

When presenting the maturity levels, a definition of augmented data management is introduced. In
the first version of the model, the following definition was used: ‘Augmented data management is
the human-centered application of artificial intelligence to enhance data management capabilities.’
The definition caused some confusion on the meaning of augmentation (interview 2,4) and Al
(interview 1,3,4). This confusion sparked the discussion on how detailed the definition of
augmentation and Al needs to be for a participant to participate in the assessment without making it
unnecessarily complicated.

The capability’s processes describe ‘what’ is done, not ‘how’ it is done. Therefore, a participant does
not need to have in-depth knowledge on ‘how’ Al works, yet needs to understand the definition of
augmented data management. The maturity levels for augmentation describe the different stages of
augmentation. On the lowest level, the process is being executed manually. On the highest level, the
process is being executed by Al. “What’ Al executes can be divided into tasks and decisions. Manual
tasks can be automated, and decisions can be supported by or made by Al autonomously. The
definition was changed to reflect these functionalities:

‘Augmented data management is the application of Al to enhance or automate data
management processes and decisions.’

Figure 18 displays the maturity levels and their description. A detailed overview of the changes and
motivation can be found in Appendix F. Maturity level 0 changed from ‘incomplete’ to N/A to
improve sufficiency. Each maturity scale now has its own description of level 1 to improve
understandability. Within the description for maturity level 3, ‘recommendations’ is added to
improve the sufficiency. Also, governance is added to the process description to improve the
comprehensiveness.
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optimiZEd continuously optimized.
Processes performance
H 1 is measured and
Quantltat.ve“’ controlled through
Managed centralized planning and
mernancs Augmented data management is the
set o scalable and application of Al to enhance or automate
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Figure 18: Maturity Levels and ADM Definition
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4.3.3 Data Quality

Table 25 presents the overview of the data quality sub capabilities and processes. Changes are
indicated by bold text and numbered between brackets, and the final column refers to an expert
interview. A detailed overview of the changes and motivation can be found in Appendix F.

Sub- Process References
capability
Assess DQ Specify data quality dimensions/requirements (1) and data 2,4,5,9

validation rules (2) (3)
Assess (large) (4) datasets to generate a data quality score based on  2,5,6,9
statistics and data rules (2)

Data Profile (large and complex) datasets by parsing the data and 5,6
Profiling recognizing data types, structures, metadata, data categories (e.g.
email, address) and generate basic statistics (4)
Data Categorize data quality issues
Cleansing Suggest actions for data cleansing and standardization
Learn from manual data cleansing to suggest and/or perform 5

cleansing of similar DQ issues (5)

Monitor DQ  Perform ongoing data quality/validation checks on data pipelines 5,9
and/or data mutations (6)
Detect anomalies (i.e. significant differences) (7) between actual 5

data and expected values from historical data
Table 25: ADM® v1.1 Data Quality Overview and Changes

The understandability of the capability is improved by switching the first and second processes into a
logical order, by adding /requirements, and by placing ‘significant differences’ between brackets.
Adjectives such as ‘large’ and ‘complex’ and terms like ‘reverse-engineer’ are removed to improve
process accuracy. Such wording implies a particular execution of processes, while these are meant to
be general. ‘Or’ is changed to ‘and/or’ to improve the process accuracy as well. ‘Data mutations’ is
added to cover all monitoring processes and therefore improve the comprehensiveness.

4.3.4 Metadata Management
Table 26 presents the overview of the data quality sub capabilities and processes. Changes are
indicated by bold text and numbered between brackets, and the final column refers to an expert
interview. A detailed overview of the changes and motivation can be found in Appendix F.

Sub-capability  Process References
Define Generate metamodels based on the data
Metadata Specify (1) metadata (2) rules based on existing datasets 2,57

Architecture Rationalize metadata repositories (e.g. data dictionaries, business  5,7,9
glossary, data catalog) (3) through industry and client specific
taxonomies (4)

Create and Generate metadata from structured data: identify topics,

Maintain taxonomies (recognize names, address, email, etc.)

Metadata Generate metadata from unstructured data (5): e.g. text, images, 5
video

Catalog and index metadata in a repository (e.g. data catalog) (3) 5,7,9
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Merge business and technical metadata (6) based on similarity and 5,7
relation
Create data lineage metadata by tracking data flows and 4,8
transformations (7)
Analyze Highlight potential mismatches and/or missing metadata and 3,4,5
Metadata resolve accordingly (8)
Analyze data flows and transformation logs to check whether 5,7,8
data is moved or mapped as expected (9)
Analyze metadata in order to generate insights e.g. into data 5,7
usage and patterns (10)

Table 26 ADM? v1.1 Metadata Management Overview and Changes

The order of processes is changed to follow a logical order. The mutual exclusion is improved by
explicitly mentioning metadata instead of (meta) data. The understandability is improved by
removing unnecessary or unknown terms such as ‘folksonomies’ and ‘technical session logs’ and by
unifying definitions. ‘Data dictionaries, business glossary, and data catalog’ and ‘analyze metadata in
order to generate insights’ are added to improve process comprehensiveness. ‘Reverse-engineer’ is
replaced by ‘specify’ to improve process accuracy.

4.3.5 Data Integration
Table 27 presents the overview of the data quality sub capabilities and processes. Changes are
indicated by bold text and numbered between brackets, and the final column refers to an expert
interview. A detailed overview of the changes and motivation can be found in Appendix F.

Sub- Process Reference
capability

Data Recommend additional and/or alternative (1) datasets during 5
Discovery discovery, based on relationships and similarity in data

Analyze (2)  Generate end-to-end data lineage e.g. from code, metadata and/or 5,6
Data data integrations (3)
Lineage Perform impact/risk analysis to identify system and data 4,9
dependencies (4)
Perform root-cause analysis

Design DI Model data for structured data, discovering attributes and structure

Model data for unstructured data, discovering attributes and
structure
Map source data model to target data model

Develop DI Develop data flows: ingest, validate and transform data to the 5,6,7
target structure (5)
Develop data flows based on existing integrations and user 5,6

interaction (6)
Table 27: ADM® v1.1 Data Integration Overview and Changes

The comprehensiveness is improved by adding ‘and/or’ and by removing ‘reverse-engineer’ to cover
all relevant processes. Some processes, such as ‘analyze data lineage’ and ‘develop data flows’, are
reformulated to cover the relevant processes and exclude others. For risk/impact analysis, an
example is given to improve the understandability and underline the difference with root-cause
analysis.
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4.3.6 Master Data Management
Table 28 presents the overview of the data quality sub capabilities and processes. Changes are
indicated by bold text and numbered between brackets, and the final column refers to an expert
interview. A detailed overview of the changes and motivation can be found in Appendix F.

Sub-capability  Process Reference
Evaluate and Scan data sources and identify potential master data entities (1) 5
Assess Data Identify relationships and overlap between datasets (2) 5
Sources Generate a trust score for potential master data (3) 9

Model Master  Generate a master data model by recognizing entities and
Data hierarchical structure (bottom-up)
Detect and map data entities onto a predefined master data
model (top-down)

Configure master data management hub/tool (4) as per data 2,4,5
model
Maintenance Learn match and merge rules from human labeling of master 5,6,8,9
Process (7) data (5)
Match and/or merge duplicate data to establish a single point of 8,9
truth (6)

Table 28: ADM? v1.1 Master Data Management Overview and Changes

The process comprehensiveness is improved by adding three processes that were identified as
missing and by spitting a process. To improve understandability, ‘clustering and blocking attributes’
is simplified into ‘match and merge rules’, and ‘\tools’ is added to another process. The last sub
capability is renamed only to comprehend the maintenance processes

4.3.7 Database Management
Table 29 presents the overview of the data quality sub capabilities and processes. Changes are
indicated by bold text and numbered between brackets, and the final column refers to an expert
interview. A detailed overview of the changes and motivation can be found in Appendix F.

Sub-capability  Process Reference

Develop Recognize data model to construct logical and physical database 2,3,4

Database design (1)

Instances (1)

Manage Optimize queries for better response time

Database Provision, manage, patch, backup, recover and tune databases

Performance Forecast computational demand and scale resources or 3
(re)schedule jobs to meet performance criteria (2)

Monitor Optimize storage performance and costs by monitoring data usage 2,7,8

Database (3) (4)
Detect anomalies in database logs for threat detection and/or fault 4,8

recovery
Table 29: ADM3v1.1 Database Management Overview and Changes

Two processes are added to improve the comprehensiveness. The understandability is improved by
simplifying the formulation of one process and introducing a new sub capability ‘Monitor Database’,
to align with other capabilities that also monitor sub capabilities.
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4.3.8 Universal Capabilities

Multiple participants noted an overlap between the processes of different capabilities, which might
give some confusion (interview 3,4,5,6,7,8). One proposed solution is to mention the overlap of
those processes. Simultaneously, this could make it more complicated, as you would refer to
processes that have not yet been covered. Some participants suggested to include universal
capabilities (interview 6,7,8) by combining processes from all capabilities. These universal
capabilities add another dimension to the model, as their maturity influences the maturity of all
other capabilities.

Sub-capability Process

Specify Data Specify data quality dimensions/requirements and data validation rules (DQ)
Rules Specify metadata rules based on existing datasets (MD)
Data Modelling Generate metamodels based on the data (MD)

Model data for structured data, discovering attributes and structure (DI)
Model data for unstructured data, discovering attributes and structure (D)
Generate a master data model by recognizing entities and hierarchical
structure (bottom-up) (MDM)
Recognize data model to construct logical and physical database design
(DBMS)

Validation Checks Assess (large) datasets to generate a data quality score based on statistics and
data rules (DQ)
Develop data flows: ingest, validate and transform data to the target
structure (DI)

Similarity Merge business and technical metadata based on similarity and relation (MD)

Identification Recommend additional and/or alternative datasets during discovery, based
on relationships and similarity in data (DI)
Identify relationships and overlap between datasets (MDM)

Monitoring Perform ongoing data quality/validation checks on data pipelines and/or data
mutations (DQ)
Detect anomalies (i.e. significant differences) between actual data and
expected values from historical data (DQ)
Analyze data flows and transformation logs to check whether data is moved
or mapped as expected (MD)
Optimize storage performance and costs by monitoring data usage (DBMS)
Detect anomalies in database logs for threat detection and/or fault recovery

(DBMS)
Table 30: ADM3v1.1 Universal Capabilities Overview

4.3.9 Results

The results of the maturity assessment are displayed, as shown in Figure 19. There are two
important changes in calculating the maturity level of the (sub) capability. First, the maturity scores
are rounded at one decimal when calculating the average score. This calculation gives a more
accurate representation of the real maturity and gap between the current and desired score.
Second, the maturity level of the whole capability is now the average of all the sub-capabilities
instead of the average of all processes. All sub capabilities are equally important; this is now
reflected in the results (interview 1).
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Figure 19: ADM Maturity Assessment Tool 1.0 Results Tab

4.3.10 Improving Capabilities

The maturity assessment is the first step in improving data management capabilities. Multiple
participants indicated that it would be useful to provide guidelines on constructing an improvement
roadmap, based on the assessment (interview 1,6,7). Following this advice, the choice is made to
present general and high-level recommendations on improving capabilities in Section 4.3.10 and
constructing an improvement roadmap in Section 4.3.11. These recommendations can be followed
by the assessor (researcher, data management consultant) or the organization being assessed.

The gaps identified in the current and desired maturity provide improvement opportunities. The
maturity assessment processes describe what needs to be done yet does not prescribe how to do it.
The ‘how’ is dependent on the organization itself and cannot be captured in a universal model.
Therefore, the maturity model can only be used to outline what needs to be done. Section 4.3.11
goes into detail on defining the ‘how’ and constructing an improvement roadmap. The section below
outlines the difference between maturity levels and general steps on how to bridge this difference.

Steps to improve Data Management Process Maturity:

From 0 to 1: Identify experts within the business unit that can perform the process with limited tools
when problems arise. Champions/heroes can be assigned within the business unit.

From 1 to 2: Create awareness around the basic data management topics. Define some roles,
responsibilities, and processes within the business unit and/or during projects. Involve relevant
stakeholders and introduce a consistent toolset.

From 2 to 3: Define organization-wide roles, scalable processes, and verify those with stakeholders.
Implement policies, standards, and checks to ensure adherence.
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From 3 to 4: Define process metrics/KPI’s to track process performance. Ensure centralized planning
and governance.

From 4 to 5: Leverage the collected metrics/KPI’s to improve processes.

Steps to improve Augmentation Maturity:
From 0 to 1: Identify Al-experts and draft the first use cases for augmentation.

From 1 to 2: Ensure organizational support, data availability, and plan the first augmentation pilots.
Prove the potential value of Al by presenting a proof of concept.

From 2 to 3: Make tactical investments to enable the relevant skills, technology, and data storage to
start realizing the plans and scaling up the pilots. Establish a center of excellence to share Al experts,
best practices, and technology throughout the organization.

From 3 to 4: Augment an end-to-end process. Consider employing Al as a value driver for all projects
regarding process improvement.

From 4 to 5: Expand augmentation and succeed with high-risk/high-return use cases.

4.3.11 Improvement Roadmap

To identify how organizations can close the gap between the current and desired maturity, an
improvement roadmap is constructed. Constructing a roadmap is the process of determining the
actions, steps, and resources needed to implement improvement. While the actual implementation
of these improvements is outside of the scope of a maturity model, the model can assist in the
development of the improvement roadmap. Based on IBM DGMM [64] and DAMA DMBOK [4], the
ADM Maturity Model proposes the following steps in building a roadmap:

1. Summarize the assessment findings and define scope: The results tab of the assessment
tool presents an overview of the current and desired maturity of all (sub) capabilities. The
summary focuses on the gaps between the two. A low maturity score is not necessarily bad,
as some processes might not be of importance or do not occur at all. Next to the gaps,
current strengths, transcendent capabilities, and other notable results can be highlighted.
The scope of the improvement roadmap should clearly be defined before identifying
potential improvements. By defining the scope, efforts can be focused on the most
important (sub) capabilities and processes.

2. List the key people, process, and technology initiatives necessary to bridge the gap: For
each (sub) capability, key improvement initiatives regarding people, process, and technology
are listed. These initiatives need to be devised in collaboration with all relevant
stakeholders. Examples of such initiatives are assigning specific roles and tasks, defining
metrics to monitor process performance, and implementing new IT systems. Initiatives can
be rated on expected risks, costs, and benefits. For large and important initiatives, a more
detailed business case is recommended.

3. Prioritize key initiatives and construct a timeline: The identified initiatives must first be
prioritized based on risk, costs, benefits, or other factors important to the organization. A
timeline is constructed for implementing these initiatives, including oversight activities.
Figure 20 presents an example timeline with the key initiative to implement data
governance and master data management.
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Figure 20: Example Timeline for Implementing Master Data Management, source [64]

4.3.12 Other Expert Feedback

Next to the feedback that motivated changes in the model as presented in the previous section, this
section presents relevant feedback that did not directly result in changes. In part, this is feedback
that did not find support amongst the other participants. For example, participant 2 motivated that
data profiling should be part of the sub-capability assessing data quality, while participants 6, 8, and
9 indicated that they consider it a separate sub-capability. Other feedback lead to a small discussion
during the interview. For example, participant 6 questioned the difference in the process for
handling structured and unstructured data. After indicating the difference in approach for applying
Al, the participant agreed those are separate processes.

Other feedback that has not led to changes can still be considered for future versions of the model.
Participant 11 suggested that during the assessments, participants could suggest missing processes
and/or sub-capabilities. Participants 2 and 4 indicated that it could help provide an example of
processes at maturity level 1 and 5, so it would be easier to relate. Participant 5 suggested that
having an online tool would be better than Excel. Participants 10 and 11 indicated that governance
and adherence to policies should be part of the model as well. In theory, a process could be at the
highest maturity level and still yield no benefits if it is not governed. Besides, those participants
indicated that there are options to make the model more objective, for example, by quantifying a
percentage of processes or by calculating deviations from a reference model.
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4.4 Case studies
4.4.1 Case Study Participants

The second validation episode consists of case studies with organizations that want to improve their
data management capabilities, the functional beneficiary of the ADM Maturity Model. These case
organizations are selected to represent typical Deloitte Enterprise Data Management customers:
large enterprises with vast amounts of business-critical data. The organizations that participated in
the case studies are a health insurer, a bank, and a (non-health) insurer. Each case study consisted of
one or multiple assessment interviews and a follow-up meeting to discuss the results. Table 31
presents an overview of all case study meetings and participants. Section 4.4.2 presents the case
study protocol.

Meeting Case Position Date

Assessment  1: Health Insurer  Corporate Data Steward 07-09-2020
Assessment 1: Health Insurer  Data Quality Expert 08-09-2020
Assessment  1: Health Insurer  Data Quality Expert 10-09-2020
Assessment  2: Bank Business Consultant Data Management 11-09-2020
Assessment  3: Insurer Head of Data Management 11-09-2020
Follow-up 1: Health Insurer  All Participants 22-09-2020
Follow-up 3: Insurer Single Participant 25-09-2020
Follow-up 2: Bank Single Participant 28-09-2020

Table 31: Overview of All Case Study Meetings

4.4.2 Case Study Protocol

During the case study, the researcher applied the ADM Maturity Model through the assessment tool,
as a data management consultant would. The goal of the case study is threefold: Primarily to test the
functional requirements (Section 1.2.4): that the maturity model can be used to assess the current
processes of an organization and can be used to formulate improvements. Secondary, to evaluate
the non-functional requirements or evaluation criteria as presented in Section 4.2.4. Third, to
evaluate the recommendations on improving capabilities and constructing an improvement
roadmap. The following protocol was used for the application of the ADM Maturity Model
Assessment Tool:

1. Selection: Participants are selected for knowing the relevant data management capabilities
of their organization. If participants lack knowledge of one or multiple capabilities, they
were asked to refer to colleagues that can fill this gap.

2. Preparation: Each participant received the assessment tool in advance and was
recommended to read it as preparation.

3. Assessing Processes: The participant was introduced to the model, its capabilities, and
maturity levels. The participant was then asked to assess each process on both data
management and augmented data management maturity.

4. Evaluating Processes: For every capability tab, the participant was asked to answer
questions 3, 4, and 5 from the evaluation template.

5. Rate Evaluation Criteria: At the Evaluation tab, the participant was asked to rate a set of
statements regarding the evaluation criteria on a 5-point Likert scale. The evaluation
statements correspond to the ones from the expert interviews and are presented in Section
4.4.6.
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6. Open Questions: The participant was asked to answer the other open questions from the
evaluation template, provided that these had not yet been covered when discussing the
individual tabs.

7. Return Results: Following the interview, the participant received the completed assessment
as validation.

8. Follow-up: Two weeks after the assessment, a follow-up meeting was planned to discuss the
results and provide the general recommendations, as presented in Section 4.3.10 and
4.3.11.

9. Evaluate Recommendations: At the end of the follow-up meeting, the participant was asked
to rate the recommendations on the maturity model evaluation criteria: understandability,
ease of use, usability, and practicality

4.4 3 Case 1: Health Insurer

The first case study organization is a Dutch health insurer. From this organization, one Corporate
Data Steward and two Data Quality Experts participated in the assessment interviews. The interview
was conducted via video conference and correctly followed the case study protocol. Table 32
presents an overview of the data management process maturity. Table 33 presents the results of the
augmented data management maturity. The results are split per participant, and an average per
capability is calculated. The result of all sub capabilities can be found in Appendix H.

In general, the results per participant differ less than one maturity level. Larger deviations are often
caused by participants skipping processes, especially in data integration and database management.
On average, data quality is the most mature capability. Within data quality, data profiling and
assessing data quality are the highest at 2.3 (DM) and 2.7 (ADM), with the desired maturity of level 4
for both. Data profiling scores the highest augmented maturity at 2.7 due to the use of data profiling
tools. Metadata is the capability with the highest ADM maturity score, surpassing DM maturity on
two of three sub capabilities. The case organization indicated that they just introduced an Al-
powered data catalog, which they currently do not use to its full potential. Metadata analysis is the
most immature sub capability with the largest gap to the desired maturity and therefore provides a
large improvement opportunity for both DM and ADM. Master data management scores low in
general, with ‘evaluate and assess data sources’ as the highest sub capability at 0.9 (DM) and 1.3
(ADM) due to some functionalities in the data catalog. Within universal capabilities, ‘data rules’ is
the most mature. The other universal capabilities; validation checks, similarity identification, and
monitoring score low. Improving these universal capabilities would result in a higher maturity in all
other capabilities.

Participant Data Metadata Data Master DBMS. Universal
Quality mgmt. Integration data mgmt. Capabilities
1 22 33 15 29 1,7 3,2 1,0 2,8 - - 1,5 2,6
2 2,7 35 20 41 1,7 50 0,2 40 2,6 4,0 20 3,7
3 14 35 10 38 02 33 0,7 36 - - 0,9 3,3

Avg.DM/ADM 2,1 34 1,5 36 1,2 38 0,6 35 2,6 40 1,5 3,2
(as-is | to-be)
Table 32: Assessment Results DM Maturity of Case 1

59



Participant Data Metadata Data Master DBMS. Universal

Quality mgmt. Integration data mgmt. Capabilities
1 1,2 33 1,4 34 22 4,0 0,7 2,7 - - 0,9 2,6
2 02 20 21 30 03 3,2 0,0 2,8 1,1 3,1 0,8 2,5
3

1,3 31 1,7 39 10 3,7 07 30 - - 12 35

Avg. DM/ADM
(as-is | to-be)
Table 33 Assessment Result ADM Maturity of Case 1

4.4.4 Case 2: Bank

The second case study organization is an international bank headquartered in the Netherlands. The
interview participant is a Business Consultant with a focus on data management. The interview was
conducted via video conference and followed the case study protocol. Table 34 presents the
assessment results of both DM and ADM maturity. The result of all sub capabilities can be found in
Appendix H.

09 28 18 34 12 3,6 0,4 28 1,1 3,1 1,0 2,9

The largest gap to the desired state within data quality is within data cleansing at 1 level for DM and
1.7 level for ADM. Monitor data quality scores the highest at level 3 for both DM and ADM.
Metadata is the highest scored capability, also compared to the other case organizations. Analyze
metadata lacks behind at level 1 for both DM and ADM, while the desired maturity is at level 2.5 and
2 respectively. Data integration and master data management score relatively low, with no to little
ADM. The gap for all DM and ADM sub capabilities is relatively small, around 1 level, which might
provide short term improvement opportunities. The universal capabilities score relatively high,
which is reflected in the relatively high maturity levels compared to the other case organizations.
These universal capabilities can also be leveraged in data integration and master data management.
Mature universal capabilities also pave the way for augmentation.

Capability DM ADM

Data Quality 1,9 2,7 1,4 2,3
Metadata Management 2,1 3,3 1,8 2,5
Data Integration 1,6 2,6 0,5 1,3
MDM 1,3 2,3 0,0 0,8
DBMS 2,3 3,3 0,3 1,3
Universal 2,0 2,8 1,1 1,9

Table 34: Assessment Result of Case 2

4.45 Case 3: Insurer

The third case study organization is an international insurance and financial services provider
headquartered in the Netherlands. The interview was conducted via video conference with the Head
of Data Management and followed the case study protocol. Table 35 presents the assessment
results of both DM and ADM maturity. The result of all sub capabilities can be found in Appendix H.

In general, all capabilities have a gap of 1.5 level for DM and less than 1 level for ADM. Data quality
has the highest maturity for DM at level 1.7 and has the highest desired maturity at 3.6, which
indicates the importance and desire for improvement. Within metadata management, ‘Create and
Maintain Metadata’ is the only sub capability with ADM at level 1.5, while the desired maturity is
only 0.5. Analyze Metadata is the only sub capability within metadata management with a desired
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ADM at level 1. Data Integration and Master Data Management are the only capabilities with a gap
in current and desired ADM maturity, which indicates a desire for experimentation projects. The
Database capability was not scored, as the participant stated that it is outside of his role. There is a
desire for improvement in the universal DM and some ADM capabilities, which would improve the
maturity of all other capabilities.

Capability DM ADM

Data Quality 1,7 3,6 0,3 0,3
Metadata Management 1,1 2,7 0,5 0,5
Data Integration 1,2 2,5 0,0 0,7
MDM 1,1 25 00 09
DBMS

Universal 1,3 2,7 0,1 0,5

Table 35: Assessment Result of Case 3

4.4.6 Evaluation of Maturity Model and Assessment Tool

During the fourth, fifth, and sixth step of the case study protocol, the participants are asked to rate a
set of evaluation statements and to respond to the open questions from the evaluation template.

Two evaluation points recurred during the application of the model and at the open questions. The
first is that all participants needed an additional explanation of at least one process. Having received
the requested feedback, none of the participants named this as a disadvantage of the model. This
type of interaction is expected, as the maturity model is intended to be used within expert assisted
assessments. The second point covers the participant’s profile. None of the participants was able to
score every process of the maturity model. Many indicated that processes related to data
integration and database management are outside of their function.

One participant noted that it would be valuable also to include data governance in the assessment.
Another mentioned that it is unclear whether the most or least mature process should be used to
rate the statements. Another participant noted that the model could be improved by making it more
straightforward and the processes more mutually exclusive. Table 36 repeats the evaluation
statements and presents the scores from the case study participants.

Criteria Min  Med. Avg.
(N=4)
Maturity Levels

The maturity levels are sufficient to represent, all maturation
stages of the domain (Sufficiency) 3 4,5 4,3

There is no overlap detected between descriptions of maturity
levels (Accuracy) 5 5 5,0
Processes and Practices

The processes and practices are relevant to the domain

(Relevance) 4 5 4,8
Processes and practices cover all aspects impacting/ involved in the

domain (Comprehensiveness) 4 5 4,8
Processes and practices are clearly distinct (Mutual Exclusion) 2 4,5 4,0
Processes and practices are correctly assigned to their respective

maturity level (Accuracy) 3 5 4,5
Maturity Model
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Understandability

The maturity levels are understandable 4 5 4,8
The assessment guidelines are understandable 4 5 4,8
The documentation is understandable 4 5 4,8
Ease of Use

The scoring scheme is easy to use 4 5 4,8
The assessment guidelines are easy to use 5 5 5,0
The documentation is easy to use 4 5 4,8
Usefulness and Practicality

The maturity model is useful for conducting assessments 3 4,5 4,3
The maturity model is practical for use in industry 4 4,5 4,5

Table 36: Evaluation Criteria Scores from the Case Studies (N=4)

4.4.7 Evaluation of Recommendations

During the follow-up meeting, the result of the assessment was discussed with the participants. The
results consist of the assessment scores as presented in Section 4.4.3, 4.4.4 and 4.4.5 and the
recommendations on improving capabilities from Section 4.3.10 and the guidelines on constructing a
roadmap from Section 4.3.11. During the final step of the case study protocol, the participants are
asked to comment on the follow-up meeting and rate a set of statements regarding the evaluation
criteria.

All participants indicated that the assessment was useful. Common feedback was that it is
interesting to look at the different capabilities on a high level, compare with the other case studies,
and revise how Al can play a role within data management. The improvement steps are perceived as
easy to use, useful, and practical. The roadmap steps were considered too high level to be practical,
limiting their usefulness and ease of use. Multiple participants indicated that these roadmap steps
could be improved on the level of detail and cohesion with the improvement steps. One participant
stated that it would be valuable if the improvement roadmap incorporates an agile way of working.
Table 37 presents the evaluation statements and presents the score for the case study participants.

Criteria Min  Med. Avg.
(N=5)

Maturity Model

Understandability

The improvement steps are understandable 5 5 5
The roadmap steps are understandable 3 4 4
Ease of Use

The improvement steps are easy to use 4 4 4
The roadmap steps are easy to use 3 3.5 3.5
Usefulness and Practicality

Improvement steps are useful for formulating improvement initiatives 4 4 4
The improvement steps are practical for formulating improvement

initiatives 3 3 3
The roadmap steps are useful 4 4 4
The roadmap steps are practical 2 3 2.8

Table 37: Recommendation Evaluation Criteria Scores from the Case Studies (N=5)
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5. Conclusion

This chapter concludes the research by answering the research questions that were set out at the
beginning of the master thesis. The main research question was:

What constitutes a maturity model for Augmented Data Management that allows organizations to assess
and improve their Data Management operations by leveraging Al?

The main research question was split up into four sub-questions, which are covered in Section 5.1-
5.4. Section 5.5 concludes the research by answering the main research question. Section 5.6
discusses the contribution to research and Section 5.6 of the contribution to practice.

5.1 Augmented Data Management

The first sub-question is:

1. How can Artificial Intelligence be leveraged to Augment Data Management capabilities?
a. What is Augmented Data Management?
b. What is Artificial Intelligence?

Augmented data management is defined as the human-centered application of artificial intelligence
to enhance data management capabilities. Computer systems perform tasks and decisions that are
otherwise performed by humans. By dividing tasks and decisions over human and artificial
intelligence, both can focus on the most value-adding tasks. Computers are inherently good at
performing delineated and repeated activities, with a scalable and accurate execution. This
functionality is incredibly valuable when processing large and complex data. Humans are inherently
good at creative problem solving, which can be complemented by artificial intelligence.

Artificial intelligence refers to human intelligence in machines and consist of the following subfields:
Machine learning algorithms learn to perform tasks without explicit instructions. Natural language
processing enables a computer to understand and process human language. Expert systems
incorporate knowledge gained from human experts into information systems. Vison recognition
enables computers to understand and process visual images. Speech recognition enables a computer
to process and produce spoken language. Planning allows computers to define an optimal sequence
of actions. Robotics allows physical machines to perform actions automatically.

5.2 Existing Maturity Models

The second sub-question is:

2. Which Data Management and artificial intelligence maturity models are available in
current literature?
a. What does a Data Management model consist of, according to published literature?
b. What does an Artificial Intelligence maturity model consist of, according to
published literature?
¢. What are Data Management capabilities included in the reported models in the
literature?
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A systematic literature review was performed to identify all maturity models on data management
and artificial intelligence in published literature. The search resulted in seven models for data
management and four models for artificial intelligence. All models showed a relatively similar
structure with four to six maturity levels and a set of (sub) capabilities and processes. All data
management models contained an assessment method, while this was less common for Al models.

All seven data management maturity models combined present 32 capabilities, of which 13 overlap
between two or more models. These include data quality, data architecture, data governance,
stewardship, metadata management, master data management, data strategy, data storage and
operations, information life cycle management, organizational structures, awareness, security, and
technology infrastructure.

5.3 Maturity Model Development

The third sub-question is:

3. How to design a maturity model for Augmented Data Management?
a. What are the maturity models’ goals and requirements?
b. Which method can be used to design a maturity model?
¢.  Which method can be used to evaluate and validate a maturity model?

The functional requirements of the maturity model are that it must be able to assess the current
state of capabilities and that improvement measures can be derived from the application of the
model. The non-functional requirements were formulated as design goals and used as evaluation
criteria. These criteria include maturity level sufficiency and accuracy, process relevance,
comprehensiveness, and mutual exclusion, maturity model understandability, ease of use, usefulness,
and practicality.

Various methodologies, methods, and guidelines exist on maturity model design and validation.
Design science and action research are the most used established methodologies, while ‘ad hoc’
methodologies are the most popular. The most used methods are literature review, interviews, case
studies, focus groups, and surveys. Other methods include Delphi studies, workshops, and various
analytical methods. Different authors propose guidelines, based on methodologies, that detail exact
steps for developing a maturity model. The authors that introduced the most adopted and most-
cited guidelines are Becker et al. [15], de Bruin et al. [16] and Hevner et al. [83].

For the ADM Maturity Model design, a decision is made to apply the guidelines of Becker et al.
because they are based on design science research and have the highest adoption in the scientific
community. The development strategy is to combine existing data management and artificial
intelligence maturity models. The maturity levels, (sub) capabilities, and processes are systematically
compared and synthesized. Sub capabilities and processes that can be augmented are identified by
performing interviews with Al and data management experts. The first version of the maturity model
is evaluated and validated in expert interviews with the main stakeholders. The improved and final
version of the model is validated in multiple case studies.
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5.4 ADM Maturity Model

The fourth sub-question is:

4. What constitutes the ADM maturity model?
a.  Which maturity levels and definitions can be distinguished?
b. Which capabilities can be distinguished?
c. How to perform a maturity assessment?

The ADM Maturity Model consists of two maturity axes with five maturity levels. One axis is for data
management process maturity and consists of the levels initial, repeatable, defined, quantitatively
managed, and optimized. The other axis covers augment data management maturity and consists of
the levels experimental, ready, semi-automated, automated, and advanced.

The ADM Maturity Model consists of five capabilities: data quality, metadata management, data
integration, master data management, and database management. Each capability consists of
multiple sub-capabilities and processes that are relevant to the respective domain. Next to these
domain-specific capabilities, the model consists of the following universal capabilities: define data
rules, data modeling, validation checks, similarity identification, and monitoring.

The ADM Maturity Model can be operationalized with the assessment tool, which can be used to
structure an expert assisted maturity assessment. The assessment tool introduces the maturity
model, the maturity levels, and can be used to assess the (sub) capabilities and processes. The tool
presents the assessment results, which can be used to improve capabilities and construct a roadmap
as outlined in the present research.

5.5 Main Research Question

The main research question is:

What constitutes a maturity model for Augmented Data Management that allows organizations to assess
and improve their Data Management operations by leveraging Al?

Based on the results obtained in our research, it can be concluded that the ADM Maturity Model, as
presented in this thesis, fulfills all requirements to be used by organizations to assess and improve
their data management operations by leveraging Al. The ADM Maturity Model fulfills the functional
requirements, as demonstrated in the case study. Using the maturity model and corresponding
assessment, the current and desired maturity of three case organizations was assessed. The
assessment results were used to provide recommendations on improving capabilities and
constructing a roadmap to implement improvement initiatives.

The ADM Maturity Model was evaluated by the intended user stakeholder, data management
consultants during expert interviews, and by the functional beneficiary stakeholder, organizations
that want to improve their data management capabilities during the case studies. During the
evaluation, these stakeholders rated the criteria from 1 (strongly disagree) to 5 (strongly agree). The
average and median score for every criterion is between 4 and 5 for both stakeholder groups. Based
on these scores, it can be concluded that the ADM? consists of sufficient and accurate maturity
levels, (2) the processes and capabilities are relevant, comprehensive, mutually exclusive and
accurate and (3) the model itself is understandable, easy to use, useful and practical
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The same evaluation criteria are used to evaluate the recommendations on improving capabilities
and constructing an improvement roadmap. Based on these scores, it can be concluded that these
recommendations on improving capabilities are understandable, easy to use, and useful. It can also
be concluded that the recommendations on constructing a roadmap are understandable and easy to
use. The evaluation criteria for the practicality of the recommendations are assessed as neutral.

5.6 Contribution to Practice

The contribution of the present research to practice is twofold. First, this thesis introduced a
maturity model and assessment tool that can be used to assess current data management
capabilities and improvement opportunities. Second, this thesis provided an evaluation with
practitioners, data management consultants and organizations, which indicated that the proposed
maturity model and assessment tool are promising.

Practitioners can directly use the ADM Maturity Model and the corresponding assessment tool. The
model presents a set of capabilities, sub capabilities, and processes that can be augmented and a set
of maturity levels to assess those processes. The assessment tool can be used to guide and perform
the assessment. Following the assessment, this thesis outlines general recommendations on
improving capabilities and constructing a roadmap. The ADM Maturity Model is compatible with
other data management maturity assessments. Practitioners commonly perform maturity
assessments, and the ADM Maturity Model can be used to complement these assessments. The
comparison matrices can be used to identify how this model relates to other data management
maturity models.

The evaluation of the maturity model and assessment tool is promising. Data management
consultants, the intended users of the model, assigned high scores to all the evaluation criteria.
Participating organizations, the intended beneficiaries of the model, also assigned high scores for the
same evaluation criteria during the case studies. These high scores are a strong indication that the
ADM Maturity Model is easy to use, useful, and practical in a real-world application.

5.7 Contribution to Research

The contribution of the present research to the scientific body of knowledge is twofold. First, the
thesis presented and demonstrated a maturity model development approach that combines existing
frameworks and methodologies. Secondly, the thesis introduced the first maturity model for
augmented data management.

During the author’s background research on maturity model development, a systematic literature
review identified the research methodologies, methods, and guidelines used by the academic
community to develop IT maturity models [73]. Almost half of the 109 articles used an ‘ad hoc’
methodology, and a third did not specify a methodology at all. The same literature review revealed
roughly the same division for ‘ad hoc’ and non-specified development guidelines. These numbers are
surprising as building a cumulative tradition is commonly seen as a requirement for a coherent
research field, as argued by Keen [97]. If maturity model research wants to become a mature
research (sub) field, building on top of current knowledge is a high priority requirement.

The ADM Maturity Model was developed by leveraging existing and peer-reviewed methodologies,
guidelines, and methods. These include the Design Science Research Methodology[20], the
guidelines by Becker et al. [15], the systematic literature review method by Kitchenham [37], the
metamodeling analysis and comparison method by Lautenschutz et al. [84], the qualitative content
analysis guide by Dey [87], the evaluation template for maturity models by Salah et al. [24] and the
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Framework for Evaluation in Design Science [96]. In addition to using existing methodologies, the
present research also builds on top of existing maturity models. Instead of creating a new model,
this thesis compares existing models and developed a complementary model. This thesis contributes
to the coherence of the research field by demonstrating an approach that builds on top of existing
knowledge.

As part of reflecting on the contribution of this thesis to research, we attempted to position the
present work in terms of theory-development efforts. Following the classification by Gregor [98], the
present research is of type Il: Explanation. The contributions of this work are in presenting what
augmented data management is, how Al can be leveraged in data management capabilities, why
augmentation is a solution to limitations of current practices, which processes can be augmented,
and how capabilities can be improved. In doing so, the theory is more elaborate than type |
(according to Gregor’s classification [98]). While it is predicted that augmented data management
will be adopted rapidly in the future, this thesis’s research method focuses on explaining current
applications. Therefore, this study is not of type Ill: Prediction. The research framework, as
presented in this thesis, can be applied to design new maturity models. However, it is not the main
contribution as in type V research.

The second contribution is the development of a novel maturity model. Artificial intelligence and
data management are both increasingly popular research fields, which resulted in the development
of various maturity models in either field. This thesis presents the first maturity model that
combines both fields within augmented data management. ADM has received tremendous interest
from the industry in recent years and -through this research- is now also thoroughly scientifically
researched for the first time.
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6. Discussion

This chapter discusses the findings and limitations of the project. Section 6.1 reflects on the research
methodology. Section 6.2 reflects on the model itself and its development. Section 6.3 presents the
implications for practice. Section 6.4 presents the impactions for research, and Section 6.5 closes the
chapter by discussing research limitations and future work.

6.1 Reflection on the Chosen Research Methodology

The present research set out to leverage existing methodologies, methods, and guidelines to
develop a maturity model. This approach provides a solid foundation and validated approach for
every step of the development and evaluation process. Because of this, the focus is more on the
correct and valid execution of the methodologies and methods rather than substantiating and
defending a self-introduced ‘ad hoc methodology’.

The ADM Maturity Model was developed following the design science research methodology and
the guidelines by Becker et al.[15]. The methodology aimed to evaluate the maturity model in a
model of the context with regard to the stakeholder goals. This methodology proved to be suitable,
as it results in strong indications about the effects in the real-world context.

The present research used a top-down approach to construct the maturity model. Within a top-
down approach, the maturity stage definition is proposed first, followed by determining the
measures that fit the definition. A bottom-up approach works vice versa and starts with collecting
measures from practice. As augmented data management is a novel field, mature organizations are
scarce and hence the top-down approach. This approach is a limitation of the present research, as a
bottom-up approach ensures that the defined measures appear in practice. As the field of ADM
matures, it would be more feasible to apply a bottom-up approach, such as a Delphi study. It would
be interesting to reproduce this study once more mature organizations in terms of ADM are
identified.

The present research leveraged a mixed-method development strategy to complement the
shortcomings of the individual methods. The systematic literature review ensures that the research
utilizes and builds on top of current knowledge. The metamodel analysis provides a thorough
analysis of current Al and data management maturity models and simultaneously positions the ADM
Maturity Model to complement them. However, solely reviewing current literature lacks practical
relevance. Novel knowledge is gathered from practice by performing expert interviews to identify
existing applications of augmented data management. We believe that this mixed-method
development approach provides a solid foundation by combining current literature and empirical
research.

The resulting maturity model is evaluated using a mixed-method validation strategy. Expert
evaluations provide a relatively simple method to simulate conditions of practice and gather
feedback to improve the model. However, this method only included one stakeholder group and is
artificial. Case studies provide a more naturalistic method and simulate the conditions of practice for
functional beneficiaries by applying the model during a maturity assessment at the case
organizations. We believe that the expert evaluation and case study method complement each
other’s shortcomings and provide a valid evaluation strategy.

The case studies demonstrated the applicability of the model yet revealed that ADM often is very
immature. The lack of maturity revealed the main drawback of choosing the case study research
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method in a relatively new field: the case organizations were approached to participate and are not
(yet) committed to augmented data management. In the optimal real-world context, an organization
would apply the model when they experience the limitations of current data management practices.
In that case, the model is expected to be the most useful. Despite the limitations on the motivation
of participating organizations, the author thinks that case studies remain a valid choice as they
simulate a real-world context. Even if an organization has not yet implemented Al technology,
assessing their processes is both valuable to the organization and for evaluating the model.

The used methodology seemed optimal at the start of the research, considering the available time
and resources. Technical action research could have been a better alternative, as the maturity model
would be applied in a real-world context, and its effects in practice can be studied [20]. However,
technical action research requires a dedicated sponsor, a suitable participating organization, and
presumably considerably more time. Due to the novelty of the maturity model, it would be hard to
find a sponsor and participating organization, as they have to invest resources. Therefore, design
science research was the best viable methodology. Applying the ADM Maturity Model in technical
action research would be the next step in validating the model and its effects. Such a research can
be designed with a sponsor such as Deloitte, with multiple experienced data management
consultants on board that would apply the model during a maturity assessment as part of a data
management improvement project at a client organization. The researcher can then observe the
effects and validate the model in a real-world context.

6.2 ADM Maturity Model Reflection

The present research resulted in the ADM Maturity Model, which was evaluated by eleven experts
and applied in three case studies with five participants. During both rounds, the maturity model
received a high rating for all evaluation criteria. Each criterion was rated on average between 4.2
and 5.0 on a 5-point scale. These scores are an indication that the maturity model fulfills the design
goals of the present research. However, when critically reflecting on the model, a few points for
discussion arise.

One recurring discussion point was the question about which processes should be leading when
assessing maturity. The model mentions ‘processes’ and not individual processes, which opens up
the question whether an average score should be used, or the score for the top-level process or the
one process that is lagging. The argument for using the top-notch process is that this reflects the
ability of the organization; if they manage to execute one process, they can transfer this knowledge
to the other processes as well. The argument to go for the least mature process is that this process
can limit the whole capability as the weakest link. Scoring an average also is sub-optimal as it
captures neither. Based on these arguments, we think that it would be best to coordinate this choice
with the participating organization.

Another major point of discussion is the concept of automation versus artificial intelligence, which
caused some confusion. These two terms are inherently different as automation refers to
streamlining repetitive tasks, while artificial intelligence is about emulating human intelligence and
decisions. The distinction between the two can be hard to identify, as extensive rule-based
automation can come across as Al. Similarly, Al can be used to automate simple tasks. The user often
uses the system without being aware of the technology behind it. An example of such a system is
Google Translate. Before late 2017, Google Translate used rule-based automation to translate text.
At the end of 2017, Google replaced this system with Al, which reportedly reduced the code from
500,000 lines to 500 [99]. At the start, users might not have noted a difference in translation quality,
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while the efficiency changed drastically. This example illustrates the difficulty in assessing whether a
process truly leverages Al. Therefore, in this work, we deliberately chose to include both
‘automation’ and ‘decision making’ in the definition of augmented data management and the
maturity levels to limit the discussion. This choice is motivated by the fact that the model processes
describe ‘what is done’ and not ‘how it is done’. Similarly, augmented data management focuses on
‘what is being done for you’ and not ‘how it is being done’. The ‘what’ is in automating tasks and
decisions, regardless of the ‘how’ being automation or Al. The stakeholders benefit either way.

A discussion point of the model is the subjectivity in assessing processes. We must note that this is a
common characteristic of maturity models and only becomes a limitation if participants cannot align
their views. One benefit of a maturity assessment is connecting participants with different
viewpoints and discussing current capabilities and planning for future capabilities. The difference
and subjectivity are demonstrated in the first case study, where three participants assessed the
same processes at the same organization. The participants rarely assigned the same maturity level.
The deviation is often limited to less than one maturity level. The model could be made more
objective, which presumably would make it easier to use, which would increase the focus on
improvements.

A set of limitations is associated with maturity models in general [15], [39]: they are over-simplistic
compared to reality, they focus on a single path to maturity while neglecting alternative approaches,
the applicability may be constrained by internal (technology, supplier relations) and external factors
(market conditions). During this research, we were able to overcome some common limitations of
maturity models. A lack of fundamentals was avoided by presenting a literature review on Al.
Unnecessary duplicate models were avoided by comparing existing maturity models, and a lack of
transparent development method was avoided by introducing the multi-method development and
evaluation strategy.

Another limitation of the model is traceable to the participant profile. The case studies showed that
none of the participants were able to score all the processes. Just as data management models
consider different capabilities to be relevant, data management functions also differ at
organizations. To assess all ADM Maturity Model processes and capabilities, the participants need to
come from multiple disciplines, professional backgrounds, and different organizational roles such as
data engineers, data scientists, data quality experts, data stewards, and data managers. It might be
difficult in an organization to form such a multidisciplinary team with that many and diverse experts
due to time pressure or resource limitations.

A final limitation is traceable to the chosen data management capabilities. As already indicated, the
choice is made to scope the research and select five capabilities, where Al has the largest potential.
This selection results in the model not covering the whole data management field. Capabilities with
a low potential for Al, such as data governance, are also vital to data management. In turn, some
capabilities are not covered in the model, while they can still have the potential to be augmented.
The processes related to these capabilities frequently change due to new technologies and
innovations. Disrupting innovations might even influence whole capabilities. For example, the
semantic web or linked open data can fundamentally impact metadata management and data
integration, making some processes obsolete [100]. To keep the proposed maturity model viable and
valuable, we think that every few years, it would be good to be revised so that organizations assure
the most recent developments in augmented data management are covered accordingly.
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6.3 Implications for Practice

As a result of the present research, practitioners can now perform maturity assessments that
incorporate augmented data management processes and maturity levels. Business and IT are often
considered separate fields. Practitioners with technical knowledge apply Al to data management
challenges while the business is unaware of these applications. Similarly, practitioners within the
data management field are often not aware of the potential of artificial intelligence to add value
from a business perspective. The ADM Maturity Model bridges business and IT capabilities into a
single maturity model.

In terms of maturity, it is expected that a certain level of data management maturity is required
before applying augmented data management effectively. It can be reasoned that it would be hard
to augment processes that are not defined within an organization, limiting the applicability of the
augmented part of the model. Meanwhile, it provides insight into which capabilities are not (yet)
ready to be augmented, which is valuable and can be used to prioritize initiatives. Therefore, we
think that the model can be used within organizations that are ready to implement or improve
augmented data management, as well as less mature organizations that are in the preparatory
phase.

What would take organizations beyond the one in which this project took place to use the proposed
maturity model? It is our understanding that any data management practitioner can likely apply the
model. During the evaluation, all data management consultants agreed that the maturity model was
understandable and easy to use, regardless of their experience and knowledge of Al. Furthermore,
the market research revealed that there are many tools available that already leverage Al.
Therefore, only knowledge and experience in system implementation is necessary to introduce
augmented data management. Besides, we noticed that organizations that already have tools with
Al functionalities are sometimes unaware of these functionalities or their potential. Likewise, the
maturity model can be applied to get the most out of current tooling. Altogether, we think that the
ADM maturity model has versatile use cases for variousdegrees of organizational maturity and
practitioner experience.

6.4 Implications for Research

The findings within the present research might impact future research and lead to new potential
research questions. The first set of research questions focusses on future research on the current
ADM Maturity Model:

e  What is the relationship between data management maturity and augmented maturity?

e Does a high maturity level for augmented data management lead to a higher process
maturity level?

e Does a high maturity level for data management maturity lead to a higher augmented
maturity level?

e How does the ADM Maturity Model hold up in practice (action research)?

e Which level of data management maturity is required before implementing augmented data
management?

e Canthe ADM Maturity Model be applied as a self-assessment tool?

e  Which objective measures can be identified to assess the processes of the ADM Maturity
Model?
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Answering these research questions will provide empirical evidence that could help practitioners
reason about the suitability of the maturity model to their own organizational context. The presence
of more empirical data is also vital to the understanding of the implications of a maturity level for an
organization

Second, the following set of research questions focusses on augmented data management as a
whole:

e  Which other capabilities can be augmented?

e What is the effect of augmented data management in terms of efficiency?

e What are the limits of the current practices? At what point is augmentation necessary or
viable?

e Can the maturity scale be applied to other domains, i.e., augmented analytics?

e What is the effect of augmented data management on analytics?

Answering these research questions will provide empirical evidence on the full potential, benefits,
and impact of augmented data management. The prospect based on current literature is promising;
more empirical data can reveal whether this can be realized in practice.

6.5 Research Limitations and Future Work

The ADM maturity model is developed through a literature review, expert interviews, and case
studies. Limitations inherent to these methods are the risk of overlooking specific sources, biased or
influenced experts and case study participants, and misinterpreting qualitative data [20].

The systematic literature review on maturity models for data management and artificial intelligence
aimed to be as inclusive and thorough as possible. Various data sources were consulted to the point
that additional sources seemed not to yield additional results. Despite this, it is possible that certain
sources have been overlooked or additional research has been published that would have influenced
the present research.

The experts that participated in the evaluation and case study participants might be biased or
(unconsciously) influenced during the research. Some of the experts are part of the Enterprise Data
Management team at Deloitte, which facilitates the present research. While on average, these
experts tend to score the evaluation criteria statements lower than the other participants, they do
have an interest in the research, which might influence them. This effect might lead to a more
critical and lower evaluation, as these participants can benefit from the resulting maturity model.
Another influencing factor might be that experts and participants prefer to be kind and therefore
moderate their criticism.

The researcher might be biased towards positive results, which could be reflected in evaluation
guestions and criteria that are formulated or framed to persuade positive feedback. Throughout the
research process, the researcher was conscious of this and aimed to minimize this effect by using a
standard template for evaluation criteria and questions. The researcher could also be biased in
interpreting the results. A second independent researcher was asked to verify the qualitative
content analysis from the interview transcripts by peer debriefing to avoid this bias.

To claim the generalizability of the maturity model and research, it must be argued that the findings
of the sample population can be extended to the population at large [20]. The sample population for

72



the expert interviews consists of data management consultants with experience in maturity
assessment at organizations in the Netherlands. The sample population of the case study consists of
organizations in the Netherlands. During both evaluations, participants indicated that the ADM
Maturity Model is easy to use, useful and practical, supporting the claim that these effects are
generalizable for organizations within the Netherlands. It can also be argued that these effects are
generalizable for organizations worldwide. Some of the case study organizations, and the
organizations that the consultants have experience with, operate internationally, which indicates
that other branches might have similar processes. One primary argument supporting this claim is
that the ADM Maturity Model processes are also present in widely used data management models
such as DAMA DMBOK, which has many certified practitioners worldwide. Not all organizations
execute all processes or have all capabilities, yet they can be expected to cover some. Therefore, it
can be argued that (a selection of) processes of the ADM Maturity Model can be generalized to most
organizations that do some form of data management.

The ADM Maturity Model does introduce a new augmentation maturity scale synthesized from
lesser-known Al maturity models from and recommendations on improving capabilities and
constructing a roadmap. These augmented constructs of the model are more useful for applying to
organizations that have somewhat mature data management processes and have the technical
capabilities to apply Al. The expert interviews revealed that there are successful implementations of
augmented data management worldwide. The case studies showed that the model can also be
applied to international organizations regardless of their augmentation maturity. However, less
mature organizations seemed to focus more on improving data management in general than
augmented data management. While it can be useful for organizations to know they score low in
data management, having some maturity seems to improve the usefulness of applying the
augmentation scale.

Future work should first focus on improving the current limitations of the model. First of all, the
model could be made more objective by quantifying measures. For example, by asking participants
to indicate a percentage of processes that adheres to a certain standard or by assigning a particular
maturity score to objective constructs, such as architecture and data types. Second, the protocol
around the selection of assessment participants should be improved to make it more
multidisciplinary, so it covers all capabilities. Future work could also focus on adding additional
capabilities, such as data governance, to make the model more comprehensive. To include more
capabilities the same development procedure, as used in the present research, can be used. The
maturity model should also be applied to more organizations, preferably during action research at
an organization that wants to implement or improve its augmented data management. Within such
research, the maturity model can be studied and validated in practice. At last, future work should
revise the model and keep it up to date, as artificial intelligence and data management are fast-
changing fields.
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8. Appendix

A. Description of Data Management Literature

Model
MD3M [43]

MD3M [42], [61], [41],
[44], [45]
MD3M [46]

DCAM [49]

DCAM, CMMI, IBM [48]
CMMI DMM [51]
CMMI DMM [50]

DMBOK, CMMI DMM [1]

Gartner, Stanford, CMMI
DMM [18]

IBM [64]

IBM [52]

IBM, DMBOK [53]

Stanford [57] [56]
Gartner [6]

DMBOK [62]

DMBOK [60]

DMBOK [58]

DMBOK [4]

DMBOK [59]

DMBOK [61]

Type
DM Model

Case study

Description
of
type/class
DM Model

Conceptual
overview
DM Model

Case study
Opinion and
personal
experience
Conceptual
overview
DM Model
Opinion and
personal
experience
Conceptual
overview
Case study
DM Model

Opinion and
example

Theory

Survey

DM Model

Theory

Case study

Method
Literature research

Literature search for
model: apply MD3M
Literature search for
FAMM, present
characteristics

Synthesis of best practices
of EDM council members
into DCAM

Synthesize DM models

Synthesis of best practices

Apply DMM
Combine literature and
personal experience

Literature research

Synthesis of best practices
Justify proposition by
personal experience

Systematic literature
review

Apply Stanford DGMM
Synthesize best practices
from experience

Using aggregation in order
to develop a classification
for metadata use cases
Modify DMBOK to fit Open
Data characteristics
Literature review to
determine central
principles of DM
Synthesize best practices

Align DMBOK with Open
Government and FAIR
principles

Propose data governance
reference model using
DMBOK

Table 38: Overview of Data Management Maturity Model Literature

Validation

Academic validity in the development
process by building on peers and a single
case study

Measure master data maturity in external
case study using MD3M

Validity through systematic method and
referencing published models

Not validated, purely based on experience
of unidentified professionals

Assess DM maturity in external case study

Not validated, build on top of established
CMM

Case study at 15 government agencies
Reference to established publications,
written by industry experts (EDM Council)

Reference to established publications,
presenting an overview

Written by industry experts (IBM)
Personal experience (IBM) talking to CIQ’s,
CTO’s and Chief Architects

Reference to established publications,
presenting an overview

Case study at external organization

Based on dozens of workshops and
thousands of analyst interactions (Gartner)
Case study

Present mapping between DMBOK and
Open Data principles, no validation
Semi-structured face-to-face interview with
an internationally renowned professor on
data management

Based on professional experience,
references to many other published models
No validation, builds on DMBOK

Case study at external company
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B. Systematic Comparison
B1: Data Management Maturity Levels

Pracess unpredictale, poarly
contrclled and reactive

Process characterized for
projects and s managable

Managed
Process characterized For the
organization and is pro-active

Defined
Process quantitatively
measured and controlled

Quantitatively

managed
Focus on continuous process
impravement

Optimizing

1 mapping

1 mapping

11 mapping

11 mapping

11 mapping

Aware

Reactive

Proactive

Managed

Optimized

Level | organizations are typically Aware of issues, but no
inthe lower 107 ofthosewe  Formal data management
advise. They are generally aware  pracesses in place.

of key issues and challenges, but
lack the budge, resources
andior leadership to make any
meaningful aduances in EIM.
Level 2 organizations represent
appraximately 303 of those we
ome across. They generally
operate in areactive application
centric made, waiting until
information-related problems
marifest in significant business
lozses or lack of
competitiveness befare

Leuel 3 organizations represent
the approzimate 40 of those
that are more or less
mainstream todayin terms of
theit informatian-related
capabilities. They have become
more proactive in addressing
certain areas of information
management, and have started
£ put the “enterprise™ in
enterprise information
management. Some programs
ara operational and sffective, but
there iz litle leusrage or

Ad hae = reactive

Frocess in placs, but no
organizational alignment

Level 4 arganizations represent
approtimately 1654 of thase that
are clear leaders in their industry
with respect 1o managing and
leveraging information scross
mre than two programs. They
take a decidedly managed
spproach to information

11 mapping

Level 5§ arganizations are Few and +1 mapping
Far between, representing Fewer

than 52 of those throughout the

world. They are typically model

organizations frequently cited for

their EIM excellence that have

optimized many [if not most

sspects of acquiting,

Performed

Managed

Defined

Measured

Optimized

Frocesses are performed ad hoe,
primarily at the project level
Frocesses are ypically not applied
01055 business areas.

1 mapping

Frocesses are planned and
executed in accordance with policy;
employ skilled people ith adequate
resources to produce controlled
outputs; invalve relevant

stz eholders: are monitored and
contralled and svaluated for
adherence to the defined prosess.

+1mapping

Managed

Setof standard processes is
employed and consistently
followed. Frocesses to meet
specific needs are tailored from the
set of standard processes
accordingta the organization’s
guidelines.

t1mapping

Defined

Prosess metrics have been defined 11mapping
and are used for data management,

These include management of

uarianee, prediction, and analysis a

1 mapping

+1mapping

+1mapping

T mapping

Initial

Repeatable

Defined
process

&

using statistical and other
quantitative techniques. Process
performance is managed across
the life of the process

managed

Prosess performance is optimized  11mapping
through applying Level 4 analysis

for target identification of

improvement opportunities. Best

practices are shared with peers and

industry

Optimizing

T mapping

measurable

Optimized

1 mapping

+1mapping

t1mapping

11 mapping

11 mapping

Incomplete

Defined

Quantitatively
managed

Optimized

hlo organized data management practices or formal enterprise
progesses for managing data. Ciganizations are aware of key issues
and challenged but lack the budget, resources andtor leadership ta
make any meaningful advances.

General-purpase data management using a limited taal set, with little
of no governance. Crganizations operate in 4 reactive applicatian-
centric mode, waiting until information-related problems marifest in
significant business losses of lack of competitiveness before
addressing them. Diata handiing i highly refiant an 2 few expents. Foles
and responsibilities are defined within silos, Each data owner receives,
generates, and sends data autonomausly, Contals, if they exist, are
3ppliedinconsistently. Solutions for manzging data are imited. Data
qualityiszues are pervasive but not addreszed. Infrastructure supports
Emergence of consistent tools and role definition to support process. Processes are executed and plannedin
execution. Frogesses are planned and executed in accordancs with  acoordanse with certain polisy, but primarily
policy; employ skilled people with adequate resources toproduce project-based

controlled outputs; involue relevant stakeholders; are monitored and

contralled and evaluated for adherence to the defined process. The

organization is getting aware of data quality issues and concepts.

Concepts of Master and Rieference Data begin to be recognized.

Some programs are operational and effective, but there is itle

leverage o alignment across programs and investments.

Pracesses are [manual) unpredictable,
paarly sontralled, reactive and typically nt
applied across business units.

This might be a suitable entry point for ADM: emergence of support
processes andincreased awareness. Good timing ko identify first
ADM usecases and ensure readyness.

Intraduction and institutionalization of sealable data management
processes and 3 view of D as an organizational enabler. Data
management capabilities established and verified by stakeholders:
roles and responsibilities structured, policy and standards
implemented, glossaries and identifiers established, sustainable
funding. Characteristics include the replisation of data across an
organization with some controls in place and a general increase in
owerall data quality. along with more farmal process definition leads to
a significant redustion in manualintervention. This. along with 2
centralized design prosess, means that prosess outcomes are more
predictable.

Standardized tools for data management from desktop to
infrastrusture, coupled with 2 well-formed centralized planning and
governanee function. Frocess metrics have been defined and are
used for data management. These includs management of variance,
prediction, and analysis using statistical and other quantitative
techniques. Process performance is managed across the ife of the
process Expressions of this level are a measurable increase in data
quality and organization-wide capabilities such as end-to-end data

Set of scalable and proactive processes is
employed and consistently follawed
across the organization.

Prosesses are measured, controlled.
Petfarmance is managed across the whole
process.

Pracess performance is optimized through applying Level 4 analysis
for targat identification of impravement appartunities, When data
management practices are optimized, they are highly predictable, dus
1o pracess automation and technology changs management, Tools
anable aview data across processes. The proliferation of data s
controlled to prevent needless duplication. Well-understood metrics.
are used to manage and measure data quality and processes. Best
practices are shared with peers and industry.

Prosess perfarmance is sontinuously
optimized.
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B2: Al Maturity Model Levels
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B3: ADM Levels

DM levels

Ho orgasized dats management practices or famal enterprize processes for
managing data. Organizations are aware of hep izouss and challenged but lack the budget,
resources andtor leadership o make any meaningful advances.

0 Iscomplers

Lerel

General-purpase data management using a

ted tool set, with el o 1o gavernance

nenece before sddrezeing them. Dt handling iz highly reliant on 3 fow experte.
Riolez and responsibilitics are de siloz, Ench dats owner receines,
generater, snd endz data sutenomously. Controle, if they exist, are spplied
nconsistently, Solutions for managing data are limited. Oats quality iszucs are
perrasive but not addrezsed, Infrastructure supperts are at the busingss unit lerel,

Emergence of consistent tanls and role definition to support process execution
Processes are pla accordance with policy; cmploy
shilled people with adequate resources ko produce controlled autputs; invokve relerant
stakehalders; are monitored and controlled and evaluated for adherence to the defined
process The organization is getting aware of data quality issues and cancepts. Concepts
of Master and Reference Diata begin to be recagnized. Some programs are aperational
and effective, but there iz litele leverage or aligument acrocs programs and
inveztments

ed and execated

2 Mamaged

Introdustion and inztitutionalication of zcalable dats management proceszes and o view of
DM 5 3n organizationsl cnabler, Diata management capabilities catablizhed and verificd by
stohehalders: rolez and rasponsibillties structured, policy and standards implemented,
alozaarics and identificrs sstablizhed, suztainable funding. Characteriztics includs the
replication of data across an organization with some controls in place and 2 gensral
increase in overall data quality, along with move Formal process definition lcads to
2 significant reduction in manual intervention. Thiz, along with 3 centralized design
Process, means that process outcomes are more predictable.

Standardized toolz for data management From dechop to infrastructurs, coupled with 3
well-formed centralized planning and governance fnction, Procezs metrics have been
defined and are uzed For duts management, Thez include management of variance,
prediction, and snalyzis using statistical and other quantitative kechniques. Process
performance is managed ucrozs the life of the process. Expressions of thiz level are o
messurable incrense in data quality and organization-wide capabilities such 32 end-to-end
ata sudits,

managed

Process performance is optimized through applying Level 4 analysis for target
identification of improvement apportunities. “hen data management practices are
optimized, they ar highly predictable, duc to process autamation and technology change
management. Taols enable a view data across processes. The profiferation of data is
contralled to prevent needless duplication. Well-understond metrics are used to manage
and measure data quality and processes. Best practices are shored with peers and industry.

B4: Data Management Capabilities

He arganized duta management practices

Processes are unpredictable, poorly contralled, rea
eypically nat spplied acrozs business unite.

Processes are executed and planned in accordance with
certain policy, but primarily project-based

Set of scalable and proactive processes is employed and

ongiztently Fellowed across the organizatio

Procezzes are messurad, controlled, Performance iz
managed acrocs the whols process.

Frocess performance is continuauzly optimi

Aszess

glready

Al levels
The mot immaturs phaze, where the organization haz mot taken proactite steps on
Hhe & <y and inkernal conversations abaut Alars ad hoc and zpeculative, The

organization will net be in a position to take advantage of the opportunities offered by Al
capabilites, hindered by the lack of 3 cohesire strategy, limited arganizational alignment,
and inguficient data availability. First uze cases need to be drafted to move to the nest
stags.

n.
prefucts are staring with the sim £ provs Al value i rdr 1o avalrs 1 the Bt 2tage

The copability is well-developed and the organization is ready to start their Al journey in
terms of strategy, arganizational set-up and data availability. Am imitial strategy For
each Al application exists and the ralue propo: one of the main
drivers. However, decentralized solutions still exist and the organization is faced with A1
restrictions issues The next step is to make tactical investments to enable the relerant
skills, technology, and data to start realizing these plans.

Drgunizations that chicve thiz level have an Al strabegy Focuzed on bechnalogy and basls.
The firzt Al profects are in production. An srecutire sponzer vists. Budget Far Al
Projects iz availuble and protected by cescutive management, & COE has baoen instantiated,
™ kmg Al experts, best e and technology svailable For projects. Sealing Al

pil r focus. Ta evalve b the next stage, develop an
o process for dcvclupmcm and deployment of Al and stabi

Istable 2 your platform for
further Al expansion and governance.
Al new digital projuctz, including procacs ovsrhaulz for sptimization, concider smploying
A1z walus drivarz 3nd courcs of compatitive advantsge. New praducts and cervices have
ambaddad Al around sach project iz n place. Buasiness waits trazt Al
ated echuiques and are ready to wse them to make o 1 business
{expansiontprof g, az. Routine decisions are made and cxccuted by algorithms. To

volve to the next stage, ¢xpand data sources and succesd with high-rishihigh-return use
cazes,

Al routing and expected 2 an clement of performing all business processes, decisions
are even made by Al antonomously. The organization haz Al expertice and

expe

ahead of new

ience, with a proven track record in Al-powered use cases. The arganization keeps

in &1 and the potential impact an their business

-File has too many cells to include in the appendix, Excel file is available on request.-

The organization haz taken ne prass

4 2eps in wgmanting precesses

Alaugmentation might be leveraged by individualz of teams without arganizational
swareness and iz therefors not governed, messurred and controlled on organization level.

The organiz: includes it in the

strategy.

iz becomming aware of the value of Al-augment:

The First Al-augmentation projects are in production with a Focuz of sealing these projects

Froutine backe and decizionz are subomated. The business increasingly truste Al to make
critical buginezs decizions,

Al-augmentation iz rautine and expected as an dement of all processes. More and more
complex decisions are made by Al autonomously.

ADM Levsls

Undefined

Managed &
ready

ADM Lerel description

The arganization haz ne arganized data management practices or Formal processes. The arganizstion ia awrars of the
by izzuca and challenges but iz not in s pasition b kahe adrantage of sugmenked daba management dus to the lack of
strateqy, organizational alignment, data and resources. To move ko the next maturity level, the first nse cases need to
be drafted.

General-purpase data management usi ed tol zet, with little o no governance. Organizations operate ina
reactive spplication-centric mads, waiting until information-related problems manifet in zignificant buzinese lozzes or
lack of compatitivenszs befare addrezzing them, Dats handling iz highly refiant on 3 few expartz. Roles and
razponzibilitiss are dafined within ziloz, Each duta omner receiter, generates, and sendz data autonomeusly, Controlz,
if they exict, are applied inconziztently. Solutions For managing dats are limited, Data quality izzuss are pervagive but
not addrezzed, Infrastruckurs cUpportz are sk the buzinezz unit level, Al iz uzed by individusls or keame, without
srganizationsl swareneee. To move ko the next stage, the value of general dats managment néeds to be proven ae o
prerquisite for sugmented data management

Some data management programs are operational and effectire, taols are consistently used and roles are defined to
support process exccution. These pracesses are managed by shilled people with adequate resources ko result in
controlled outputs. The arganization is starting ta recagniae impartance of concepts such as data quality, master data
and reforence data. Some decentral applications may effectively leverage Aliautamation, bue organizational alignment
is lacking. The orgasization is aware of the benefits of data masagement and the potest
Al and is ready to make plans to angmest data managemest. The nert step is to make tactical
invaztments to enable relevant zkillz, technology and data te realize these plane.

Dita management proceszes ars defincd, zealable and oeh 32 an arganicationsl snabler. Fielated capabilitics are
y and standardz implemented,

sa
antomated

Buastitatirel
¥ Managed &
antomated

Optimized &
advanced

- P
processes are pi To evalve to the next stags, augment an end-ta-end data management
process and stabilize the phllorm for further expansion and govemance.

Dt management processez performancs are managed, centrally planned and governed. Standardized tosl: For
angmented duks management ar+ used from dechtp Lo infraztructurs, Rowtine tacks are astomated b] AL
siness waits trast Al teckniques and are ready to wze them to make critical basi

decizions. Process metricz hare been defined, such 52 variance, prediction and snalpsiz using PO
qualitative techniques, Attributes o thiz level are 3 meazurable incrense in duta quality and organization-wids
<apabilitiss such 55 end-to-end duta sudits, To evelve £o the next skage, expand data zources and succeed with high-
rishthigh-return sugmentation cazes,

Process performance i optinized thiough app\ymg Level 4 analysis for target identification of impravement:
are g to the point where complex
wsly Tnnl; snable 2 view of data across processes, whers the

decisions are made by Al astono:
proliferation of data is controlled to prevent needless
measure data quali

duplication. "Well-understood metrics are used to manage and
and cantinuously improve processes. Best practices are shared with peers and industry.
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B5: ADM Capabilities

Augmented Data Qualtiy

assess large datasets on data quality dimensions Perfom validation checks on customizable set of datarules [3) | Assesslarge datasets to generate a data quality score based on statistics 1. Assess large datasets to generate a data quality score based on statistics and data validation
using statistics (1) and generate score (3,10) and data rules. Data quality dimensions and data rules can be manually rules.
Assess DQ 14 : : 848,10 . . N N . _—_ . - .
Reverse-engineer business riles from datasets [(4) Feverse-engineer and suggest DG rules (10] specified or reverse-engineered from the data itzelf to automate the DG 2. Spevify data quality dimensicons and data validation rales manually or reverse-engineer from the
Automates end-to-end DG validation (5] assessment from end-to-end. dataitself.
autom.ated profiling of datasets by parsing the data to Compare table data, structure and metadata (3] Automatically profile large and complex datasets by parsing the data and 1. Profile large and comples datasets by parsing the data and recognizing data types, structures,
1 identify the structure and data types (1) 8910 Shaow basic statistics and automatically identify data categories  recognizing data types, structures, metadata, tasonomies [¢.9. email, mietadata, taronomy (2.9, email, addres=) and generating basic statistics
" using NER and ML (3] address) and generating basic statistics.
Parse comples files using MER and MLU [10)
Automated categorization of DO issues (4] Diata quality suggestions for cl ing and standardization [10]  Automatically categorize data quality issues and provide suggestions for 1. Cateqorize data quality issues
- Learn from manual data eleansing by data steward to Supervised learning capabilities can be used to expedite data cleansing and standerization. Supervized learning is applied by learning 2. Suggest actions For data cleansing and standarization
Data cleansing 345 . . 4,10 ) - - ) ) . M . ) . o .
provide suggestions and eventually automate data cleansing and standardization activities reducing the human From manual data cleansing to generate suggestions For similar DO issues or | 3. Learn from manual data cleansing to generate sugge stions for similar DO issues or perform
cleansing [3.4.5] hours spent on these activities [3) perfom cleansing autonomously. cleansing autonomously
automated data quality checks to detect anomality™s Uzes ML and predictive madelling to analyze timeseries data. Histarical data is uzed to predict expected data values and attributes. 1.Ferform ongoing data qualityfvalidation checks on data pipelines
Monitor DG 67 from the baseline (€,7]. Unexpected deviations can 3.1 Shows the actual verzus the predicted result, significant Significant differences between the actual data and prediction signals 2. Detect anomalies by significant differences between actual data and expected walues from
' trigger automated data cleansing or request manual ' differences are marked [3) anomalies in data quality, which triggers a request for manual intervention or - historical data.
intervention Anomaly detection [10) automated data cleansing.
Automated metamodel generation [1,7] Rationalize data dictionaries through industry tagonomies, Automatically generate metamodels based on data. Reverse-engineer 1. Generate metamodels based on the data.
Define d hil 147 R il buginess rules from datazets [4) 9 folksonomies and client specific tagnonomies (9] [meta)data rules bazed on datasets. Rationalize data dictionaries through 2. Reverse-engineer (metajdata rules based on datazets.
industry tazonomies, folksonomies and client specific tatonomies. 3. Rationalize data dictionaries through industry tazonomies, folksonomies and client specific
Automatically generate metadata: topics, cateqories, Generate business & technical metadata [8) Automatically generate metadata from structured data: identify topics, 1. Generate metadata from structured data: identify topics, tasonomies [recognize names, address,
keywords, names (2] Catalog and inder metadata, create tags (9] taronomies (recognize names, address, email, ete] and generate keywords.  email, ete] and generate keywaords.
Extract meaning from speech and video: recognize Automate data takonomy, recognize name, email eke (9,10) Eutract attributes from unstructured data [text, images, video] to generate 2. Extract attributes from unstructured data [est, images, video) to gener ate metadata,
Create and maintain metada 24 people, objects, topics 83,10 Automatically extract attrib f data from test and images  metadata. Catalog and indes this metadatain a repositony that merges 3. Catalog and indes: this mekadata in a repository
Automate end-to-end data lineage, including (9.10] business and technical data bazed on similarity and relation. Automate end- 4. Merge business and technical data bazed on similarity and relation.
wizualization [2,4] Merge technical and business terms into a repository [12), to-end data lineage by creating metadata that tracks data flows and . Generate end-to-end data lineage by creating metadata that tracks data flows and transformations.
provide recommendations [10) transformations.
Dietect outliers from logs and generate a response Automates the conversion of technical session logs to Automate the conversion of technical session logs to strucutred reporks to 1. Convert the technical session logs to strucutred reports to check if data iz mowved or mapped as
scheduling Failed operations ar request manual input structured reports (2] check if data iz moved or mapped as expected. Yalidate file metadata, enpected.
Analyze metadata TOm & Highlight metamodel mismatches and generate reports (5] highlight potential mismatches and missing data and restructure metadata 2. Walidate file metadata, kighlight potential mismatches and missing data and restructure metadata
Walidate file metadata & re-structure it (2] automatically or request manual input. automatically or request manual input.
Augmented Data Integration
Data discovery 10 ldentify relationships between datasets, recommeend data (10] Fecommend data during dizcovery, bazed on relationzships and similarityin~ 1. Recommend data during dizcovery, bazed on relationships and similarity in data.
Automate end-to-end data lineage, including Automate data lineage capture (2], alzo visualize in ER diagram  Automate end-to-end data lineage and visualize flows in ER diagram. Data 1. Rewerse engineer data lineage from code or from metadata.
Ensure data lineage 24 visualization [2,4] 83,10 or table [3,10), perform riskfimp act analysis (10] lineage can be reyerse-engineerd from code or constructed from metadata, 2. Performimpact analysis
Fiewverze engineer data lineage from code [2) 3. Perform root-cause analysiz
Automated data modeling Mapping source to target for O3] Automate data modelling and map from source to target for stroctured and 1. Model data for structured data, dizcovering attributes and structure
Design DIl 1,256 Automate ETL Flow creation: schema mapping from 831 Ingest data from unstructured sources [9), discover attributes unstructured data discovering attributes and structure. 2. Model data for unstroctured data, discovering attributes and structure
source to target [1,2,5,8) and structure for optimal storage (1) 3. Map source data model to target data model
Automate ETL flow creation: schema mapping from Automatically migrate data from one databaze, data warehouse  Automate data integration completely or partially in low-code tools that map 1. Design data integration fAows that use standard templates to map sounce to target schemas.
source to target (12,55] oF Server to another [3) source to target schemas. Datais automatic ally ingested, validated and 2. Ingest, walidate and transform data tothe target structure based on existing mappings and user
Automate data integration in low-code platforms and Automate data ingestion pipelines [2) transformed to the target structure, bazed on exisitng pipelines and manual — interaction
Develop DIl solutions 1256 code comple.tion m a2 Automat!c data ir!ges.tion. ual!dation and transfarmation [2) integrations.
Supplement incomplete data (6] Automatic data pipeline creation [3]
Auotomaticlly integrate new data by learning from existing
mappings and user interaction [10)
Create low-code Ol zolutions 121
Augmented Master Data Management
Gienerate data models and linkages: identify relationships Generate data models and linkages: identify relationships between columns 1 Generate data models and linkages: identify relationships between columns across different
Evaluate and assess data sources 910 between columns across different sources [9,10] across different sources. SOUrCes.
Create a single view of customerfpraduct from Automate MOM hub configuration as per data model (3] Model master data battomn up: recognize entities and hierarchical strusture 1. Generate a master data madel by recognizing entities and hierarchical structure (bottam-up)
Model Master data 23 multiple sources [3) a10 Entity and structure dizcovery: map data domains into to zreate a single view of customertproduct. Or top down: detect and map 2. Dietect and map data entities onto a predefined master data model [top-down)
" Automated reference data management, .. : hierarchical buziness etities [10) maszter data entities onto a master data model. Automate MORM hub 3. Configure MORM hub as per data model
international tax codes [2] Dietect and map master data entities on the MO model (10] configuration
Identifying duplicate data and analyze potential Mlatch data records based on clustering and blokeing attributes  [dentify duplicate data bazed on clustering and blok.cing attributes. Learn 1. Identify duplicate data based on clustering and blokcing attributes.
matches [13,6,7) (9.10] rezultion & recaonciliation rules from human interventions to generate 2. Learn resultion & reconciliation rules from human interventions to generate recommendations or
- N Learn from data steward labeling of master data to Learn resolution & reconciliation rules from human intervention  recommendations or aotonomously establizh a single point of truth. autonomously establish a single poink of truth.
Define stewardship and .
- 13,67 generate recommendations and automated master 9,10 (9]
maintenance process T
data identification
Identification of data attributes and averlap between
systems [1]
A d Datab M
Uze uzage forecast to scale computational resources Quuery optimizer [10,11] Forecast computational demand to scale computational resources to meet 1. Forecast computational demand to scale computational resources or schedule jobs based on
and balance computational load (58] Anomaly detection in run jobs [10), Fault recovery [12,12], threat  performance criterea. Optimize queries for better rezponse time and schedule . available rezources to meet performance criterea.
Azsizted query optimizer for Faster response times (6] detection [12] queries to match available rezources. Maonitor databaze logs to detect 2. Optimize queries For betker response time.
Automated Fault recovery [5) Predict and scale resources to meet performance criteria (10,11]  anomilies in run jobs to trigger automated Fault recowvery, threat detection or 3. Monitor database logs to detect anomilies in run jobs to trigger automated Fault recovery, threat
Manage database performai 56 Monitor for anomality detection from databasze logs  10,1112,12 Handle external system issues autonomously, .. by adding request manual interaction. Automated provisioning, management, detection ar request manual inkeraction.
which can trigger an automated response or request cloud resources [10) monitoring, backup, recowvery and tuning of databazes. 4. Provision, manage, maonitor, backup, recover and tune databazes.
DB administrator interaction [5) Automated provizioning, management, montoring, backup,
Autamate patehing, confiquration, release recovery and tuning [13)

management and scheduled downtime [5)



B6:Al Capabilities

Dimension AIMM Description Description Rationale Description Rationale OAIM  Description Rationale
The strategy pillar examines the state and
Strategy Strategy - Vision & strategy = Strategy nature of a C5P'z plan of action and road
1 1mapping 1:1mapping map to support A, Pivat
Data refer ta containing bath the amount and This pillar asseszses the state and
structure of the data ta getting Al systems to wark availability of 3 C5F's data assets and its
Data Data structure L : ) Data - Data - L .
by enabling high-velocity capture, discovery or analytics capabilities, asthesze are crucial
analysiz, T 1mapping far a successiul Al deployment, T 1mapping
Describes business characteristics and This pillar examines how culturally and
@ EEnEET Organization res?urcu_es that might ?nfluence Al proc:.e.ss such _ DOrganization & _ DOrganizati organiz.ationally ready a.CSF' is to suppart
az firm zize. managerial structure, decizion- Governance on Al and itz effects onbusiness
making and Organizationfpeople 1 1mapping 1:Amapping transformation. T 1mapping
Peaple refers ta all thase individuals within an
People People organization to create artificial inteligence -
technologies.
Al functionality refers o the toals and Maturity description Indicatars Thiz pillar explores and asseszes the
technologies that are required tohandling &l at mentions toals and mention tools Technolog different Al technalogies and capabilities
Technology Al functions scale Analytics - techriques Technologies employed - and being leveraged by the CSP, and how the
techniques ¥ CSP has gone about implementing Al
solutions. 1 1mapping
Maturity dezcription Indicatars This pillar assezses where and how CSPs
mentions aperational tasks mention areimplementing &l across four core
and processes operational operational elements: customer support,
EpeEtms Decisions _ Al Usage _ processes Operation  sales and marksting engag_ement,
5 netw orks, and fraud detection
management. The associated questions
explore arange of potential use casze
scenarios, inboth a G20 and B26 contewt.  Pivot
Budget Budget & measures =
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C. Transcripts of Expert Interviews

DI
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MDM

Permission to record is asked before start.

General Questions:

e How to leverage Al technology: ML, NLP, Expert systems, Vision

recognition, Speech recognition, Planning and robotics
o Do you agree that these are the main Al sub fields, of would
you add/remove some?

e To augment data management capabilities: metadata management,
master data management, data integration, data quality, database
management etc.

o Do you agree that these capabilities have the largest potential
to leverage AI?

o How is Al leveraged within these capabilities and what would
be future applications?

e Are you familiar with maturity models? Think it could be useful for Al in
DM?

e Want to be updated on my research and/or participate in future
interviews?

1 - 13-05-2020, Deloitte Canada

1: 1 work at Deloitte OMNIA, which is a department specialized in Al.
Around 400 people work in OMNIA, with around 200 based out of data
management and analytics.

1: In my experience, around 80% of Al is data preparation, which is not
all done by data scientists and machine learning experts. There are many
tools available for data preparation, but often we build custom solutions.

1; For complex data modelling, machine learning is used.

1: There's one case of a large airline company which had no data
governance. They started a loyalty program, with data spread over more
than 25 systems. Customer login platform was from SAP. Customer data
platform from another data platform. These two companies had a clash
on who owns the customer data. What we did was build a customized
data governance framework. We distinguish declarative customer data
and enhanced customer data. For customer data SAP was the system of
record, for enhanced data in the other systems. We identified the data
attributes: 1700+ and showed the overlap between systems. Then we
thought: if this could be automated that would be good enough.
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1: We put up an automation proposal for them, but they didn't have the
budget. They rather do it with more people. Now they handed it over to
another party who is going to automate it. We did master/reference data
management, so that it is clear where what data is and who owns it

D: Did you use any DM framework?

1: Yes we have a general reference framework, but we build one that
suits the client

1: In another case we worked for a large transportation company. Data
coming from ERP, CRM and reporting streams. Master data, reference
data, transactional data, informational data. We put up a proposal for
them to first we do a profiling, data quality check, for each of those sets.
Then we are going to create a data strategy for the company. Then you
can build your platform to automate it.

D: Do you use Al in data profiling?

1: We did data migration at large airline company. Another company
failed, so they came to Deloitte. Using Al concepts, they build up tools
which profile the data, map the data. They were able to map 80%
automated, only using a few 'human’ business rules

D: Do you use Al in data quality?

1: When you set up a data quality platform for any company, the system
provides a low-cost profiling tool. It will display scores for missing values
and correct values. Then business sets a benchmark for correctness. This
might not always be right: for example, one system put everything in one
line so 100% filled but not correct.

1: When you talk about MDM, Informatica, Oracle, all provide you with
some kind of intelligent framework. For example about the airline. This
platform had a customer relation module build inside, where all
customer data is captured. If someone books a flight with only a name
and nothing else, it will try to keep merging it with other data. If the data
is complemented, it will link the different data sources.

1: Data integration is almost drag and drop nowadays. If you use tools
like Alterix, cloud providers like Azure also provide a lot of services in a
low-code platform.
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1: There's a lot of Al in conversion/migration: take source, try to map it to
target. Deloitte Omnia can automate 60-70% of the activities. In this case
they were migrating the mainframe into 28 different systems. This is a
very complex task for a human, but east for Al.

D: Do you have any experience with maturity assessments?
1: Must be 2/3 days ago, with the Deloitte framework.

D: Do you think it would be a good addition to develop a maturity model
for augmented data management?

1: Surely. However, maturity models change quite quickly. Something
from 2017 might not be bad now.

2: - 14-05-2020, +- 5 years at Deloitte

2: I'm a Senior manager at analytics and cognitive from a more technical
perspective. | have experience with classic data management, but also
innovative projects with NLP, chatbots, RPA. So I've done projects where
these two come together

D: Do you use a specific DM framework?

2: Also DAMA DMBOK
D: Which capabilities do you think Al can play a role?

2: Data lineage has a large potential for Al, can be seen as metadata
management

2: Within MDM: deduplication is perfect for Al, NLP can be used.
2: Data integration: creation of ETL can be automated

2: DQ might be the most important one: data profiling, creating
analogies

2: Al functionalities can be custom built in Python or in tools like
Informatica, Microsoft SSIS. These tools will integrate Al to a level where
you don't notice but it is an integral part of the solution
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2: Customers don't use Al functionalities. The focus is identifying
duplicates. | think they use the Stanford library for NLP, where entity
extraction is improved.

D: Do you see voice commands growing in this field?

2: Deloitte created multiple chatbots. In general, this is upcoming like
with more and more voice-controlled devices. | think web apps will stay
as an interface.

D: How about automated metadata?

2: Yes. Microsoft sharepoint already automatically generates tags. It looks
in the text to find common words and duplicates to generate metadata.

D: Also for audio and video?

2: | think this is technically feasible, but the privacy aspect might be
harder. Even in teams it is possible to generate live captions in English.
Functionalities like this will be integrated, where it is not explicitly
mentioned

D: Have you seen automatic integration and mapping?

2: Yes, I've seen it promoted but | haven't seen it in practice. It is quite
time intensive to program these mappings

D: Have you seen other solutions that reduced manual work?

2: We've created a custom solution for tax-codes. In order to have
international trade, every product has a specific tax-code. Previously,
there would be people that managed this catalog and assigned the right
codes. Now, this is completely automated. This is an example of
reference/metadata

D: Do you see chances in other areas aswell?
2: Data governance, Colibra for example, Qlick Sense, Qlick view. Colibra
incorporates data quality rules, also allows to map datasets like the tax-

code example.

D: Are you familiar with maturity models?
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2: Yes, IDO has a maturity assessment.
D: Do you think it is useful to develop a maturity model for ADM?

2: Yes. Some technologies are included in IDO, from RPA, to machine
learning to generic all-purpose Al

3: - 15-05-2020 2,5 years at Deloitte

3: I'm a Senior consultant analytics and cognitive. 5+ experience in data
management. Focus on MDM, Data quality, Informatica. I'm in the
Informatica expert community of practice for Deloitte UK.

3 :There's A lot of focus on MDM: ‘single view of customer’. Informatica
leads the market in MDM, DG, DQ, DI

3: The closest I've seen where Al is applied to DM was this accelerator
called Cognitive Data Steward. Deloitte US has developed this
accelerator, which is probably one of the highest selling in A&C. They use
an open source platform to automate steward activities. | know a case at
a Oil & Gas company, where this was implemented. | can direct you to
the chief architect of this program.

D: Do you use DAMA DMBOK?

3: Every member firm has their own solutions, but | believe it is quite
similar

3: Informatica primary does Data integration, DQ, MDM, Meta. The
overall platform is CLAIRE. One of the examples is the 360 degree
customer data view. | could send you some material on Claire

3: A lot of tools are business friendly, user friendly, not a lot of hand
coding that you need to do. There are other tools in the market as well,
one specific in Houston that had a lot of NLP, ML like applications for
DM. They had specific tools that automate DM activities, but it was
largely focused on the oil & gas industry. | can refer you to some people
and send some more material.

D: Have you seen outlier detection being applied?
3: Tools like informatica might come with Al empowered functionalities,

but it is black box. So you wouldn’t know about these functionalities that
might be there. Deloitte is implementing these tools and gathering
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requirements, but is not on the back-end. Other tools are Reltio, Stebo,
IBM with Watson, SAP MDG

3: Within MDM find duplicates using matching rules. If you want to
integrate/merge these records, you can specify some business rules, for
example trust scores, and the system can take over and do the rest.

D: Have you also seen the use of reference directories?

3: Yes, they do suggestions. Also from additional sources like social
media, to enhance your customer data.

D: Do you see any manual activities where potential is?

3: A lot of data quality work. It kind of goes hand in hand with the data
stewardship, was they do a lot of manual work. I'm not sure if | have
access, but | can refer you to people working with Cognitive Steward.

D: Are you Familiar with MM?

3: Yes.

D: ADM MM good addition?

3: Yes! A lot of our clients are non-technology. Traditionally they didn’t have
any data teams in place. Now they have and are heavily involved in creating
custom solutions. If you include ADM in a MM, it will help evaluate clients
technology stack and what kind of technology they are developing

3: Every company wants to be the Google or Amazon of their industry.
Everyone wants to build their own market place and own custom set of tools.
That’s why some customers are building a custom solution instead of

something out of the box like Informatica.

3: I'll ty to connect you to some folks from the US, as they are a bit ahead of
the rest of the world. Put more money and effort in

4: I 15-05-2020 9

4:1'm a Senior manager A&C, 9 years at Deloitte, 3 years in Al strategy

4: Everything needs to be Al, while in practice many organizations are
not ready. For the last years I'm looking on how to bridge the Al
capabilities that vendors present and practice. Why not? People are
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hesitant, infrastructure needs to be ready, sales wants to claim Al while
there is not much Al

4: a Maturity model needs to go from: Al readiness -> foundations ->
first use case -> full scale. What was top of the line 10 years ago, is basic
now. Maybe add extra step above 5: increased automation

4: | think Dutch colleagues created an online questionnaire for maturity
assessment for the IDO framework. There are many maturity models for
individual frameworks

4: Informatica is market leader in data management tools. For Claire
they have a roadmap for each capability and use cases. Informatica has
high R&D budgets, so with there you can se where the market is going.
Data steward is assisted by Claire in categorizing DQ issues, comparison
of terms

4: Within Deloitte we have Digital FTE's, which are also related to data
managements

4: First step of Al is often the automation of small sub tasks, then spreads
to more complex tasks. The start phase is ‘supervised’, so not automated
but suggested. The end decisions are still at the data stewards. These
data stewards can than identify in which tasks and which domain the Al
is always right. Then this task can be automated

D: Do you built custom solutions or use software vendors?

4: We're also building solutions our self. When you're defining metadata,
you use business rules. For example for data fields like date format. In
large organizations, these business rules might not be documented. Our
solution reverse-engineers these business rules, to automatically
generate metadata. These rules can then be applied or used to identify
mistakes

4: More and more companies are going to a CAP architecture. This is a
streaming architecture, event-driven. Most data lakes die because of a
lack of metadata: going from a data lake to a data swamp. The challenge
is to have a transparent view of the contents of a data lake, this is where
metadata comes in. Normally, you would be responsible to add this
metadata if you want to add data to the data lake, but as the data is
being streamed this is not possible to do manually. So if you want to go
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to a streaming cap architecture, Al-driven/automatic metadata is the
only viable option.

5: I 18-05-2020

5:I’'m 9.5 years at Deloitte. Experience in Oracle implementations, later on a
focus on data migration. Last 5/6 years responsible for data migration projects
and Informatica MDM. Within Oracle EDM practice with 20/25 colleagues, also
collaborations with EA and A&C.

5: Recent years we’ve built a lot of capabilities around data management, from
data governance as well as technical Informatica implementation. There have
been collaborations between A&C and DM, but in the Dutch Deloitte
department we haven’t seen much collaboration, but it is slowly coming.

5: Informatica and Oracle have embedded Al technology within their products.
| think it is more ‘Al light’, more like chatbots and RPA. This is hidden for the
user. In the coming years | think we will do more of those Al empowered tools,
implementations at customers. But for us there is not a specific ask

D: Maybe customers are not aware that they use Al?

5: Correct. Customers ask us to implement a new MDM solution and Al might
be part of that. Other firms, for example the US have seen more of those
project with an emphasis on Al.

5: There’s this Data lineage tool: Axon. If you look for certain data, it will
analyze where it comes from, find related data and gives a ranking for usability.
This is a piece of Al. | think that we can improve awareness here a bit, so that
we can communicate this to customers.

5: Oracle has enterprise data management, back in the days there was
customer data hub and product data hub, but this is combined into one now.
Whether there is Al implemented, I’'m not sure, and if there is it might be
hidden.

5: In my opinion, one of the low hanging fruits would be data quality. Within
DQ it is relatively simple to add value and processes require a lot of manual
work. For example, Informatica IDQ has out of the box functionalities, but the
corrections are still assigned to manual work. These are typical processes
where Al can learn from a human data steward and then perform these actions
itself. Al is probably present in the triggers itself.

5: To put into perspective: customers often have their own ways of working
(legacy) with data related as customers, products, vendors, the three most
important MDM constructs. Customers come to Deloitte that they want to
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switch to a new way of working, by utilizing products like Informatica. In the
transition from old to new, there are a lot of manual transformations. | think
there is a lot of automation potential for Al. The most implemented
Informatica products: IDQ, 360 customer, 360 vendor, 360 product, MDM
multi domain

D: Within Database management, do you see load balancing?

5: Yes, Oracle has autonomous database. Oracle’s promise is that many tasks,
such as patching and scheduled downtime will be performed automatically.
This means that you need less DBA’s and faults are automatically recovered.

D: Do you seeChatbot/NLP interface?

5: Yes | think Axon and EDC has this. In the Netherlands we didn’t implement
this yet. Pieter Hens from the Belgian office has more experience in this.

D: Are you familiar with data management models?

5: We use a custom Deloitte DM framework which is similar to DAMA DMBOK.
This also includes a MDM roadmap, based on maturity. Often we do an initial
MDM maturity assessment

D: Do you think it is useful to develop a maturity model to augmented data
management?

5: I could ‘call, raise’. I've neem saying this for years. MDM is important and
fundamental to organizations. But the combination with Al and possibly
analytics would make this more attractive. If you can combine MDM with Al
and analytics (example customer 360 insights), you can have an incredible
offering for clients.

6: - 26-05-2020 - Assistant professor UvA

6: | have a broad definition of the data management field, whenever you need
to store or use data. It encompasses nearly everything in computer science.
From a business perspective this is mostly transactional databases where you
basically store what’s happening in your company and you make sure you don’t
lose data and analytical databases that are used for reporting, analysis and
planning. Also for Al you need an approach to store you data, so that’s also an
angle

D:Do you see Al in DBMS?
6: The main advantages of databases is that they are simple to use. The

majority that works with databases doesn’t know how it actually works, they
don’t need to know. You only need SQL or SQL tool and the database will figure
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out the rest. DBs have a lot of internal components, like the query optimizer to
give you a fast answer without using many resources. That is an area where a
lot of researching in optimizing the query optimizer using Al. Another trend is
to move DB infrastructure to the cloud. From a business perspective it’s mostly
cost savings. From the cloud service provider there’s a lot of research into
using ML for optimizing the cloud deployment of DB. For example, DB'’s are
hard to configure. Usually this is done by a DBA, it is often hard to find DBA’s
and they can do a limited amount of DBs. A big part of research is to use ML to
automatically tune these DBs, monitor their performance and automatically
optimize them.

D: Do you also see Al for configuration or load balancing?

6: This is mostly for the configuration of the DB. Another maybe more
researched area about the cloud is that you can scale your computational
resources, you can add more machines. That’s also an important area where a
lot of ML or forecasting techniques are explored.

D: Is that from the CSP or consumer side?

6: That CSP, but also other startup companies like Snowflake that are not CSP,
but build/design DB'’s that are really made for the cloud.

D: What’s the difference?

6: | think their main difference is that they automate all the scaling decisions.
That is really hard to do, if you would manually do it you would need to
constantly monitor the load. If it’s read only it’s simple, but when editing data
this gets more difficult. | think they automated this for their customers to be
cheaper and faster than their competitors, mostly cost savings. Especially
compared to traditional databases, like oracle, where you buy.

D: How aboutAutonomous DB?

6: There’s decades of research on ADB’s. | think the main direction is that you
don’t need to manually tune the DB. Check out the video by Andy Pavlo from
Peloton

D: Do you see Al in data quality?

6: In traditional data infrastructures you had a data warehouse and before
storing the data, you would come up with a schema for the data with some
integrity constraints, everything was very much defined. The problem is that
with the rise of big data and ML techniques, the paradigm to work with data
has changed. It’s more like: we need to collect all this data and then hire some
smart people to figure out how the data could be useful for the business. The
problem with that is that you don’t know what data you need before you
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explore it and you also don’t have a model for the data. So often people just
store a lot of data and not in a DB because its hard to come up with schema’s
and its relatively expensive. The problem is that if you collect the data and
store it in a cheap cloud file system, it is easy to get DQ problems. What usually
happens in companies is that people work with this data and at some point in
time something goes wrong. People are alerted, it gets fixed and some rule is
introduced to prevent it from happening again. That’s very reactive. A large
part of my recent research is to automate this. In software engineering it is
common to build in tests while developing to make sure it works correctly.
We're making something similar for data quality. We’re building a library that
uses checks with basic statistics on data pipelines. People were still writing this.
The next line of research is to automate this: if | regularly use a data stream
and nothing crashes, | can use this data stream as a baseline to detect
anomalies

D: Are these checks at data ingestion or before usage?

6: Usually when you collect data you don’t have a baseline so you don’t know
the value. If the data looks valuable you will store it in a data warehouse, but
then you don’t need these checks because you can do it in the data
warehouse. But people very skip the data warehouse, because it expensive and
takes a lot of effort to create and maintain a data schema, so people use
different tools for that now. Tools like apache spark, python pandas, which is
quite flexible and ad hoc. We’ve come up with checks that fit in this new
architecture pattern. This library runs statistics on dataframes in a simple and
effective way. The next step will be that you automatically generate the quality
rules based on the data, but that is very difficult.

D: Does it also provide suggestions?

6: This library doesn’t, but I've worked in projects that did. One important
problem is that you can have incomplete data. In many cases there’s come
downstream system that cannot handle incomplete data and you have to come
up with a solution to fill this in, this can be done by ML

D: How about Data lineage?

6: Important and difficult topic. Nowadays, a lot of decisions are (semi)
automated, for example loan applications, you should understand these
automated processes. We're looking into libraries like pandas or scikitlearn and
instrument these libraries and try to automatically record what they are doing
to pieces of the data and use techniques from DB’s to track lineage. Some open
source applications are openDB and MLFlow.

6: Mike Stonebreaker is saying data integration is the biggest unsolved
problem, so that a good area to look into. There are many individual problems.
For example schema mapping when schema’s are not 100% alike, finding a
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common schema. Another problem is entity matching, where two DB’s refer to
the same entity, duplicate detection.

D: Are you familiar with maturity models? Not really. There’s a great guide by
Google: rule for machine learning, talks about the different phases that ML
projects go through at Google and also talk a lot about the infrastructure and
reliability of data that you need. They call it phase 0. It takes a lot of time to get
the infrastructure right and | think that is the differentiating factor.

7: I - 26-05-2020 - Manager Deloitte EDM
D: Have you seen Al in Metadata?

7: Not seen it in reality. For all DG and Metadata project I've done, we created
the metadata ourselves. This can be automatically generated, but standards
should be supported and validated by the business. In sectors where there are
standards enforced, like the banking industry, these standards are no-brainers
so in those kind of things Al can assist a lot.

D: It is all manual now?

7: Yes, in my projects. Actually nobody cares about metadata. It’s a difficult
discussion with business because metadata is very difficult to substantiate how
good and clean metadata will help you increase revenue. This can be
substantiated by the time stewards spend on working with crap data and time
is money. At the end of the day metadata always lags behind in the mind of the
business and nobody wants to invest a lot. So, for your thesis its important that
you differentiate theory and pragmatic standpoint and give a solution. You can
say that Al can help in these things, but you have to understand that Al is
getting mature and data management is still not mature after 20 years. Now
people are starting to realize the potential of data. In you thesis you can
mention how Al can help in an area and this is the way we propose the
business to approach is via Al, because they don’t want to spend a lot of
money on metadata. That’s why everything is done now manually, they don’t
want to spend a lot of money, but they’re still spending money and that’s
where Al could help.

D: I think people (customers) that come to Deloitte already see the added
value and want to improve?

7: The approach (motivation) per industry differs. People in finance don’t want
to improve their data management, unless it’s a regulation. So when they want
to improve, it's more defensive. In other industries. Like energy or
pharmaceutical. They have a more offensive approach, when you need data to
optimize your production. Industries differ in their appetite to improve in data
management and spend on Al.
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7: 1 think in many cases Al can be cheaper. Those are the things you have to
find out. Like the metadata example, people think its cheaper to do it manually
than using Al, buy they end up spending more money and longer lead times.
Without data dictionary and metadata repository.

D: Other areas where you see al?

7: Lets take MDM, | give you one example where it will work and one where it
won’t. When you have data from multiple sources and the system has to assess
if it’s the same record or not. To do that you have tolerances for a match, no
match and potential match. Current MDM solutions can distinguish between
match and no match. Al can play a role when there’s a potential match.
Previously, these potential matches had to be manually reviewed by data
stewards. This can be automated by Al, but it needs a lot of data and logic.
Where it will not work is in FSI, when you compare incoming stock prices. This
is still done manually because banking relies on more on people so that they
don’t lose revenue. But, if Al can be proved to be as good as people, then Al
can help.

D: Cogni stewards?

7: Yes good fit. Example with assigning trust values to sources. This is already
done in hierarchical systems or survivorship model (MDM): decision threes to
categorize. Also in this example, the no match and match are easy to decide
but for potential matches there’s still a lot of repetitive manual work that can
be automated by Al.

D: Al in Data quality?

7: Data quality is very vague and every organization has their own definition.
That makes it hard to design the Al engine, but of course Al can help. For every
industry you can have a set of predefined DQ KPI’s, maybe the presentation
can be modified. The system can do automated checks. In a recent project they
only did random checks, but Al can do a scan in a more massive and exhaustive
way that a human cannot do. If it can generate data quality reports
periodically, that can be a huge asset for an organization.

7: The data quality you are talking about is mostly from literature. Most large
organizations often don’t have measures for data quality and its really an issue.
They are not plugged into data quality tools, because they think it is not of
enough importance to spend money there. They spend money on DM and
don’t want to spend on different facets of DM.

7: Now, data as an asset, as in that data is more expensive than gold now. That
is a realization that has started a couple of years now. In the coming years we

will see more challenges, the world will change and we will rely more on data.

D: Do you think it is a good addition to have a maturity model for ADM?
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Demand

General

7: It will be of course an important addition. But, an addition also means
additional cost. If we do a pure play MM project and then you add this as a
step for each component within DAMA DMBOK, then you’re looking at more
cost. If it’s cost-effecitve then sure, it’s the future. There should not be a MM
assessment without Al. What you say makes sense, but they need to know
whether spending on Al will change their business processes or data
dramatically. | think we should include that in the assessment.

D: Do you have any other requirements?

7: Its also political. Al is not generally accepted yet and the perception is that
people will lose jobs. It might not be true, but it’s the perception. In a previous
project people lost their jobs and it was a large issue. Offering an out of the
box solution might be something that Deloitte doesn’t want to do as it might
scare clients. The MM should be a plus, an add-on, not built into every
component.

Table C1: Transcripts of Expert Interviews

Labels
DQ Relevant for data quality
MD Relevant for metadata management
DI Relevant for data integration
MDM Relevant for master data management
DBMS Relevant for database mangement
Example Example of (augmented) data management projects or tools
Monitoring Relevant for monitoring of data in general

Table C2: Lables for Qualitative Content Analysis

D. Market Research Extended

Deloitte DFTE [91]

Digital FTE’s are a set of tools designed to augment the human workforce during projects by

executing repetitive and rule based activities without human intervention. These accelerators work
with minimal input and aim to reduce operational costs by automating tasks and eliminating human
errors. This enables humans to focus om more complex and value adding tasks. The following DFTE’s
are related to data management:

Ready for pilot:

e Cloud Service Migrator: automatically migrate op-premise database to Oracle cloud service.
e Local ADW Migrator: automatically migrate on-premise server to autonomous data
warehouse.
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Live:

Cloud ADW Migrator: automatically migrate Oracle database cloud service to autonomous
database warehouse

LogEasy: automates the conversion of technical Informatica’s session logs to structured
reports.

Informatica Metadata Validator: highlights metadata mismatches between the source and
target schemas and creates custom reports.

Azure Ingestor: Automates data ingestion pipelines for structured files, perform data quality
validations and ingest to data lake using Azure Databricks.

Data Health Inspector: performs validation on client data against a customizable set of data
rules.

Automate Data Integrate: automates Oracle Data Integrator interface creation (mapping
source to target).

Data Health Advocate: compares table data, structure and metadata between two different
databases and provides a validation summary.

Data Quality Accelerator: Automates the end-to-end processes of Informatica data quality
validations.

SFCloudCast : Performs standard Salesforce object data loading from source to target
through automatic data ingestion, validation and transformation

Infa MDM Configurator: automates Informatica MDM hub configuration as per the
customized data model, match-merge process and trust setting.

Oracle ODI Doc Builder: automates Oracle Data Integrator project documentation and data
lineage capture

SAP2GC Data Ingest: Automating data pipeline creation between SAP HANA and Google Big
query

D-Modeler: Generates business & technical metadata and domain KPIs from source systems
UNDIAL RE: Reverse engineers data lineage from code, generating source to target mappings
and visualization capabilities.

D-Ingest: Provides a set of meta data driven data ingestion pipelines for structured and semi-
structured files, including file validation and destination routing.

Botomatica: Metadata driven tool to automate simple data ingestion.

D-Lineator: automation tool for generating simple pass through data ingestion between
multiple systems.

AutoTest: validates file metadata & re-structures it

Deloitte CogniSteward [92] (DQ, MM, MDM)

Deloitte CorniSteward is an advanced data management self-service tool that augments manual,
costly and time consuming data steward activities. The solution can either be used as an accelerator
during a project, or can be part of the deliverable where it is continuously being used by clients to
handle complex and vast amounts of data. The CogniSteward provides the following features:

Data Ingestion:

Ingest metadata and data from Structured Sources
Extract data from unstructured sources, such as reports, e-mail, scanned documents and
images
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Data Quality:

Data Profiling: show basic statistics and data types. Data categories are automatically
identified using name entity recognition and machine learning.

DQ assessment: specify DQ rules on columns, categories and technicalities (e.g. value must
not be blank) and generate a score for these checks.

Data Cleansing: Supervised learning capabilities can be used to expedite cleansing and
standardization activities reducing the human hours spent on these activities

Monitor DQ: uses ML and predictive modelling to analyze timeseries data. It shows basic
statistics for the dataset. It shows the actual versus the predicted result, significant
differences are marked.

Metadata management:

Rationalize data dictionaries: Contextualize through Industry Taxonomies, Folksonomies
(Tagging, Crowdsourcing) and Bespoke Taxonomies (client specific)

Catalog and index Metadata: automatically generate metadata tags and generate a catalog,
increasing the findability.

Dynamically generate data models and linkages: identify relationships between columns
across different sources, proving a unified view of the enterprise data.

Dynamically generate data lineage: set similarity thresholds for the header and content,
produce a similarity table and visualize data linkage in an ER diagram .

Taxonomy: uses NLP and DL to automate categorization. It uses a dataset with known
categories to predict a category for a new data set. Only below a certain confidence level,
manual review is needed

Attribution: automates attribute extraction by leveraging NLP and image processing. Based
on a learning data set, CogniSteward extracts attributes from the product descriptions and
images and predicts attributes for a new data set. Attributes with a low confidence level can
be manually reviewed and corrected.

Master data management:

Data Linkage: identify relationships between columns across different sources, proving a
unified view of the enterprise data. A threshold can be set for similarity in header and
content, which produces a table with matching scores and an ER diagram.

Match data records: (Entity resolution & Reconciliation)

Deduplication: match data records based on thresholds for clustering and blocking
attributes. Utilizes supervised learning from human correction to learn resolution &
reconciliation rules.

Informatica [88] (MDM, Meta, DQ)

Informatica is a data integration and data management software company. Gartner identifies
Informatica as a market leader in data integration, data quality, master data management and
metadata management tools. Informatica introduced Al/ML functionalities under the name CLAIRE,
which supports various solutions on their intelligent data platform.

Data Cataloging: scan and catalog datasets for data discovery.
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Relationship discovery: Machine learning is used to automatically identify
relationships between datasets by identifying primary keys, unique keys and joins
across datasets.

Data similarity: Similar data is identified across datasets by using clustering
algorithms.

Domain discovery: data fields are automatically classified and given semantic lables
such as phone number, first name, email and company name

Entity discovery: Data domains are combined into hierarchical business entities. For
example: order file has a customer, which has an address that consists of a street,
city, state and zip.

Analytics: streamline data preparation for analytics

O

Synthesis matching: leverages ML and NLP to discover non-obvious relationships
based on contextual attributes. For example by identifying household relationships
based on web sessions and customer support interaction.

Optimized at-scale processes: Cost-based optimization to change the join orderin a
data pipeline for optimal performance.

Join-column recommendations: Suggest join columns when the user combines
multiple datasets.

Apache Zeppelin recommendations: Automatically suggest visualisations

Data recommendations : Provides users with suggestions for better-ranked and
similar datasets to complement or substitute other datasets.

Structure discovery: Automate file injection and parse complex files using NER
(name entity recognition) and NLU (natural language understanding) to discovery
and visualize the structure.

Data governance and compliance

O

Automatic DQ enrichment: Create metadata labels to classify unstructured text by
using NLP and NER.

Associate business terms with physical datasets: Recommend relevant data
elements to be linked with business terms.

Assess DQ: Automatically execute DQ assessments based on DQ rules for various
dimensions.

ML/NLP assisted DQ rules: Automatically reverse-engineer and suggest DQ rules
based on the dataset.

Data Privacy and Protection: Identify and control sensitive data.

o Subject registry identity mapping: Identify correlation to sensitive data for privacy
compliance.

o Sensitive data mapping and movement: Visualize data lineage for sensitive data and
monitor possible compliance violations.

o Risk simulation plans: Evaluate protection techniques and calculates a risk score and
impact for data stores.

o Anomaly detection: Identify unusual behavior by using statistical and ML approaches
on a multidimensional model of user activities.

DataOps
o Predictive analytics: Auto-scale of data management runtime resources.
o Anomaly detection in run jobs: Automatically detect anomalies related to

Informatica jobs and data processing.

Future capabilities:
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o Self-integration: Automatically integrate new data automatically by learning from
existing mappings and user interaction.

o Development assistance: Provide recommendations for auto-completion,
templates, security, data cleansing and automatic performance optimizations.

o Auto-mapping: Detect and map master data entities to the master data model.

o Self-heal: Handle external system issues. For example by adding additional cloud
resources.

o Self-tune: Predict and adjust schedules or compute resources to meet performance
criteria.

o Self-secure: automatically detect data and mask it before it leaves a secure region.

Snowflake [93] (DBMS)

Snowflake is a cloud-based data platform based on data warehouse automation provided as
Software-as-a-Service. Snowflake differs itself from traditional data warehouse solutions or big data
platforms by a unique architecture and service execution designed for the cloud. Traditional
solutions either have a shared disk architecture or a shared nothing architecture. Within a shared
disk architecture, multiple servers access the same database. The scalability of this architecture is
limited to the database and network performance. Shared nothing architectures emerged as a
solution to this bottleneck, where each server has its own data storage. By moving the data close to
the processing nodes, bandwidth and network latency problems are solved. This requires a balance
between storage and processing capacity, often resulting in an underutilization. Data also needs to
be shuffled between nodes which adds overhead. Snowflake presents a multi-cluster shared data
architecture, with a loosely coupled storage, computing and service layer. Data storage resides on a
simple cloud storage provider. The computing layer consists of elastic processing clusters. The
service layer manages the clusters, queries, transactions and metadata. This architecture allows
Snowflake to be more flexible in scaling and pooling computing and storage resources and allows
customers to pay per use instead of per resource. Resources are automatically scaled to match the
load without manual intervention.

A data warehouse stores structured data in a relational database that can be used for reporting and
data analysis, often using SQL. Traditional data warehouses are not optimized for semi-structured
data as it does not adhere to a fixed schema. To process semi-structured data, big data solutions like
Hadoop are used. Snowflake supports both structured and semi-structured data. The processing and
storage of semi-structured data is augmented. When semi-structured data is loaded, it automatically
discovers the attributes and structure and optimizes the storage. Repeated attributes and structure
characteristics are stored separately for better compression and fast access. Statistics about these
attributes are stored in the metadata repository for query optimization.

As Snowflake provides a service, database management is completely outsourced. Snowflake
leverages the cloud to provide scalable storage and computing capacity as well as an optimized
execution of both. While Snowflake is not transparent in the underlying technologies, it can be
presumed that Al is leveraged in scaling resources and optimizing queries.

Alteryx [94] (DI)

Alteryx is a software tool that aims to make advanced analytics accessible to data analysts by
combining data preparation, data integration and analytics into one no-code platform. Alteryx
augments time-consuming and manual data management and analytics activities using drag and
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drop tools. The platform offers seven products: Analytics Hub, Designer, Server, Connect, Promote,
Intelligence Suite and Datasets.

The Analytics Hub has data catalog capabilities that allow users to discover available data within the
organization. The Designer tool allows to create ETL & ELT data pipelines to profile, prepare and
integrate data sources. The Server tool can be used to manage and schedule workflows. Built-in
automatic recovery and fault-tolerant capabilities ensure no downtime. Connect is a data discovery
tool. It functions as an metadata repository to catalog all data assets. These data assets can be linked
with business terms from the business glossary, which enables data discovery. Promote allows data
scientists to build, manage and deploy predictive models. Intelligence Suite is a augmented analytics
tools, which enables users to generate insights from semi-structured and unstructured data with
code-free machine learning. The Datasets tool partners with data brokers to enrich the user’s data
with location and business insights.

Oracle Autonomous Database [95] (DBMS)

Oracle Autonomous Database combines the flexibility of cloud with the power of machine learning
to deliver data management as a service. The goal is to minimize manual intervention and human
errors within database management and ensure data safety and optimal performance. This allows IT
staff to focus on higher value activities, while saving costs on repetitive and time-consuming tasks.
Autonomous databases achieve this within 3 primary categories: self-driving, self-securing and self-
repairing.

o Self-driving: The Autonomous Database automates database and infrastructure provisioning,
management, monitoring, backup, recovery and tuning.

e Self-securing: The Autonomous Database is more secure than a manually operated database
because it automatically protects itself from internal and external vulnerabilities and attacks. The
Oracle Cloud provides continuous threat detection, while the Autonomous Database automatically
applies all security patches online. This preventative approach is critical because 85% of security
breaches today occur after a Common Vulnerability and Exposure alert has been issued.

o Self-repairing: The Autonomous Database provides preventative protection against all unplanned
and planned downtime — and rapid, automatic recovery from outages without downtime. The
Autonomous Health Framework leverages Al by integrating multiple areas of diagnostics and
enabling analysis and action to be taken at runtime to minimize operational disruption.

E. Transcript of Expert Evaluation

1: [ 12-08-2020 16:30

Maturity levels

Understan- | 1: What I'm realizing, is that you’re going to interview people that probably are familiar with the

dability

horizontal axis, the data management maturity, but not with the horizontal axis, Al. What you could do is
to include a bit more on the applications of Al.

D: What | was thinking is that interviewees don’t necessarily need to know everything on Al, but they
need to know that part of the process is done by Al, so it can be automated or support manual tasks.
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Scoring
schema

Relevance/
compreh.

Level
sufficiency

Level

sufficiency

Processes
compreh.

Process
Relevance

1: You can always say that, | would do that for sure. If someone wants to know more about Al, you can
include something. But | don’t know if people need that. What you just said, that something that you can
always include.

Data Quality
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

1: The overall maturity score, do you calculate that from the processes or sub-capabilities?

D: The processes.

1: With that, you claim that sub-capabilities with more processes are more important than capabilities
with less processes. | would say it should be weighted in the overall maturity. The sub capability should

be equally important.

1: | have already seen all the processes from the sub capabilities and provided feedback earlier on. | see
that you’ve incorporated this feedback so | don’t need to go through them. They all look all right.

Results
1: Some capabilities and sub capabilities have a lot of processes, other have less. Do you incorporate that
in some way?

D: No, but in the results tab, you can see every individual sub-capability. The idea is to look at those sub-
capabilities and identify improvements on sub-capability level. Because you look at this level, | don’t think
that you need to take that into account.

1: This looks great. Maybe you can make the line [for the spider diagram] more clear?

D: When you fill in all processes, it turns into a spider diagram, so that will increase the visibility.

1: It’s all clear, it looks really good.

Evaluation

1 [Question 1]: No, | think you should keep it at five. You build upon DAMA DMBOK and other models,
and they have five levels. If you add another scale on augmentation, you shouldn’t deviate and just use
five. Other than that, | think those are enough to score the current situation.

C [Question 2]: [In the previous version] you had ‘strategy’ in the description and also manual between
brackets, | thought that strategy was already quite sophisticated and that you should remove the

brackets around manual. Other than that | wouldn’t change anything.

1 [Question 3]: No, to me this sounds like it covers everything. But I’'m not involved with Al on a daily
base, to | can imagine that due to this lack of knowledge | could miss something.

1 [Question 4]: No, | think everything is relevant for the capability that it is in.
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practicality

Roadmap

Roadmap

Roadmap

Understan.

1 [Question 5]: No, the same case as in the previous question. I've looked at it before, so | would have
suggested changes then.

1 [Question 6]: No | wouldn’t. The only thing | would do is to change the way the averages are calculated,
like we talked about before.

1 [Question 7]: No
1 [Question 8]: No

1 [Question 9]: What | can imagine is that an example could be an addition. But I’'m not sure how and
when. This is about useful.. | don’t know. Maybe that if you have clients that are clearly looking for an
improvement roadmap, how to get from a to b. You have the descriptions of these levels that say
something about those levels and what you need to do. But | can imagine as a organization you still have
some questions. Good to have this insight, but what now.

D: How would you do that? How to kickstart the roadmap?

1: That's also step two. This is step one, to get insights. If you look at it from a Deloitte perspective. First
you make an offer to do an assessment to see where they are at. The second step is to get from level two
to four in terms of time, resources, specific activities, priorities etc. | don’t think that its necessary to
include it. But it could make it more attractive to say something about it, like a teaser. | don’t know how. |
can imagine that it improves the usefulness, but at the same time I’m not sure on how to achieve that.
However, | think that is outside of the scope of a maturity assessment.

1: What you could do. You describe the levels, but you don’t describe what is needed to cross from one
level to another. What you could do is to draw an arrow from one level to another, with under it some
generic activities that you need to do to go to the next level. | think that you can describe that in a generic
sense.

1 [Question 10]: What we just talked about contributes to both the usefulness and practicality. Also, the
less generic you are and the more specific in describing the actions needed to go to the next level, the
more practical you make it.

1: Let me show you something. This is another assessment, where you have to choose between four
answers. This results in a level, one to five. If a specific answer is given, there is a specific result that
elaborates on the consequence for this level.

D: Thank you, good to see this example.

1: In general it looks good, clear, nice Excel, structured. The graph and spider graph are good applications.

2: I 27-08-2020 15:30-16:30
Introduction, maturity levels:
2: The definition of ADM was not that clear that | would get it immediately. A concrete use-case would

have helped to understand ‘human centered application of Al.
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2: I’'m missing data governance: sponsorship, vision, plans that an organization has with the application of
Al. | don’t think that you can measure that along the process levels, but it does give an idea about the
organization and how they think about how Al can help them. If we do a data management project at an
organization, we often start with data governance and data quality. So if you want to do something with
augmented data management, | would expect those two. | do get that it doesn’t fit in the model as it is
currently, where the focus is on automation. | would still recommend to include data governance as an
important point.

DQ:

D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

2: I think there’s an overlap at assess data quality and data profiling, why is it separate?

D: Some models mentioned it as a separate sub capability, it could also be under assess data quality.

2: For asses, you’re going to look at your dataset and assign a score. | miss a process before where you
set data quality requirements that you use to assign a score. If that is what you define as data quality
dimensions, it could make sense to put that before assigning a score. On the other side, it can make sense
to assess first to then extract your data quality requirements.

D: I do mean requirements with dimensions.

2: Then it could make it more clear if use dimensions/requirements.

Metadata:

D: Again, the same questions for this capability, do you miss a process, think one is redundant or the

description should be improved.

2: My focus is on data governance and data quality, the other capabilities are a bit more outside. Based
on DAMA DMBOK | see the usual key words and didn’t see anything unusual.

2: One thing that stood out it that you use the word ‘reverse-engineer’. At DQ you mention specify, here
reverse-engineer, that already sounds like something automated.

D: Do you think it is good to use the same word?

2: At one you mention both specify and reverse-engineer, at another you only mention reverse-engineer,
| don’t get why. For consistency, | would use the same word choice.

2: You make the distinction between structured and unstructured data. Don’t you think that would make
it more complex? Is there a difference in approach?

D: From an Al perspective yes, as for unstructured data you first have to recognize the structure before
you can extract certain data fields. That would make it more complex to augment it in my opinion.

2:Yes | agree.
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Data Integration
2: Seems logical.

D: here’s also a reverse-engineer?

2: Yes, but data lineage is more complex than specifying data quality attributes. | think that data lineage
always is tool-based and manual data lineage is virtually impossible.

Master Data Management
2: | was wondering whether you had to configure an MDM hub as per data model and | was also
wondering whether the meaning is clear to everyone.

Database management

2: Performance | get. But, shouldn’t you also mention something about creating and configuring
databases. What | mean by that is that depending on your use-case there are different ways to configure
you database. In DAMA DMBOK this is under ‘data storage’, manage database technology. | miss the step
where you determine the ideal database configuration.

D: In my understanding, managing database technology covered mostly hardware.

2: If I read it, | understand that you think that. The definition that they give is ‘the design, implementation
and support of stored data. | still mis some design database and implement database, manage
performance is aftercare.

2: For example, there are multiple configuration options that each have their own performance and price
tag. You only want to use the fast technology for critical business processes, but not for a department
that is experimenting. | think that there’s a gap there. For that knowledge you should focus on the more
technical people, maybe Oracle team or [NAME].

Results
2: | did maturity assessments in the past and | recognize this as a possible visualization option.

Evaluation

2: At a previous maturity assessment we specified all the processes at all levels. The model wasn't that
good because it was very specific. You model is quite generic which would make it harder to fill. One
might have a few aspects in level 4 but also a few in 3. With the specific levels we also had this issue.
What | learned and proved helpful at the [NAME] and [NAME] assessment is that you specify level 1 and
level 5.

D: Did you specify if on process, sub-capability or capability level?

2: On process level [Note: after reviewing the documents mentioned, the description was on capability
level but mentions multiple processes of that capability].

2: Level 1 and 5 were clear, but the discussion was around the levels 2, 3 and 4. Instead of that discussion,
it is more valuable to use set a target and use that to have a conversation.
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2: It's confusing that level 1 is shared across the two scales. Level 2-5 match for augmentation, level 1
not.

2: Using two scales might make it more complex. However, | realize that combing these two would not
work.

2: Maturity levels: what stood out is 4 and 5 ‘critical business decisions’” and ‘more complex decisions’.
Which one is the superlative? | get the ‘business to trust’. There seems like an overlap, is complex more
than critical?

D: The idea is that at level 4 the business trusts Al recommendations to make decisions.

2: It seems like Al is already making critical business decisions at level 4, instead of Al recommendations
being used. ‘uses input from Al’, ‘Al recommendations’.

Open questions
2 [Question 7]: Did you think about data warehousing and BI?

D: Yes, but decided to leave out of scope as it is such a large field.

2 [Question 10]: | think I mention a lot of things that cover that already. Certain choices have been made
and everyone has a different opinion. | think that the model is useful and yes, it can be improved in
practice. What you'll see it that you will tweak the model for the customer because certain cases are
more specific. | think the model can be applied just fine.

3: I 14-08-2020 13:38

Introduction
3: What is the scope of this tool? Does it just focus on the assessment or also the improvements?

D: Just the assessment, but the model is intended to also be used for constructing an improvement
roadmap.

3: You could be more specific about that.

Maturity Levels

3: When you're talking about a mature state of Al assessment you say that people trust Al to make critical
business decisions. In a real case it would be rather hard to do so, particularly given the maturity of Al at
the moment. (...)

D: Increased trust means that increasingly more complex tasks are performed autonomously.

3: That means that they probably implemented Al in a better way, therefore they would trust the results
and the model itself can provide better insights. | guess the only concern | have, because the text was
intended to be short, it might be a bit ambiguous when | look at it. Because when you say that trust of Al
already exists similarly might not become what we see in a real case. Maybe some challenges would
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apply there. Probably changing the framing over the increase on Al maturity level, gaining confidence
from stakeholders would help some.

3: Which is good | think, is having the 0-5 standards from the standards like DAMA DMOK. It would give
people a consistent feeling for your model.

DQ
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

3: I think the [scoring] is clear and quite familiar in terms of how maturity models work.

3: For project wise, we haven’t done much Al. We do project automation, but not Al. Reading the first
process (...) that is something where you don’t really need a machine to learn. | struggle a little bit now,
thinking beyond process automation, what role Al plays within 0-5 maturity level. What if a company
does not have Al in place, while they have automation itself which allows them to generate a DQ score.
How much would you rate them?

D: That’s a good one. My model covers more the front end of processes. It's more on what is done than
how it’'s being done. In my model it would be possible to augment processes without Al.

3: One thing that is good that you have the intended score there. Some companies that find Al very
valuable will not necessarily put Al in processes. Particularly when it comes to setting up a pipeline,
making sure that the data is in place, because lot of them are very much business rule specific and
requires business rules, require compliance and stuff. So letting ML is an effort that they don’t want to
pay. Having that intended score in place would help them to get clear where they focus on and then
understand the variety of what the company actually needs and how the model could cater. (...)

3: Normally when you see a maturity model you would see like 20 rules (processes). When | was thinking
about my previous questions, | realized that the applicability of Al is small in that case and | think that
level of detail is good enough.

Metadata
D: Again, the same questions for this capability, do you miss a process, think one is redundant or the
description should be improved.

3: Not my sweet spot

Data Integration

3: I think it looks good in general, like the process are well-thought. I’'m not sure if validate metadata is
key for metadata or for data quality in general. It seems more like a DQ perspective rather than a DI
perspective, obviously they are interrelated for sure. In general for me, when talking about DI you would
not put that specific element in here. Then it could be a bit repetitive.

3: When you're talking about performing impact analysis and root-cause analysis, this is more on the data
lineage side. And I'm not 100% sure if it’s what | understand of DI. It’s just a personal preference, where
do | define scope.
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D: Where would you put data lineage?

3: For me it’s a separate issue. For me DI, its more on the process where you want to make sure that data
is integrated well. Data lineage is more on process operational wise, when things go wrong you want to
track where the problem is. And this would have more implications on other processes as well. So there’s
a difference in where people consider this business critical.

D: Do you think it is good to mention which processes overlap?
3: I think so. Also it is unavoidable that topics are intertwined.

MDM
3: When you're talking about data models, that’s also something you mention in metadata. From what
I’'m reading, the rest is good.

DBMS
3: When I'm reading the first statement: Is database management closely related to infrastructure
management?

D: These processes are most likely to be performed in the cloud.

3: Itis. If you're talking about cloud and about scheduling jobs, that becomes a process of doing DI. I'll
give you an example based on our current project. We do resource allocation and scale up on demand.
Those are in each steps of DM or Al job from end-to-end, whenever they are jobs related. So, specifically
mentioning it here without mentioning it otherwise was something | was confused upon and looks very
cloud specific, resource specific, infrastructure specific to me. So talking about Al, this would become
other relevant topics rather than data management. Other than talking about databases, we’re also
talking about infra, security, networking, compliance, but that’s not the key mention of you model.
Putting this in database management looks relevant but not like the key thing.

D: Do you also think that of other statements?

3: No not really. If you're talking about queries, if things happen in SQL, that is database related. Jobs are
more applicable in every single level, where queries are more happening on the database level.

3: Provisioning and managing are also very much infrastructure related. If you want to do the turnover or
recover of your database you probably just need to set up your recover plan on your own system itself,
rather than you configure whatever database that you are using. So it’s more cloud specific than
database related.

3: Recover and tune database; the general logic behind it is that companies need to allocate resources in
different locations to make sure people can access it in real time or any time they prefer. If that is the
case it is on networking and resource allocation rather than database allocation. So in that, it is rather
‘other’ than database.
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3: Database logs: fault recovery, threat detection, manual intervention can be applicable in two ways.
This is also applicable with DI. When you want to move one database to another when there is a fail over
or if there’s an error or bug. The level of problem would not necessarily happen on the database itself or
how you configure SQL queries, but more on how do you do the integration from one data
center/warehouse to another. This has overlap with data integration, maybe you can mention this as
well.

3: When you are mentioning data models, this is also relevant for database management as well. Because
usually you design your model with SQL with your database. That model itself can happen on the
database. The physical level of a database also requires you to have a logical representation of the data
model before you implement it in the database itself. So that is also important to have.

D: Something like recognizing the data model and automatically store it efficiently?
3:Yes

3: There are also some other relevant things in terms of the quality that you can also mention here as an
overlap.

3: Why not data reporting, data dashboarding?

D: That was out of scope, as it is such a large field.

I 31-08-2020 10:00-11:00

4: The Introduction tab looks good, looks tight.

4: [the maturity levels] For me it was clearly different for me, as | don’t have experience with ADM. When
| go through the tabs afterwards, | had to search what exactly covers ADM and the augmentation
maturity levels. Does ML come into play? | see automation. For me, more explanation around the
concept and which parameters are associated would make it more clear. | don’t know whether the
consultant is supposed to have this knowledge, and the model is purely to do an assessment at the
customer, or whether there needs to be more clarity on when which processes have a maturity level.

4: If it think of automation, | don’t think of Al. When | think of Al, | think about decisions. In which Al
makes recommendations or makes the decision. The automation of processes is not directly Al for me.
Other than that, the levels are clear and the description is also clear.

D: | agree it would be good to clarify the definition.
DQ
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant

or the description should be improved.

4: The first thing that | see is that the quote is folded.
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4: What might have an added value is to add a column that shows an example. | mean one example for
the maturity levels. That might give more clarity and context.

4: 1 think that most [processes] are clear. | was wondering what you mean with reverse-engineering?

D: That’s when you're looking at the data to extract rules. For example, if you see that in 90% of the cases
a value is not null, you can suggest that as a data rule.

4: | think it covers most of it. | was wondering whether there is a logical order for the capabilities and
processes. For me it would make sense to distinguish capabilities that are needed to the development
teams, and capabilities that have more to do with operations. Monitoring for example, it typical for
operations, | think you can make a distinction there. If you talk about validations etc. that’s also testing,

testing validation if data matches. That could also be combined.

4: For some processes you use points, and others you do not. Please be consequent. I've tried the scoring
schema and that works all right

MD

D: Again, the same questions for this capability, do you miss a process, think one is redundant or the
description should be improved.

4: What is the difference between the fourth and the first and the third?

D: The first is about creating a general metamodel for a whole dataset. The third is about proposing a
certain metamodel architecture based on a taxonomy. The fourth is about creating the actual metadata,
so more on an individual base.

4: Why data lineage here and not in integration?

D: This is about the creation of metadata to be able to track data lineage.

4: | get it, we could check if it might be better suited at DI. | do get that this is specific for metadata,
where DL is the result of creating this metadata.

D: Do you think that indicating overlap would make it more clear?

4: At this point you didn’t talked about DI yet. So | think it is best that the distinction is clear enough so
you don’t need that. | think it would cause more confusion. Of course there’s overlap, | don’t think you
need to indicate that.

4: | wrote down validating metadata, which | see over here.

4: Is there data mapping here?

D: No, that is also in data integration.
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4: The added value on row 3 [capability definition], | think that that is important to have. You could also
include it in the instructions, but | understand that you might want to keep your template and that it’s a
lot of extra information. But it’s good to have a clear definition.

DI

4: About the difference between metadata and DI metadata validation. At metadata you’re creating an
overview. You're generating a report, monitoring the logs and identify where it goes wrong. For me that
fits better at DI, monitoring the end-to-end process. Normally, if | look at my current projects, there are
the integration logs. When you’re validating where the potential mismatches are, than that would be
more metadata related as it is more in the design. When you’re monitoring, it’s a process that happens
afterwards where you check whether the integration is correct.

4: Perform impact analysis and root-cause analysis, can that be interpreted differently? Is that about end-
to-end data lineage or certain parts.

D: Impact analysis is more about discovering dependencies. Root cause is when there is a system failure.

4:than it is clear.

MDM
4: This one is clear for me. One thing is that you shorten MDM, please be consequent. Use a abbreviation
or don’t, but introduce it. Also you use the & mark, is that necessary or can you just write it?

4: Processes look good

DBMS
4: This is more operations, which stood out. Not that it matters. It’s only one sub-capability? | don’t know
if you missed one?

D: What would you miss?

4: No specifics. Here you’re looking at the performance of the DB, but not the development. There are
something that you can take into account when developing, for example build to scale. Don’t you miss a
piece setting up databases? And which processes are involved into that?

4: Monitoring DB logs is also here. At DQ you call it monitoring, at metadata you name it analyze. | don’t
know if you want to mention this as a separate capability? Like you do at DQ. The creation of logs is done
to monitor them. So, maybe be more consequent in the definition? | do get that you want to follow the
terms from literature.

4: Capabilities that I'm missing it data security and privacy, for example the usage of encryption and
pseudofiction, including privacy in data is relevant. I’'m not sure whether Al can play a role there.

D: At the start of my research | scoped it to these five capabilities, where | think there is the largest
potential for Al. There are other areas where Al can play a role, but it is outside of the scope of my
research.

114




Process
compreh.

Process
compreh.

Format

Usefulness

Process
accuracy

Understan.

4: 1 get it, but I'll say them anyway. Data governance, data sharing, data analytics. It’s just some
suggestions. | know for example that security is a thing when designing data and metadata or data
integration. That it can be a sub capability just like monitoring.

D: How would you put data governance in this model?

4: The first question is there is the ownership of the data. But also: how do you make sure that
standardization of the data is widely used and who's responsible for that. It's more about control, but it
could also be about importance. Where is it most important to adhere to the standard, where do we
need extra checks? Maybe Al can play a role here, where these checks should be, which would be a
validation factor for DQ.

D: I see that it is important, but where do you see the role for Al in data governance?

4: | see here that you trust Al to make critical business decisions, | don’t know if you can apply that here.
The way that’s is described leaves the questio9: where’s the line? Is it purely operational? What are the
business decisions in the operational aspect? Eventually, these human choices is where Al can have the

added value.

Results
4: The only thing that stood out was that the color difference between current and desired for ADM is not
very large.

4: It's really nice and a good way to make an assessment like this. With such outcomes, where you have
one overview that you can also share with the customer.

5: | 02-09-2020 11:00

Introduction
5: Evaluation is something you do not regularly do in an assessment? Only for us right?

D: Yes, only for the exert evaluation.

DQ
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

5: Why do you mention manually? Then you’re proposing a judgement? We're talking about the process
itself, so it doesn’t matter whether it is manual of automated. It’s about when you’re scoring data quality,
one part is determining what you’re measuring and the other is actually measuring it. Only when you’re
combining it with your scale, than it is interesting to look which score | would assign.

D: It would be to illustrate how this would look like, but | do think that it’s also present in the scale.

5: Wouldn’t you switch the first two? So that you first specify the requirements and then score the data
using those requirements.
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D: Good one.

5: Also ‘or reverse-engineer’, | think it is important to keep it simple and if you have an ‘or’ statement in
your process, you don’t know what to score. If you keep it simple: determine what you want to measure
and measure. Than | would just say specify (..) rules. In that you keep it simple and make it easier for the
person who's filling it in to do so.

5: Do we need something subjective such as ‘large’ and ‘complex’. Isn’t it interesting if they apply
profiling at all? | get why it’s there, if it’s simple data it’s of less added value. But here, simply profile data

wouldn’t that be better?

D: I think that’s where the potential value for Al is, in small datasets you might be better of by doing it by
hand.

5: All right fine.

5: Basic statistics. | would put a mark here, if more people question what you mean with basic statistics.
Eventually, the most important thing of such a tool is that there should be no discussion on the
processes. The more discussion on the process, the less value the scoring has.

5: What is standardization here? Maybe it is standardized cleansing?

5: Would it be an option to avoid the ‘or’ statement?

D: I could remove ‘or perform autonomously’

5: They are two different thing, both interesting to have.

D: Maybe ‘suggestions for’ between brackets?

5: Would be a good one. You could also do to perform and/or suggest cleansing. Or suggest and/or
perform.

5: Perform ongoing DQ checks. It’s always hard that there’s an overlap. My first question would be: how
is this different than assessment. At once there’s a new construct: pipelines.

D: The difference is that it’s on ongoing data. Once you have an initial score and cleansed your data, this
is meant to monitor the changes.

5: Isn’t it data pipelines and/or data mutations? So in case something changes, the checks are performed.

5: It's important that you use the same terms consistent, so people can clearly see the difference
between sub processes.

5: Is it by significant differences or in case of? | would say, detect anomalies in case of difference between
actual data and historical data. Or does expected values add something?
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D: Expected value is different than historical data. The expected value might differ from historical data by
multiple variables, but is calculated from historical data.

5: Maybe you can say anomalies i.e. significant differences? Yes, that would be good.

5: Other than that, it looks complete.

D: Would you keep data profiling as a separate sub capability or would you say it is part of assessing data
quality?

5: 1 see DQ assessment as: identify what you are going to assess, than determine rules, than determine
metrics, implement that, monitor it and fix is. You focus more in Al context, that doesn’t have to be the
same. | see profiling definitely as part of assessing. It would make sense to combine it. Than you clearly
have all steps before you’re actually cleaning the data. Profiling is a form of measuring.

MD
D: Again, the same questions for this capability, do you miss a process, think one is redundant or the
description should be improved.

5: Extract attributes? Why not generate metadata?

D: That’s better

5: Definition wise, often if we talk about catalog, we’re talking about the search function. Could you add
e.g. data catalog? If we talk metadata, we often talk about three important products: business glossary,
for data definitions from a business perspective, second is a data dictionary, more technical metadata like
source, physical name, and the final one is the data catalog, which provides the search function. | would
leave ‘this’, because those are separate processes.

5: Merging business and technical data? Are we talking about metadata? It’s like vertical data lineage,
where you couple a business term to a technical term in a database.

D: Yes, metadata

5: You have horizontal and vertical data lineage. You could mention this. Horizontal data lineage
demonstrates the path along which data flows from creation in the source system to the destination.
Vertical data lineage shows a path by linking items in different data models e.g. logical, conceptual and
physical. Generating metadata in your case is horizontal. Merging business and technical metadata looks
like vertical data lineage. An expert on data lineage would really look for the difference, you could add it
as e.g. You can check whether that makes it too complex.

5: I would change the second one in specify metadata rules. Is reverse-engineer important here?
Otherwise it is similar to the discussion that we had on ‘manual’. If you talk about specify, you would give
the respondent the change to fill in themselves whether it was manual or automatically reverse-
engineered.

D: That a good one, would you keep ‘based on datasets’?
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5: Yes, that helps.

5: Rationalize data dictionaries. Here again, we have a data dictionary, business glossary, data catalog,
the three core products of metadata management. Here you're talking about data dictionaries. If you say,
data repositories, e.g. those three, than you cover both.

5: Analyze metadata, that’s a very interesting one. What | miss if | think about analyze metadata, is
analyzing in a way that creates value. If you’re talking about data and analytics, | also talk about metadata
analytics. It is interesting to see which customer buys something and at what time. By using Al, you can
generate insights from metadata. For example by analyzing the timestamp. Analyze metadata in order to
create valuable insights.

5: Convert technical session logs.. Is a bit long. | find technical session logs a concept that is too difficult to
present without discussion. | think it is better to find something else. Maybe add convert? What you want
to do is monitor data flows and transformations. | would make it Analyze data flows and transformation
logs to check whether data is moved or mapped as expected.

5: Small thing: sometime you use a dot, sometimes you don’t, get that straight.

5: For the last one, | would remove “file’ for consistency. What you’re doing is analyzing metadata. |
would make it Highlight potential mismatches and/or missing metadata and resolve accordingly.

5: If we're looking at the order, | would say 3 first, than the second and then 1. Than you go from simple
to more complex tasks.

DI
5: What do you mean with data discovery?

D: It’s when you’re designing a data integration. The Al can then recommend additional datasets. Like,
when you’re using customer data it can recommend to also use sales data. Or it can recommend a similar
dataset with a higher quality score.

5: Maybe we can make it recommend additional and/or alternative datasets. That it’s clear that it is
something else.

5: At MD you mention generate data lineage, here you mention reverse-engineer. Do you need to make a
difference? Metadata management vs. data integration? This could be a semantic discussion, but | think

for you it is best to make it as simple and accurate as possible.

5: We changed reverse-engineer twice already. Here again, it suggests that is happens automatically
while you could also do it manually. Is it important to mention reverse-engineer?

D: No, but I do think that this is the process that is least likely to be done manually.

5: You're mostly scaping here. Everything has been done and you’re using a metadata management tool
to automatically extract this type of data.
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D: Maybe change into end-to-end in DI and create data lineage MD?

5: Yes and is it necessary to mention from code and from metadata.

D: Not necessary, but | think those are the two ways to can construct data lineage.

5: Validate file metadata isn’t that the same as in MD?

D: I'm not sure why they are both in here.. Maybe they are both relevant or maybe it was by accident.

5: I wouldn’t include it in both. You already have quite some. For a thesis it might be, the more the better,
but [less processes would make it more] practical. | wouldn’t be surprised if you only had 5 or 6 processes

per capability.

5: Is the last one different than mapping source to target? You could leave it there any maybe change it a
bit so it is clear what the difference is.

D: This is more about monitoring mismatches on existing data integrations, the mapping happens when
designing the integration.

MDM

5: I’'m missing a process there you search in which master data sources actually is master data. The sub-
capability refers to it, but the process not really.

D: | mean that you search for similar columns across different sources.

5: That’s perfect, but that’s not how | read it. So generate data model equals scanning all sources and
searching for customer? It would make it more clear if you would separate the two. We’re talking about
the same thing, but you see generate data models as similar as scanning sources, | think that is
farfetched. | would rather have a process, | don’t know how you want to word it, but scan everything and

identify master data. [..] | would say: scan data sources and identify potential master data entities.

K; Identify linkages.. The first one leads to a selection of results and at two you’re combining thing. We
have a list with five data sources, and two include client data.

5: One thing is consistency, data fields, data entities, data columns, sometimes it’s the same, so then try
to use the same definition.

D: What would you say is the best definition?

5: I think entities is equal to fields and that columns is one level higher. So, if you're talking about one
field or multiple.

5: What is a data hub?

D: Something like informatica.
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5: Aah | get it, so configure your tool based on your data model. Maybe I’'m not into tooling. Maybe
include /tooling?

5: Identify duplicate data? Is that not also data quality or is it specific master data?

D: It’s relevant in both, but here you are identifying duplicates to determine what the master data is.
5: The final one is too long and has an OR. For me this is more master data quality instead of stewardship,
which is more about roles.

D: | used the same term as DAMA DMBOK, there its also combined.

5: Believe me, we both can find a lot of mistakes in DAMA DMBOK. | don’t get that you want to change
one sub-capability, then you can keep it. Else, | would define it more like MDM quality.

5: Do you need establish a single point of truth? | think it’s a bit farfetched. To generate
recommendations is possible. | would also say identify duplicate master data. Also you’re introducing two
new concepts, clustering and blocking attributes. Possibly they have a value, if not, | would keep it simple
and use the same wording as before.

D: Clustering and blocking attributes are the data fields that you use to identify or exclude duplicates. For
example, if you look at Deloitte employees, you want to exclude Deloitte as their workplace, while you
want to look for overlap in last name.

5: Than it is fine, but an explanation is needed.

DBMS
5: Quite technical, so hard for me to say something about it. Than it is important to have a respondent
profile.

Evaluation

5: The maturity levels from 2,3,4,5 | get. But 0 and 1. Is the description about your processes? Or are you
also drawing a conclusion, because the processes are manual, unpredictable and poorly controlled, you
can’t leverage Al at all. Than | would also add that the processes are not suitable to be augmented.
Processes are not ready, e.g. unpredictable, poorly controlled. What | want to shield you from is value
judging their processes, the value should be in combination with Al. So the processes are not good
enough from Al.

5: The second level is quite some step. | think it is quite something if an organization sees the value of Al.
5: Do you need a level 0? If you see a difference between 0 and 1, go for it. But how | see it, it is either
not applicable. Its easier to have a file point scale, now you have a 6 point scale where there is no

description at 0. If you remove it, | don’t you miss something.

5:[Q10]: Nice to have for the future: an online tool instead of Excel

6: I 31-08-2020 15:00
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6: You're talking about augmented data management, what do you mean with augmented data
management?

D: I have the definition here on the next page.

D: | also use two axis, one is the CMMI/DAMA DMBOK axis which is quite standard. The second axis is my
main contribution and describes the augmented maturity. | separated the two to make it more clear.

D: Looks wise to me.

DQ
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

6: Maybe it’s a bit too early, but | think it is interesting to apply this at one of my customers, its relevant
for them. We’re doing an MDM program and they are looking at Al, RPA and test automation as topics.
But the combination between Al and DM is not covered yet. So that would be interesting and this could
be an eye opener for them to develop their IT strategy, of which data and operational efficiency are also
part.

6: Assess large datasets to generate DQ. | would put large between brackets, it doesn’t have to matter
whether those are large or smaller datasets.

D: That’s where | think that the added value of Al is the largest.

6: OK, so it wouldn’t be possible to couple the two and use Al for smaller datasets? What | would do then
is make it more specific, a certain range, because now you’re generating more questions.

6: Data cleansing, in my experience, has the most to gain from Al.
6: | notice that the questions are formulated with an end-goal to Al. That is on purpose | assume and |
also get it. | think that this is quite clear. Again, | would get a closer look at words like complex and large,

to provide some more guidelines or would specify it more with a range for example.

6: | don’t see transformations here. Where data management is also important is for data migrations and
then transformations are important, where Al could play an important role.

D: Do you see data profiling as a separate sub capability or combined with assessing data quality?

6: No, | see it as separate. At assessing you're also talking about the definition of data quality and with
data profiling you’re looking to make a large dataset a bit smaller.

MD
D: Again, the same questions for this capability, do you miss a process, think one is redundant or the

description should be improved.

6: Looks fine, missing some data modelling.
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D: That is included at master data management.

DI

6: I'm thinking whether from code and from metadata are enough to map your data lineage. Often you
see that many things are coupled with point-to-point integrations. Sometimes there’s a data hub in-
between. But if you look in the systems, like it says ‘code’ that might not be enough.

D: What other method would you add?

6: Look at integrations, so the interfaces between the systems, some sort of service bus or integration
system.

6: What is the difference between structured and unstructured?

D: When applying Al it is a different method. For unstructured data you first have to extract the data from
video or text files, this is an extra step.

6: I’'m looking at the last two, can you explain?

D: The last one is about learning from human integrations to perform other integrations autonomously.
The other one is about monitoring integrations and identifying mismatches of existing integrations.

6: I’'m assuming you’re going to be present at the case study, but you can look on how you can make
these two more clear without voiceover.

D: How would you advise to make it more clear?
6: The easiest is to present an example.

MDM
6: Generate master model... very valuable if you can do that.

6: Clustering and blocking attributes?
D: Those are the attributes that you use to combine results or exclude certain data fields.

6: We did a deduplication project where 90% overlap would be identified as potential duplicate. That’s a
very valuable one, if you can use Al for that than you make a lot of people happy.

D: For configuring an MDM hub, I’'m looking for a better explanation, how would you improve that?
6: The first thing is what is an MDM hub? | define it as a separate system where you maintain your master
data, whether it is a coordination point or single source of truth. As per data model? That means that you

already have a data model for this hub adapts to the model.

DBMS
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6: These are typical DBA processes. In a lot of cases you see that roles, except for the manager,
dependent on the tools that the organization uses, will not deal with these processes. Often there’s an
DBA behind it. But those are valid processes, also for performance. Maybe you have heard from the
Oracle Autonomous DB? You could use it as a reference.

6: Other than that | have nothing to add. Something that | miss is a piece of security. Maybe it is also
under the third process.

Evaluation
6: [Question 1]: | think these levels are fine. DAMA DMBOK also uses five levels right? Than | would also
use that.

6: [Question 2]: The description for 1, there’s not Al but you still call it experimental. For 2 and 3 the title
might sound more fancy than the description. Awareness and making plans is a step before being ready if
you ask me. Recommend course of action of that semi-automated? [What would be ready?] | would ‘the
organization is aware of the value of Al and has developed plans to augment.” In my feeling this would
take it one step further.

6: Maybe good to check with the A&C colleagues of they have some definitions?
6 [Question 6]: No, it’s to early to say something about this. You can evaluate this in case studies first.

6 [Question 7]: Maybe an added value would be if you could combine some topics in some way. So that
you combine a topic from MD with MDM, DQ with DI, some overlapping topics.

6: What could also be interesting is that if you have certain results, an improvement roadmap needs to be
constructed. How would you approach that? What are the different aspects on how to do that.

D: I’'m looking into that.

6: What would make it interesting, is that if we would apply the model for a customer, it would result in a
report. What you do then, that is more interesting, because it probably results in a project or program,
where you are going to implement these things and provide recommendations. For now maybe not very
important, but for the future it is. It is very nice that you not only present the results but can also
elaborate on what you can do.

6: Let me know if you’re ready. | think we can apply this at a few customers. Such a data management
assessment, we do in 4-6 weeks. It includes a end report, recommendations and a roadmap on how to
implement. This is the bridge with Al and that is interesting. We could include this as a component in such
an assessment. So let me know when you’re ready and we’ll see how we can apply this.

7: N -09-2020 14:00

7: About the term Al, what is your definition of AI? When do you think a organization leverages Al?
D: Mostly in terms of automation and manual work required for processes

7:In step 4 | see automation and Al, it might be good to have a good distinction between the two.
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D: | agree, however, it is hard to distinguish on the front end. Still stings are done for you so that might
also be a form of augmenting

7: For a lot of companies RPA is the level that they’re at.

DQ
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

7: Is it DAMA DMBOK? Let’s see. Every process needs to be scored on both scales?
D: Yes, those two.

7: 1think the processes and sub-capabilities are quite clear. | think that if you look at assessing DQ, it is
partially automated based on statistics and data rules, but ML is not yet used in most organizations.

7: At DQ, there’s always a large part on root-cause analysis when things go wrong. Metadata also plays a
large role in that. | don’t see that here. | think augmentation can play a role there, so that you can see
there the data comes from. | know tools like Octopai and Informatica have tools that can map your whole
data stream.

D: Good that you mention that, these processes are included in metadata management and data
integration.

7: 1 think that it is good that you have detection of anomalies, as that happens for example at banks.
Machine learning is really applied there to flag strange numbers, so | see it happening that augmentation
is used for that.

MD
D: Again, the same questions for this capability, do you miss a process, think one is redundant or the
description should be improved.

7: This is really extensive. What comes to mind is that within a lot of companies have a different
definition for a data attribute, like a client, customer, counter party and all departments call it that but
they have the same meaning and that should be mapped. | think | see that at rationalize data dictionaries
and at merging business and technical metadata. Do you mean that as well?

D: Yes.

7: It’s good that you have lineage in there.

7: Aggregation of metadata is done in the catalog. Specifying metadata is done in glossaries.

7: | see that at defining metadata architecture that you’re directly talking about reverse-engineer and

rationalization. If you talk about the capability, isn’t it also about specifying itself? Does it have to be
automated?
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D: I agree, I’'m thinking of downplaying the processes, as automation is already in the maturity levels
itself.

7: Metadata analytics, maybe | can add something here. Managing metadata is different than getting
value from analytics. This can be discussed but during my thesis we found out that simple metadata
management can bring a lot of value. Basically what they did is based on metadata analyze which
datasets exists. They matched datasets and found out that two departments are buying the same
datasets. By profiling metadata they could compare which datasets are the same or similar. So analyzing
the metadata itself is a capability | would say. Something like profile dataset metadata and match similar
sets.

7: What I've also seen is that an organization made a lot of Bl reports. Daily they would produce 10.000
reports to all sorts of mailboxes and users, while they had no idea who used these reports. That provides
quite a strain on the infrastructure, as it needs computational power. These guys then applied metadata
management. You have technical metadata, business metadata and operational metadata. Based on
operational metadata they started looking if these reports are really being used and opened and they
managed to remove 4000 reports. | would say something like ‘analyze metadata to do whatever you want
haha’.

7: Technical session logs is quite specific. | would also add a generic process for analyzing metadata.

DI
7: Data discovery also involves metadata | think.

7: Good that you have Impact and root cause analysis. Also good that you separate them.
7: 1 think you cover everything. The largest work is in design DI and map source to target model.
7: What do you mean with validate file metadata?

D: Its about monitoring integrations and checking whether the metadata is created as expected. Those
are constant checks on existing integrations.

MDM
7: | see bottom-up and top-down, that is good.

7: What | would add is detecting the golden source, how do determine that? For a lot of organization
that’s quite something. Maybe it is part of detect master data model, but the identification is a process

on its own.

DBMS
7: The first one is very important. If augmentation could help that would be good.

7: You could also look at redundancy. Al is used there for sure.
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7: What | would also would be interesting to see whether augmentation can be used to determine
storage types. You have all types of databases. | know that CSP’s already provide such services for
customers. If you have data that is used often, you want it on servers that have a faster response time
than back-up data that is never used. Cost optimization of data storage.

Results
7: The best would be that you can have an advise based on the results, but that would differ per
customer.

7 [Q1]: | believe 5 levels is sufficient for a practical assessment.

7 [ Q4]: In data management, nearly everything is interrelated. Making everything completely MECE
would be close to impossible

7: [Q6]: No, but please understand that in practice, the scoring would be open for interpretation and
discussion. If you let 10 employees score their company, you will probably get 10 unique results.

7 [Q7]: The guidelines are clear to me.

7 [9]: Some processes are very in-depth (e.g. Rationalize data dictionaries through industry taxonomies,
folksonomies and client specific taxonomies). Such processes could be described on a higher level in my
opinion. For example: The creation of data dictionaries using taxonomies... etc. Rationalization would
then be a higher level of maturity.

7 [10]: Practical examples always help clients, also in their thinking about the different levels of maturity.
However, this is something that grows as you use the model. | think these are not required for this stage
of scientific work.

s 03-09-2020 09:30

8: What improves about a data management capability when you apply augmentation? The question
that | had when reading through the model is, there’s a lot of processes, manual processes being
automated. But | don’t see the data management capabilities that you mention in the definition in the
scoring model. The maturity levels themselves mention processes in general, not data management
processes.

D: True, those are generic levels that need to be related to the data management specific processes. As
you have to relate them, it becomes clear that those are data management processes.

8: Did you think about making it specific data management levels?

D: Yes but didn’t choose to do so.

8: You can think of naming it data management processes, than it’s still generic but scoped. If you
mention processes, | can think of business processes and very specific data management processes and if

I look in the capabilities | think that it is the latter.

D: That would be an option. But that would make every description longer.
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8: It becomes more clear when you get to the processes, but if you go through the first two tabs it’s still
not clear. It’s something minor, | do get the setup and that looks fine.

D: Do you think there’s enough distinction between levels or is there some overlap?
8: No | think it is clear.

DQ
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

8: | think that those items make sense. They are specific, which | like as | can relate it to an organization
or a person that works there to determine whether they do it or not. | see some assumptions that
organizations have some data rules as thresholds for the data quality. So you can see that there is a
certain data management maturity required to answer these questions correctly. Some are quite
detailed, for example data pipelines. | don’t think there are many organizations that get this concept, let
alone monitor the flow of data in a pipeline. For that you have the different levels, so that’s fine.

D: Do you think data profiling should be part of assessing data quality or separate?

8: | think it is different

MD

D: Again, the same questions for this capability, do you miss a process, think one is redundant or the
description should be improved.

8: Everything looks familiar.

8: Data lineage is a good one for that category. The tracking itself of data flows and transformations is
more analyze metadata in my opinion. Especially related to the first item.

8: | would rename the generate end-to-end as it is confusing in regard to data flows and transformations.
With the voice-over it is clear that it is about creating metadata that helps create the lineage later on.
Other than that this looks good.

DI

8: Impact and root cause how does it relate data lineage? For me it is more related to the analysis of data
lineage. Ensure data lineage is more about making sure that you can track the data, this is more in the
case something goes wrong and you want to make an analysis. | would rename the sub capability to
reflect analyzing data lineage.

8: Data discovery is a good one.

8: Did you think about to include data modelling?

D: Yes, | think about making a universal capabilities, such as modeling.
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8: Exactly.

8: Design for me is more about modelling. Develop is also about the integration where you ingest and
validate the data based on the structure that you defined.

MDM
8: Also here you see data modelling return.

8: Why did you choose for stewardship in this sub-capability? | see the maintenance process, but not
stewardship. This is more confusing as it is more related to the governance perspective. Maintenance
processes correspond to the processes that are there.

D: Yes it is only maintenance, but | used the same definition from DAMA DMBOK.

DBMS

8: The first and the third is more about monitoring. That depends on how you define it, but in the other
capabilities you had a separate monitoring sub capability. | don’t know whether you want to split it, but
you could look at it.

8: There’s a lot in the items. | don’t think that is bad, because those are quite standard processes to
manage the data within the organization.

D: Would you add any processes?
P Not directly. If you would add storage cost optimization, this could also be part of monitoring as well.

Results/eval

8: What you could think about is maybe add a bit on the added value of augmented data management in
the background. Which type of business problems or use cases would Al help. You might not have the full
space, but it would be good to add 2 or 3 sentences. It’s also dependent whether you get additional
documentation or just this document.

8: The [documentation] is understandable and easy to use. It gives enough indication on how to interpret
and use the model.

8: For a self-assessment you might miss context. Some processes are quite detailed and might be harder
to recognize by the employee of an organization, but it is definitely very useful. | think that the voice over
and the joining consultant would really deliver value. | think the rise of Al is growing and how you can use
this to improve your data management, is something that is increasingly being asked within the industry
and by organizations in the future.

D: Did you encounter organizations that advance in that state?
8: Yes, in monitoring of data. Not necessary with Al, but with different tools that monitor the data that

flows through their systems and processes to define actions. They are working to create their own
datasets and apply Al, but that is more in the future.
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8: Maybe start every process with a verb?

o: GG 03-09-2020 15:00

DQ
D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

9: In order to generate this quality score, do we have a process assumed where we define the metrics or
KPI’s or business rules that are needed to generate the score?

D: Yes, that’s the second process. | will switch the two.

9: Maybe add point 2 to include some business outcomes or business rules in it.

D: Do you mean to add some process that tracks the influence of data quality on business outcomes?

9: Yes, correctly.

9: Data profiling.. you got pretty much everything there.

9: Even for data cleansing, if you're talking about data cleansing rules, you could differentiate whether
that is applicable to a local dataset or global dataset. You’ll find a couple of tools in the market where in
terms of data cleansing, it can start of as something identified in a business unit and that can be scaled up
for other global purpose as well. There’s aspect in scalability in term of Al in order to scale those rules
and apply to other datasets.

9: In the current state, a lot of this is currently done manually.

9: Are those checks just done on pipelines or also on data lakes and actual MDM kind of tools?

D: | mean for all mutations.

9: This one can be not only data pipelines, but also data that is stored as well. Usually what happens is
that you have a MDM tool implemented, with data cataloging as well as a lot of data integration from
different source systems to target systems. You can monitor the quality of data in the data pipelines but
you also need to monitor you master data which is centrally stores as well when any end user is
modifying it.

D: Do you see data profiling separate from assessing data quality?

9: | think it should definitely be a separate one.

MD

D: Again, the same questions for this capability, do you miss a process, think one is redundant or the
description should be improved.
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9: I'd also call out business glossaries as well.
D: | was thinking about extending the definition.

9: Correct. And it’s definitely popular in the market right now, a lot of companies are doing data
cataloging now.

9: What is folksonomies?
D: Terms that are known to the general public.

9: One more thing you can add: when we talk about metadata, we talk a lot about definition, scope and
boundaries. (..) when we are defining the architecture along with the dictionary we’re going beyond the
definition and descriptions. We’re trying to identify who are the owners, what’s the extend of each
definition, where does the ownership end and begin for the next business or function. Scope boundaries
and ownership are three aspects for moving beyond that definitions from a catalog perspective.

DI

9: Is there something in here that handles trust from the sources or decay? Meaning, | you're getting
customer data over a period of time from let’s say two different CRM systems. But eventually, the
capability has defined that CRM A has more trusted customer data from a downstream user perspective.
Is there a capability or a process that defines that trust between different sources.

9: If you’'re trying to incorporate that you can also think about data decay. It’s a rule that it’s going to be
valid for the next four years, after that it should not be trusted compared to other sources. From an MDM
perspective this is called decay. You can think of any process that can incorporate that kind of Al
component to this particular decay issue.

9: Maybe for impact and root cause analysis you can add some wording, some sort of description. | think
that will help analyze the maturity of that process.

9: Map source to target, you will see a lot of tools in the market that will do that to some extent. They
pick up keywords and stuff like that, first name will be first name, so automated mapping between source
and target.

9: Do you want to include something on differentiating on real-time vs. batch?

D: Maybe at database management.

9: When you say develop DI, it’s basically implementing the integration. When you do the development
you also need to think about how this can be done and how Al can help on figuring out whether a real
time integration is needed. What they figured out is that the actual frequency of updating this data was

very low, so there was no point in updating this real time.

D: Something like monitoring DI?
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9: Yes.

MDM

9: This is where the whole trust system, trust scores come in as well. Usually, from an MDM tool
perspective there’s this back-end configuration to basically data mine trust levels between the different
sources of master data and also decay rules for master data. If you’re trying to model the master data
you can add this process or at assess data sources. While you assess data sources you can also assess
from a trust and decay perspective.

D: How do you normally assign a trust score?

9: Usually based on business efforts. | used to work with business and functional stakeholders to ask
them question on would you trust this data from system A more than system B. That was completely
done manual, because we needed business inputs from it. But if you think from an Al or automation
perspective, arguably there can be a capability which does a lot of back-end modelling or algorithms to
figure out based on last 10,000 observations, that the phone number from system B was more trusted in
the downstream analysis, so let’s pick system B as the right source.

9: What is Clustering and blocking?
D: The matching and excluding variables to determine duplicates.

9: One thing would be talking about match and merge rules. One of the core components is match and
merge, so you can include a process which identifies duplicate data and how to do you identify, basically
data mine, your match and merge rules.

D: Maybe that is similar to resolution and reconciliation?
9: It’s more on the merge rules. You can both terms interchangeably.

9: Point 10 is one of the key ones. Especially when you’re talking about augmented data management.
One of the prime activities that the data steward keeps on doing is resolving duplicate records. You can
either split this process up in two or highlight that this is going to be one of the key ones from a
stewardship perspective. One for learn rules and one for establish a single point of truth.

9: You need match and merge to deduplicate your data. At the same time you need to govern the data
that is fed into the system by the users. So think of any create or update or delete or block kind of
process for master data and whether there’s some Al capability that can be used for the creation of
master data or update of master data. (also requirements for attributes to create).That’s definitely one
aspect where you would get a lot of Al related capabilities for the setup and maintenance of master data.

DBMS
9: I'm not too close to the technical side, but | think you have everything here. | don’t see anything that |
can add.

Result/Eval
9: Result page looks good, captures everything. I've seen those formats before.
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9 [Question 1]: No | think this is good
9 [Question 2]: Same

9 [Question 6]: | like the spider diagram. Also in other models, this is often what we go for.

10: | 02-09-2020 14:00

10: Do you use any reference framework to come to this model?

D: I looked at many different data management maturity models and also Al maturity models.

DQ

D: I want to ask you to read all the processes and comment whether you miss one, think one is redundant
or the description should be improved.

10: So what are the capabilities? Do you have that listed?

D: Yes it is here [Introduction].

10: So basically data governance is a part of DQ and Metadata management together?

D: Data governance is not mentioned as a separate capability. Mainly because | looked at which
processes that Al can assist in. | figured that data governance that is mostly human, so making the policy

and assigning tasks. | do think it is important, but then it should be more in the recommendations.

10: I'm trying to think how this would work in practice. So basically you’re doing an assessment of the
current state and future state. How would you quantify the current state of maturity?

D: You would look at the process statement and then relate those to the two maturity scale. So for
example a process might be level 3, and has a desired level 4. Same holds for the augmentation maturity.

This will later be the start for constructing a roadmap on how to get to a higher maturity.

10: I'm seeing the slide, it makes sense. It’s very similar to the normal maturity levels that we use, the
CMMI-like tooling.

D: It’s really meant as an addition.

10: I'm looking into ways to make your models objective. The scoring right now is more subjective.

D: Can you elaborate a bit more?

10: Basically, when you’re rating the processes your lacking some rules. For example, ‘a set of standard
processes’ what is standard? It’s not defined. The problem with data quality is that.. You can have

processes that are defined for the whole organization, but still the data is bad. Because it is produced in
the wrong way in the first place. When you have rules, this is what | mean, | would be happy that the
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statements are more granular, more objective. For example: central process, no peripheral process at all.
That would be very objective to me.

10: | can imagine this is very difficult to make it more objective. What you’ve done is great work. I'm
speaking from experience, data quality and data governance, making it more objective is quite difficult.

D: It’s a choice | made. Other models that I've seen had a more detailed description for every process for
every maturity level. | think that that would make it more complex. | chose to make general descriptions
that can be liked to the maturity levels.

10: There’s no need to make it more complex, the model looks fine and acceptable. That’s very
important, the more complex it gets the less attractive and acceptable it is for the client. So this is directly
usable and acceptable and it’s a great model. Only thing is, go back and think if you can make those
descriptions, | don’t want you to make any changes to the model, think back if the descriptions can be
more watertight. There shouldn’t be any loopholes. Either its two or not two, either its three or not. If
you can’t do it, that’s fine, but I’'m being overcritical.

D: more on a process level: do you think one is missing, one is redundant?
10: No it looks good.

MD

10: What | think is data governance is an essential enabler of data quality. If there’s a lack of data
governance, eventually the data will be bad. You need to have an angle here somewhere, there has to be
a process that you mention and assess the maturity upon, is what data governance processes are there
that ensures that the organization adheres to the metadata.

D: So, add a process on how much the organization follows metadata governance?

10: Or if you want to avoid mentioning data governance: the extent to which metadata driven modelling
is followed. Or processes that make sure that data is created and maintained as following the metadata.
Only having metadata is not enough. You have to have a process that ensures that the metadata is being
followed or used. You also need to assess the maturity of that process as well. You can also tie it to
percentages, if 10% adheres to the rules you’re at level 1 for example.

D: The way | constructed the model is to have processes where Al can play a role, this would be a
separate process where Al is out of the picture.

10: Just as you have analyze metadata, you could have a process analyze the adherence to the metadata.
Just think about it, you don’t have to do it now.

D: I do think it is interesting.

10: Here, let me show you something. This is another model on data governance, which was the name for
data management at that time. (...). In this maturity model we would compare the governance
framework of the organization with five of six governance standard models that we had. Than we would
see the deviation from the standard model and there we would assess the maturity. (...) Think in these
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lines. If you can make it granular to this level, than the ambiguity in assessing any aspect of data
management would become lesser.

10: When it comes to Al now. You can have a set of standard processes and you can measure the mean
deviation or the percentage deviation from those standard processes in every organization. And based on
the percentage value you can tie it to a number of maturity.

D: Do you think it is still possible to have universal levels?

10: Yeah, why not? You just need a definition around the levels in terms of numbers. Your description is
now in verbal English, we need some numbers or percentages around it.

MDM

10: Let me give you an example. Generate a master data model by recognizing entities and hierarchical
structure. Now you need to define the levels. This is an arbitrary example I’'m giving you. Basically, MDM
hubs have four different architectural styles: registry, consolidated, co-existence and transactional. Now,
for example, if this data model does not comply to one of those four, then its certainly not industry
standard. Those four styles have their own maturity level, if it’s registry style it is one, etc. You can use
these styles to generate a maturity score. This is a way you can make it more objective. If you don’t have
the experience it’s hard, but most people with experience can link such formats to a certain maturity
level. Just think about it. It's not necessary, but it would make you model even better.

D: I do think there’s a lot to gain there and this is valuable feedback. But to do this for every process
would really require a lot of work. One goal of the evaluation meetings as we’re having right now is to
look how water tight the processes and maturity levels are formulated, so that is something | can
incorporate.

DBMS

10: This is a different side of data management, which | haven’t done in my life. In other organizations all
the DBMS guys did this. It looks okay

11: | 10-08-2020 14:00

Note: No audio was recorded. The participant is asked to briefly comment in writing on the statements
and evaluation questions.

11 [Q1]: No
11 [Q2]: No
11 [Q3]: No, | think the processes presented are exemplary for the capabilities.

11 [Q4]: Only if you learn during test runs that you're not keeping the interview under an hour but | think
in our previous session it turned out that this was not the case.

11 [Q5]: As mentioned Master Data Management is a different slice of the data instead of a true different
capability in my perspective, however this is logical in your model from a use case perspective (and also
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as you're using DMBOK as a basis). No change, just something to be aware of (and to put into the
discussion of your final thesis).

11 [Q6]: Difficulty is that it always mentions 'processes' and not individual processes so the question
arises if | should score an average for all processes or for that one process that is completely top-notch or
the one process that is lagging behind. Not something you can easily resolve as it is inherent to the CMMI
scoring model upon which you are building, option would be to score in percentages (‘What percentage
of processes are in the this maturity level?') but that would create a lot of additional work for which |
currently don't know if you have time. | would recommend to put this in the discussion of your thesis.

11 [Q7]: If any I'd separate the tables on DM and ADM maturity for ease of reading. Or have a single
white column between them to visually separate them.

11 [Q9]: Maybe add an empty line for a process to be added by the assesor if they for example have an

MD-process that they'd want to showcase in terms of current or desired maturity.

Table E1: Transcripts of the Expert Evaluation

Levels sufficiency

Whether the levels are sufficient to represent all maturation
stages of the domain

Levels accuracy (overlap):

Whether there is overlap between the maturity levels

Process Relevance

Whether processes are relevant to the domain

Process Comprehensiveness

All aspects covered, missing processes or (sub) capabilities,
suggestions for improving definitions so they cover all aspects

Process ME mutual exclusion

Whether processes are distinct

Process accuracy

Whether process are formulated uniformly, they can be
translated to every maturity level.

Understandability

Suggestions for improving definitions, clarifying, giving
examples, logical order.

Ease of Use

Remarks regarding ease of use

Usefulness and Practicality

Remarks regarding usefulness and practicality

Scoring schema

Remarks about the scoring schema

Roadmap Remarks on improving capabilities or actions following the
assessment
Format: Small things format related, for example cell size, punctuation,

consistent word choice

Future work

Recommendations on future work

Table E2: Labels for Expert Evaluation

F. Changes After Expert Evaluation

Maturity Model (Figure 18):
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1: Maturity level 0 changed from ‘incomplete’ to N/A to improve sufficiency. The ‘incomplete’ level
had no description and did not add any value (interview 5). By renaming it, it is clear that
organizations only score level 0 if the process is not applicable to them.

2: Each maturity scale has their own description of level 1 to improve understandability. In the
previous version, there was a shared level 1 which caused confusion (interview 2,5).

3: Within the description for maturity level 3 ‘recommendations’ is added to improve sufficiency.
The previous description implied that Al would make decisions, whereas in this stage Al provides
recommendations to make decisions (interview 2).

4: Governance is added to the process description to improve comprehensiveness. Multiple
participants indicated missing data governance within the model (interview 2,4,10). While data
governance is not one of the selected capabilities it is still incorporated within the process maturity,
which is now reflected in the description.

Data Quality (Table 25)

1: ‘/requirements’ is added to improve understandability, as some organizations use the term data
quality requirements instead of data quality dimensions.

2: Switch order of second and first process to improve the understandability. It is logical to first
specify the data quality dimensions before generating a data quality score.

3: ‘Reverse-engineer data quality rules’ is removed to improve process accuracy. Reverse-engineer
implies that the process has a high augmented maturity, while the process description should also fit
lower maturity level descriptions.

4: Put adjectives ‘large’ and ‘complex’ between brackets to improve process accuracy. Al is expected
to specifically be of added value for complex and large datasets, but processes exist for smaller
datasets as well. It also improves the understandability, as it avoids confusion on the definition of
large and complex.

5: Changed from ‘or’ to ‘and/or’. The process covers the ability to learn from manual data cleansing,
the and/or refers to two different outcomes on low and high maturity. The process is now universal
for all maturity levels, which improves the accuracy.

6: ‘Data mutations’ is added to improve the process comprehensiveness. The underlying process was
intended to continuously monitor new data and mutations to a dataset that is already cleansed.

7: ‘Significant differences’ is put between brackets. In this context ‘anomalies’ are ‘significant
differences’, the process is reformulated to reflect this and improve the understandability.

Metadata (Table 26)

1: ‘Reverse-engineer’ is replaced by ‘specify’ to improve process accuracy. Reverse-engineer implies
that the process has a high augmented maturity, while the process description should also fit lower
maturity level descriptions
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2: ‘(Meta)data’ is replaced by ‘metadata’ to improve process mutual exclusion. This process
specifically covers metadata rules, the process now reflects this.

3: Added ‘data dictionaries, business glossary and data catalog’ to improve process
comprehensiveness, as those are the three main types of metadata repositories.

4: Removed ‘folksonomies’ to improve understandability. Some experts did not recognize the term
as being typical for metadata management.

5: From ‘extract attributes to generate metadata’ to ‘generate metadata’: Process is rephrased to be
more in line with the previous process to improve understandability.

6: Added ‘meta’ to improve process mutual exclusion, as the process specifically covers metadata.

7: Changed ‘Generate end-to-end data lineage...’ to create data lineage metadata to improve
process relevance. This process merely covers the creation of metadata to be able to generate data
lineage. Data lineage itself is part of data integration.

8-9-10: Changed order of processes from simple to complex in order to improve understandability
and ease of use.

8: Changed from ‘validate file metadata’ to improve mutual exclusion, as validation checks are also
part of data quality. The process is now more tailored towards metadata management.

9: Changed ‘convert technical session logs’ to ‘analyze data flows and transformation logs’ to
improve understandability and process comprehensiveness. Technical session logs was perceived as
something technical and specific, the description is more general now.

10: Process added to improve process comprehensiveness. A process was missing that covers getting
insight from metadata, other than the checks mentioned.

Data Integration (Table 27)

1: Added ‘additional and/or alternative’ to improve comprehensiveness and understandability. The
process description now specifies the intention behind recommending datasets.

2: Changed the sub-capability from ‘ensure’ to ‘analyze’ data lineage to improve relevance. The
processes describe the analysis of data lineage rather than ensuring.

3: Removed ‘reverse-engineer’ for process accuracy. Improve comprehensiveness by including
integrations, as these can also be used to analyze data lineage.

4: Added ‘to identify system and data dependencies’ to improve mutual exclusion and
understandability. There was some confusion about the difference between impact/risk analysis and
root-cause analysis, which is reduced by clarifying the motivation behind impact/risk analysis.

5: Changed from ‘validate file metadata’ for mutual exclusion. Validating metadata had a lot of
overlap with metadata processes. The emphasis is now more on the transformation of data for
better understandability.

6: Changed from ‘Ingest, validate and transform data’ to improve relevance and mutual exclusion.
Validating data is associated with data quality, while the focus of this process is on learning from

137



existing integrations and user interaction. Therefore, the process is simplified to ‘develop data
flows’.

Master Data Management (Table 28)
1: Added process for comprehensiveness. There was a process missing for identifying data sources.

2: ‘Generate data models and linkages’ process split into two to improve mutual exclusion.
Generating metamodels was intended to reflect scanning data sources, but has become obsolete by
the new process. This process now solely covers the linkages between datasets.

3: Added process comprehensiveness. A process was missing for generating a trust score to identify
master data.

4: Improve uniformity by using master data management instead of the abbreviation MDM. Also
add ‘/tool’ to improve understandability.

5: Improve understandability by renaming ‘clustering and blocking attributes’ to, * match and
merge’, as this was a more common term within master data management.

6: Added process to improve comprehensiveness. A process was missing where the single point of
truth/golden record is identified.

7: Remove ‘and define stewardship’ in the sub-capability description to improve
comprehensiveness. The processes in this sub-capability only cover maintenance processes.

Database Management (Table 29)

1: Added process to improve comprehensiveness. A process was missing for developing database
instances.

2: Simplified description to improve understandability.

3: Improved understandability by introducing a new sub-capability. Other capabilities have a
monitoring sub-capacity, while database management also covered process related to monitoring.

4: Added process to improve comprehensiveness. A process was missing for optimizing storage
performance and cost.

G. Transcript of Case Study Evaluation
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Compreh.

Understan.

Compreh.

Note: all transcriptions only cover comments about the maturity model and
evaluation criteria. The results of the maturity assessment can be found in the
thesis, any details provided during the interviews are undisclosed.

1: Assessment Case 1: Health Insurer Corporate Data Steward 07-09-2020

DQ
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

1: No, it’s fine like this. | interpreted monitoring data differently, within the
organization we interpret it differently. It's not on the data itself, but the data
quality itself, of a dataset.

D: Can you elaborate a bit more?

1: It's more the governance around it.

MD
[Rating processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

1: | needed an explanation a couple of times. Other than that it’s fine.

DI
[Rating processes]
1: I'll skip the last two sub capabilities, you can better ask my colleagues.

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

1: I think it is fine like this

MDM
[Rating processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

1: No it’s fine

DBMS:
1: | think for these processes you can better go to another colleague than me.
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Compreh.

Participant
Profile

Compreh.

D: Do you want to go through the evaluation now or should | e-mail it to you?
1: You can e-mail it to me and then | will fill it in and send back.

2: Assessment Case 1: Health Insurer Data Quality Expert 08-09-2020
DQ
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

2: No. It is hard if you’re young in your data management, to score this.

MD
[Rating processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

2: Not really, nothing | can come up with.

DI
[Rating processes, skipping some]

2: For this capability | feel like I’'m not the right target group. Its not that your
guestions are wrong, I'm just not the right one to respond.

MDM
[Rating processes]

DBMS:

[Rating processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

2: No. | can answer this from my old position. My feedback is mainly that you have
to check who you’re asking. | think if | ask the administrator that just started,
would score different. | had that position three years ago.

2: It differs who you talk to and what answer you will get. You could look into
assigning a certain weight to people, so that my answers for DI for example weigh

less.

2 on [Question 1-8]: Nothing to add
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Understand.

Understan.

2 on [Question 9]: The model focusses on the technical aspect of data
management and not on governance. A integration of the two would make the
model more useful.

2 on [Question 10]: No

3: Assessment Case 1: Health Insurer Data Quality Expert 10-09-2020
DQ
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

3: No, but that is due to our current state | think. You can see that we don’t score
so high. I think you included enough, | can’t add anything. | think along the road,

when your maturity increases you can start to add something. | think with a little
assistance, everything is clear as well.

MD
[Rating processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

3: | get most of them, especially after your comments. So that’s clear.

DI
[Rating processes, skipping some]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

3: No, you have data discovery, data lineage and impact analysis. | don’t think
there’s more to it.

MDM
[Rating processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

3: No, the ones that were unclear, were the ones that | was confused about
myself, like the bottom up top down one. Other than that | don’t miss anything.

DBMS
[Skipping everything]
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Level
accuracy

Usefulness

Participant
profile

Scoring
schema

Evaluation
3 on [Question 1]: The usage of the model, if you want to keep it simple, you
should keep it at this. Content-wise its fine, so that’s good.

3 on [Question 2]: You use the terms Al and automate. As long as it is clear that
you can apply both, because they are different activities. That could be the only
thing. Level 4 is automated, while you mention Al. | can imagine people can get
confused. Maybe in the future you need to change the descriptions, but for the
time being this is not the case.

3 on [Question 6]: No

3 on [Question 7]: No, that was clear to me

3 on [Question 9 and 10]: | don’t think so. The model itself is fine | think. It's more
about in which phase the organization is on data management maturity and are
they ready to look at next steps. What | said before, it is good to look at
automation and Al, but if you’re at basis level, than you need to question yourself
if you ready for this model, but you already explained that. | think that you need a
certain foundation to apply this model.

3: It’s also about who you’re asking. Some things | wasn’t able to answer because
it’s more technical, in our case that would be at data engineering. Every
organization has arranged its data management different. I’'m mostly business, but
not so much on technology. So that another tip, to look at who you’re asking. |
don’t think there’s a function that covers all. So maybe its valuable to do these
sessions multidisciplinary. | also think that the value for the participants will be
higher. | often see that if you discuss data management aspects with people from
business, architects and data engineers, that conversation often is very valuable.

3 on [Question 8]: No

4: Assessment Case 2: Bank Business Consultant Data Management 11-09-2020
DQ
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

4: | notice that there can be large differences per business line. There can be a
large difference in specific processes if you talk about the company as a whole. In
one chain it might be very high, while another chain can be very low. That
weighing is not incorporated. This is an overall view by me, but than you miss the
details per business line and | think that there those maturity levels come in. Per
business line you can decide how much time and effort you want to spend on
improving the maturity, how fast you can go and which business value you can
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Scoring
schema

Compreh.

Level
sufficiency

generate. | think it can be interesting in practice. This provides a overall score,
which does not give a score per business line.

D: | agree, it would be interesting to apply this model in different teams. Also, |
see a capability as the ability to perform certain processes. So if you rate the
highest one, you know the capability is there and can be transferred to less
maturity processes.

4: Yes, sure. But my experience is that the weakest process in the chain limits the
ability to go to Al. It seems that you can only apply Al when you reach level 2 or 3,
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before the manual input it too high. The system as a whole it not ready then,
that’s my opinion.

MD
[Rating processes]

Compreh. D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

4: They are more extensive than | expected. Creating metadata, instead of doing it
all manually, it could be interesting to do everything in bulk automatically. | think
that is a good sub capability to mention. About metadata architecture, these are
the process steps, but we also have some part that covers which organizational
structure you need to take decisions, | miss that.

Process
mutual excl. | D: Yes, my model focusses more on processes where Al can assist. | do think there
are processes like data governance and organization architecture that are also
important at those capabilities.
DI
[Rating processes, skipping some]
D (Question 3,4,5): Based on time, let’s continue
MDM, DBMS
[Rating processes]
4 on [Question 1]: In practice we see that it is increasingly important to know the
details. | think that a maturity scale with two layers (12 levels) would be better.
Understan. 5: Assessment Case 3: Insurer Head of Data Management 11-09-2020

DQ
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

5: No, if you look at the sub-capabilities it follows the main topics of DMBOK

MD
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
Process description is vague?

compreh.
5: 1 wouldn’t remove one. Some have overlap. | don’t think you can get it MECE. |
think you cross checked it with DMBOK?
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Process

mutual excl.

Ease of use

Ease of use

Mutual
exclusion

Scoring
schema

D: Indeed, some have an overlap but | do try to make distinct enough for each
capability.

5: 1 do think its fine, these are the main steps. Also when you look at the sub
capabilities it is fine. We use different sub capabilities. This is more grouped on
process steps and we group more on domain, but it covers the same.

DI
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

5: Not directly. What could help is an example column. That would help to
understand the context.

D: Would you say an example for level 1 and example for level 5?
5: Indeed, now | have to imagine it in my head and relate the maturity levels.

MDM
[Rating Processes]

D (Question 3,4,5): Do you miss any process? Do you think one is redundant or a
description is vague?

5: What | might miss here, is that if you look at DMBOK MDM. You have three
functions: the match functionality, the DQ functionality and the golden record and
propagation functionality. The last one I'm still missing a bit. Matching is here, DQ
maybe a bit less, but it is in DQ itself. You could also add propagation of master
data, maybe also as part of data integration.

D: That might be included in ‘single point of truth’. Maybe I could add /golden
record?

5: What | mean is that if you generated a single point of truth, then you want to
link all the downstream systems to this golden record, instead of point-to-point to
the local source systems. It’s more about pushing this golden record.

DBMS

5: This is more towards IT, that would be mostly guessing for me.

D: We can skip processes if you can’t score them.
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Particpant
profile

Usefulness

Usefulness

5: At my previous employer, all these capabilities were within one unit: analytics,
engineering and data management. At my current organization this is more split.

Evaluation
5 on [Question 5]: | think we can make it more MECE.

5 on [Question 9]: | get what you're trying to do, but in my head I’'m constantly
switching between two levels.

5 on [Question 10]: | would make it strongly agree if we could make the model
more simple.

D: Where do you think | can improve the model?

5: 1 think we can make the processes more MECE, | think they are comprehensive.
Also make the maturity scores more specific for the data management processes.

The third is to make the model more simple, now you have sort of a matrix but we
could think about making it more simple.

D: | tried to combine the levels, but that is impossible because of the difference. It
could be an option to only do the augmentation scale and not data management
maturity.

5: 1 agree, because it is not strictly necessary.

D: | thought that it could also make it easier, as participants often work with
process maturity levels and by letting them score this scale first they can focus on
the other level. Did you experience something like that?

5: The challenge was mostly that you switch from as to ‘to be’, so that makes it
more complex.

1-3: Follow-up Case 1: Health Insurer All Participants 22-09-2020
D: What did you think of the presentation of the results and recommendations?

1: When | look at the example timeline, | think that we already did some of those
steps. But if | remember correctly, | didn’t see these processes in the process
guestions. So I’'m thinking whether the recommendations match with the
guestions that were asked, | think we need to dive into this and see what it can
mean for us.

D: Yes, the example deadline is an example of the difference between ‘what’
happens and ‘how’ it happens. If you implement a council and tooling, from the
timeline, it is expected that some of the processes from the assessment are
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performed. It is very dependent on the organization which initiatives occur, it is
merely an example.

2: | think it is quite a lot. | don’t know yet what to do with it as it is a lot. The other
is that we couldn’t fill in every process, but that doesn’t give the complete picture.
You can ask us about data integration, but you could also include them. | think
such an assessment works better if you include multiple disciplines and maybe
assign a weighing. An average score might not be representative for the
organization.

D: | agree. Data integration and database management might be a bit outside of
your scope. | hope that the capabilities that are within your scope, data quality,

metadata management, that the results and steps can be used to come to some
improvements in that area.

1: | think it is definitely helpful.

3: It could also be of value to ask other departments what they think about
metadata, what their vision is, then you might not always get a well informed
answer. But still is would be interesting to weigh this in to generate a wide

example.

Usefulness D: All right. | will send you the slides of all the results so that you can analyze them
and hopefully can use them to identify improvement initiatives. | also want to ask

Usefulness

Practicality
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Practicaloty

Usefulness

you to rate a few evaluation criteria based on the improvement steps and
roadmap steps.

[Rate Evaluation criteria]
2 on ease of use: | don’t know yet. | can’t say | can’t use them, so I’'m neutral.

3 on ease of use: Yes they are usable, | get what it says, on the other side it’s no
because we still have to experience it.

1 on ease of use: | think these steps are easy to use, they are understandable so
you can implement it. But, the content is different.

2 on usefulness: | think they are useful, but not yet how useful.

1 on usefulness: What my doubt is, is that we’ve been on data management for a
while now. If you're just new | think it is so high level that you can’t work with it. |
think | score a three.

3 on practicality: If | need to apply those improvement steps now, | wouldn’t know
what to do, so it’s a two for me

4: Follow-up Case 3: Insurer Single Participant 25-09-2020
D: Do you apply road mapping currently?

4: Certainly. Not on augmentation, that’s where you trigger me. For data
governance, data quality, metadata management we have roadmaps, in EPIC
format for the following year. We focus less on how we can apply Al. With that
lens we could look at the roadmap for next year.

4: Interesting to see how we compare to the other use cases. | think there’s
always a difference due to interpretation. Somehow maturity models remain
subjective.

D: Do you have any questions or remarks regarding the slides that | just showed
you?

4: No, not directly. | enjoyed it to participate and to see how we compare to other
case organizations, namely on the augmentation. Also useful for me to consider
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the promise of Al within data management. You could wait or already look at how
you can apply it. Also this is a topic that’s not covered by DMBOK at the moment.

D: At last | want to ask you to rate these statements, like we did before. It's about
the understandability, ease of use, practicality and usefulness.

4 on ease of use: four, the only reason I’'m not giving it a five, is that you could
specify more structure. You could give more details on the improvement steps
and maybe add how it would fit in an agile way of working. In our roadmaps we
have some ‘one of’ things that, single changes that are covered in the agile
process. Other processes are ongoing, data quality issue management for
example. The principle is ongoing, but large changes show up in the backlog.

4 on usefulness improvement steps/roadmap: four, | think they are fine. You
should detail them a bit more. It is now described as an introduction.

4 on practicality improvement steps/roadmap: a three, | think as a construct a
good starting point to define initiatives. Maybe you could come up with guidelines
that would structure it a bit more, also like the agile piece. How to go to
execution, it is a bit high level now.

5: Follow-up Case 2: Bank Single Participant 28-09-2020
D: What did you think of the slides that we just went through?

5: It is very valuable to give attention to all the capabilities and the steps that you
can take to improve them. Also to have an overall view, at a certain point you're
working on one capability in a silo.

D: At last | want to ask you to rate these statements about the understandability,
ease of use, practicality and usefulness.

5 on understandability improvement steps: They are understandable, but they
miss cohesion. In the foundation they are ok, but they don’t really connect. | don’t
know how they relate to your assignment.

D: It's something extra that | wanted to give to the participants, the main value is
in the model and the assessment. If the assessment would be more thorough,
these steps would be in more detail.

5 on ease of use for roadmap: It’s hard to apply these roadmaps. How do you
make it possible to let everyone understand what needs to be done and how
important it is. What is miss in these steps is a step where you have a main vision.
Without that, you don’t get much value from the ‘who’, why would you do all
these complicated things? To provide a motivation.

D: how would you name this step?
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5: Define a mission or vision statement. The phenomena of Al is that it has
potential and can add value, but it can prove itself more if it an realize a vision.

D: Thank you, do you have any other questions or comments?

5: Like I said, it’s very nice to go over all capabilities on a high level. Than you see
that it can help to identify where you are now and where you want to go. | think it
is good to have this as a KPI. Certainly if those large gaps, if you can emphasize
them visually. If you can work with colors or size to show priority, that would
really help to get the message across. That’s what | really like about the

improvement steps.
Table G1: Transcription of Case Study Evaluation

Comprehensiveness All aspects covered, missing processes or (sub) capabilities,
suggestions for improving definitions so they cover all aspects

Ease of use Remarks regarding ease of use

Level accuracy Whether there is overlap between the maturity levels

Level sufficiency Whether the levels are sufficient to represent all maturation
stages of the domain

Participant profile Regarding the selection of participants

Practicality Remarks regarding practicality

Process mutual exclusion Whether processes are distinct

Scoring schema Remarks about the scoring schema

Understandability Suggestions for improving definitions, clarifying, giving examples,
logical order.

Usefulness Remarks regarding usefulness

Table G2: Labels for Case Study Evaluation

H. Result of Case Studies Maturity Assessment
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Case 1: Health Insurer Case 2: Non-health insurer Case 3: Bank

DM ADM DM ADM oM ADM
[ pemauiy 0 z1 [ 3a (les 28 0 D17 3e les ea [ as 2z 1a 23
Assess DO 22 43 03 35 10 30 0,0 00 2,0 3,0 0.0 1.0
Data profiling 27 43 27 40 2,0 40 0,0 0,0 1,0 2,0 1,0 2,0
Data cleansing 12 36 01 19 17 33 0,0 03 1.3 23 1.0 2.7
Menitar DG 3,0 4,0

15 3,7 0,0 33 2,0 40 1,0 1,0 3,0 40
Cas L3 L 1e o3s 0 1a 27 les es 0 l2a D33 18 25

Define metadata architecture 19 37 24 g 1,0 2,0 0,0 0,0 3,0 40 2,0 3,0
Create and maintain metadata 17 35 27 s 12 3,0 15 06 23 3.3 24 25
Analyze metadata 08 37 02 3,0 1,0 3,0 0,0 1,0 1.0 25 1.0 2.0
Data discovery 05 3,0 2,0 40 1,0 3,0 0,0 1,0 1,0 2,0 o0 1,0
Anzlyze data lineage 12 40 1,0 36 10 23 0,0 1,0 15 25 1.0 1.0
Design Dl 2,0 50 0,0 3,0 13 23 0,0 0,3 2,0 3,0 0,0 1,0
Develop DI 15 25 0,0 05 2,0 3,0 1.0 20
waluate and assess data sources 03 37 13 30 10 23 0,0 10 a7 13 0,0 03
Model master data 07 36 0,0 24 13 27 0,0 07 1.7 3.0 0.0 1.0
Maintenance process 03 3,2 0,0 3,0 1,0 25 0,0 1,0 15 25 0,0 1,0
Develop Database Instances 2,0 40 1,0 3,0 2,0 3,0 o0 1,0
Manzge database performance 27 40 13 33 2,7 3,7 o7 1,7
IWonitor Database 3,0 4,0 1,0 3,0
Data Rules (DOS,MDE) 2,0 38 10 2z 10 20 o0 00 2.0 3.0 1.0 2.0
D=tz Modelling
(MD5,019,10,MDM 8, DBMSS) 11 31 11 28 13 23 o0 03 23 33 05 1s
Walidation Checks (DOs, D112 15 30 0,0 o 5 5 5 5
‘alidation (Das, DI12) 18 37 03 30 s | A 0, 2 Ex 0, 1
Similarity ldentification
{MID11, D5, MDME) 12 37 18 36 Lo a7 oo &0 Lo 25 o &
Monitoring (DQ11,12,
17 33 0,3 a 3 3 a 3,0
MD14,DEMSES,10) 14 356 01 32 ! ! ’ 5 % 3 % ’

151



