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Summary

Skin diseases are among the most common health problems worldwide and are associated with consider-
able comorbidities. The objective and accurate quantification of the severity is essential to monitor the
progress of the disease and healing, observe the effects ofmedication, and effective decision-making on the
treatment method. Psoriasis is one of such diseases affecting 2-3% of the global population. To evaluate
the degree of severity of the disease PASI index is widely used. This method assigns the single objective
score ranging from 0 to 72; nonetheless, each region’s score is determined subjectively.

As part of the 3DHAP project, the purpose of the thesis is to design a stereo camera system capable of
differentiating between induration levels of PASI. The stereo camera system has limited overlap, which
means that only a limited area can be reconstructed. To increase the area of reconstruction error-state
Kalman filter visual SLAM algorithm is investigated. Experiments are conducted on both simulated data
and real data. In the case of simulated data, the use of a gyroscope is also investigated.

The initial prototype of the stereo camera has sufficient depth resolution to differentiate between the
different levels of induration in accordance with PASI. The ES-EKF SLAM is also able to generalize the
camera trajectory and reconstruct the object both using simulated and real data. Further, it is also seen
that the ES-EKF SLAMwith only visual information is not robust, and additional sensors are required.

साराशं

त्वचा रोग दिुनया भर में सबसे आम स्वास्थ्य समस्याओं में से एक हैं और कई सहरुग्णताओ से जुड़े हुए हैं। रोग की प्रगित और उपचार की िनगरानी करने,
दवा के प्रभाव का िनरीक्षण करने और उपचार पद्धित पर प्रभावी िनणर्य लेने के िलए बीमारी की गंभीरता का सटीक मात्राकरण आवश्यक है। सोरायिसस २
से ३% वैिश्वक आबादी को प्रभािवत करने वाली ऐसी बीमािरयो ं में से एक है। इस बीमारी की गंभीरता की मात्रा का मूल्याकंन करने के िलए PASI सूचकाकं
का व्यापक रूप से उपयोग िकया जाता है। यह िविध ० से ७२ तक की सीमा से एक पूरक अंक प्रदान करती है। परन्तु प्रते्यक क्षते्र के अंक व्यिक्तपरक ढंग से
िनधार्िरत िकये जाते है।

३DHAP प्रकल्प के अंतगर्त इस शोध-प्रबन्ध का उदे्दश्य एक स्टीिरयो कैमरा प्रणाली की रचना करना है िक जो PASI के संकेत स्तरो ं के बीच अंतर करने
में सक्षम हो। स्टीिरयो कैमरा प्रणाली में सीिमत अिधव्यापन होता है िजसकी वजह से केवल सीिमत क्षते्र का पुनिर्नमार्ण िकया जा सकता है। पुनिर्नमार्ण के क्षते्र
को बढ़ाने के िलए Error-State Kalman Filter SLAM िविध की जाचं की गयी। यह प्रयोग अनुरूिपत डेटा और वास्तिवक डेटा पर िकए गए हैं।
अनुरूिपत डेटा के मामले में जाइरोस्कोप के उपयोग की भी जाचं की गई है।

स्टीिरयो कैमरा का यह प्रारंिभक नमूना PASI के अनुसार अलग-अलग गहराई स्तरो ं के बीच अंतर करने के िलए सक्षम है। ES-EKF SLAM कैमरा
प्रक्षेपपथ का व्यापक अनुमान लगाने और अनुरूिपत और वास्तिवक डेटा दोनो ं का उपयोग कर वस्तु का पुनिर्नमार्ण करने में भी सक्षम है। इसके अलावा यह
अवलोिकत िकया िक केवल दृश्य की जानकारी के साथ ES-EKF SLAM सुदृढ़ नही ं है और अितिरक्त संकेतको ं (सेंसर) की आवश्यकता है।
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Notations and Conventions

�⃗� a vector 𝑥
𝑎�⃗� a vector 𝑥 in coordinate system 𝑎
𝑏�⃗�𝑎 a translation vector 𝑡 describing the rotation of coordinate system 𝑏 w.r.t. the coordi-

nate system 𝑎

R a matrix 𝑅
𝑏R𝑎 a rotationmatrix𝑅describing the rotationof coordinate system 𝑏w.r.t. the coordinate

system 𝑎

H a homogeneous matrix H

�⃗� a vector 𝑥 represented in homogeneous coordinate system
𝑏v𝑎,𝑐 a quantity 𝑣 of the body c relative to the a and expressed in the coordinate system b

For the sake of brevity, the symbol ⃗ over the vectors in used in the SLAMpart of this document is omitted.
But for the sake of clarity between vector and scalars, both vectors and matrices are typeset in bold.

To be consistent all figures concerning length are represented in𝑚𝑚, if mentioned otherwise.
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Chapter 1

Introduction

Skin diseases are among the most common health problems worldwide and are associated with a consid-
erable burden. The burden of skin disease is a multidimensional concept that encompasses the psycho-
logical, social, and financial consequences of skin disease on the patients, their families, and society. It
pervades all cultures, occurs at all ages, and affects between 30% and 70% of individuals (Hay et al., 2014).
Skin is frequently damaged because it is directly in the firing line, and for this reason, skin diseases are very
common. There are more than 3000 known diseases of the skin (Basra & Shahrukh, 2009).

This thesis focuses on psoriasis, a chronic, non-communicable, painful, disfiguring, and disabling disease
with no cure affecting about 2–3% of the world population (Hurriyatul, Fadzil, & Hani, 2010; World
Health Organization, 2016). The cause of the disease is the immune system’s failure to signal the skin to
grow new skin cells correctly. Instead, this condition accelerates the growth cycle of skin cells from the
normal 28 days to 4 days (Williams &Wilkins, 2005).

Psoriasis involves the skin and nail and is also associated with various co-morbidities. Psoriasis skin lesions
are localized or generalized, mostly symmetrical, sharply demarcated, red papules and plaques, and usu-
ally covered with white or silver scales (World Health Organization, 2016). The lesions get thicker with
coarse white scales at higher severity levels. Lesions cause itching, stinging, and pain. Although psoria-
sis is incurable, it is a treatable skin disorder. The objective and accurate quantification of the severity
is essential to monitor the disease’s progress and healing, observe the effects of medication, and effective
decision-making on the treatment method.

The psoriasis area and severity index (PASI) score is used to evaluate the degree of clinical manifestations
of psoriasis objectively (Fleischer et al., 1996). PASI is a gold standard to assess psoriasis severity as well as
the treatment efficacy. The calculation of PASI is discussed in Appendix B.

1.1 Problem Statement

Although a gold standard, the determination of PASI is very tedious and complex. Hence, in practice,
the PASI score is determined subjectively by dermatologists using their visual and tactile senses; therefore,
direct contact between doctor and patient is required. This subjective scoring results in inter- and intra-
observer variability (Hurriyatul et al., 2010; Fadzil et al., 2010). Furthermore, as mentioned by Langley
and Ellis (2004), PASI assessment gets more reliable with experience.

This assignment is a part of the project 3DHAP,which aims to develop a compact handheld device which
can cope with the inevitable movements between the instrument and the subject, and scan a large tissue
area bymanually sweeping the device over the tissue in a controlled but flexiblemanner. The ultimate goal
of this project is to stitch such perfusion information together andmake amake 3D andAR visualization
for showing the perfusion information. Deriving from this, the goal of this assignment is to design a stere-

1



CHAPTER 1. INTRODUCTION 2

ocamera system which is able to differentiate between different induration levels of PASI, while increasing
the area of reconstruction.

In the case of psoriasis, the induration of the diseased site can be measured. The scale for classifying in-
duration should be in accordance with the PASImeter (see Appendix B) developed by biopharmaceutical
companyAbbVieDeutschlandGmbH&Co.KG.This scale has five induration classes (0–4), each varied
by 0.25𝑚𝑚 (Prof. Dr. med. Kristian Reich, 2013).

The end goal is divided into the following sub-goals:

1. finding the geometrical andoptical requirements for a stereo camera setup for stereo-photogrammetry
to obtain the required depth resolution.

2. to increase area captured, investigate the initial possibility of ES-EKF SLAM by means of simula-
tions and on real data.

Due to country-wide COVID-19 restrictions fulfilment of these goals will be evaluated on the workpiece
with specifications similar to a those found in Psoriasis patients.

1.2 Related Work

Computer vision technique has shown great application in surgery and therapy of some diseases. Re-
cently, 2D-3D image analysis, 3Dmodelling and rapid prototyping technologies have driven the develop-
ment ofmedical imagingmodalities (Gao, Yang, Lin,&Park, 2018). 2D and 3D image analysis techniques
are also used in quantification, treatment andmonitoring of psoriasis. Most studies in this field have a fo-
cus on the assessment of erythema; which is carried out by 2D images. Further, few researchers have taken
advantage of 3D computer vision techniques to assess the severity of the induration factor. This sec-
tion briefly summarizes the various research done in the area of objective quantification of the severity of
psoriasis and the state-of-the-art visual SLAM implementations for anatomical 3D reconstruction using
handheld device.

1.2.1 Measurement of 3D relief

Bloemen, vanGerven, van derWal, Verhaegen, andMiddelkoop (2011) and Jacobi et al. (2004) use Phase-
shift Rapid In Vivo Measurement of the Skin (PRIMOS), an instrument developed by GFMesstechnik
GmbH, Teltow, Germany to measure the surface roughness of skin and scars. This measuring device
produces a 3-dimensional image of the skin using digital stripe projection technique. A chip absorbs the
reflected light with a high-resolution camera and the height differences in the measured area are recorded.
The fig. 1.1 shows the experimental setup. The field of view of the PRIMOS is 30𝑚𝑚 × 40𝑚𝑚. Bloemen
et al. (2011) report intraclass correlation coefficient of 0.85 for skin and scar classes was obtained using
proprietary PRIMOS software. Fadzil et al. (2010) and Ahmad Fadzil et al. (2013) also use this instru-
ment to measure the surface roughness of psoriasis lesion. The lesion is modelled by a rough surface,
and roughness is determined using polynomial surface fitting. fig. 1.2 shows the output of PRIMOS 3D
optical scanner. Similar techniques are also used in Hani and Prakasa (2014). Park et al. (2004) evalu-
ated the feasibility of PASI-scoring system using two CCD cameras (TM4401®, Pulnix Co, CA, USA)
and concluded that the stereo-vision could be considerably useful in overcoming the difficulties in the
objective and quantitative result interpretation for evaluating the conditions of the skin contour in the
different cutaneous disorders. Hurriyatul et al. (2010) obtain acquisition accuracy of 0.1𝑚𝑚KonicaMi-
nolta Non-Contact 3D Digitizer VIVID 910 laser scanner. A 5 step algorithm is developed to measure
lesion thickness. Initially, a 3D image is captured, then it is segmented from healthy skin. In the next
steps, lesion thickness is calculated by constructing a lesion base, and appropriate PASI score is assigned.

3D Stereovision for Quantification of Skin Diseases



3 CHAPTER 1. INTRODUCTION

Figure 1.1: Experimental Setup of Bloemen et al. (2011)

Figure 1.2: Output of PRIMOS 3D optical scanner: 3D surface of psoriasis lesion, 2D image of lesion,
1D profiling at first row of lesion image (from left to right); (Fadzil et al., 2010)

The PASI score is assigned by means of K-means clustering. It is reported that score 1 has thickness value
ranging from 0.032𝑚𝑚 to 0.202𝑚𝑚. Score 2 has thickness value ranging from 0.208𝑚𝑚 to 0.410𝑚𝑚.
Score 3 has thickness value ranging from 0.463𝑚𝑚 to 0.689𝑚𝑚. Score 4 has thickness value ranging from
0.911𝑚𝑚 to 2.268𝑚𝑚. Lee, Lee, Oh, Kim, andKim (2014) developed a tactile feedback system for virtual

Figure 1.3: Experimental Setup of Ahmad Fadzil et al. (2013): cross sectional view of psoriasis lesion
and estimated waviness surface and experimental setup

skin wrinkle simulation using a commercialized haptic device. To provide the tactile feedback, initially, a
pair of stereo skin images were obtained by a stereo camera (field of view is 80𝑚𝑚 × 60.4𝑚𝑚) and dispar-
ity map of the skin wrinkles is generated using graph cuts method. The generated disparity map is sent to
tactile rendering algorithm to compute a reaction force according to the user’s interaction with the skin
image. This force is eventually delivered to the end-user through the haptic device.

1.2.2 Visual SLAM

Over the last few years, SLAM using cameras has received wide attention due to simple configuration
and high technical difficulties. Since this technique includes visual input, it is popularly known as visual

3D Stereovision for Quantification of Skin Diseases



CHAPTER 1. INTRODUCTION 4

SLAM. Visual SLAM is an overlapping area of two different disciplines: robotics and computer vision.
The term SLAM comes from the robotic society. However, long before that, the computer vision society
already addressed the problem of what is called SfM, Structure from Motion: a technique to estimate
cameramotion and 3D structure of the environment in a batchmanner. These set of algorithms are espe-
cially suitable for camera pose estimation in augmented reality systems because the configuration of the
systems can be simple such as camera-mounted tablets or smartphones (van derHeijden, 2020; Taketomi,
Uchiyama, & Ikeda, 2017).

To the best of my knowledge, the problem of 3D reconstruction of the skin or diseased skin size using
handheld device and visual SLAM techniques has not received much attention yet. EKF SLAM is one of
the early implementations of the SLAM algorithm. Grasa, Civera, Guemes, Munoz, andMontiel (2009)
proposed an EKF based monocular SLAM to using input image sequences corresponding to a real hand-
held endoscope observing the abdominal cavity. The main assumptions in the proposed algorithms are
scene rigidity, smooth endoscope motion and the lowmotion clutter.

Mahmoud et al. (2017) use PTAM like algorithm, a multi-threaded approach, to automatically and se-
quentially compute a 3D photogrammetric reconstruction. FAST features with ORB descriptor is used
to describe the landmarks. Further to reduce the outliers, a criterion of having Shi-Tomasi score greater
than 100 is set. Further bundle adjustment is used to map 3D positions accurately. Using this, they were
successfully a see-through AR solution on the patient using visual SLAM.

Further, Solin,Cortes, Rahtu, andKannala (2018); Fang, Zheng, andDeng (2016);Mourikis andRoume-
liotis (2007) rely on integration of inertial odometry by means of IMU to provide more robust results.
Cheng, Sun, and Meng (2019) and Alcantarilla, Yebes, Almazán, and Bergasa (2012a); Bang, Lee, Kim,
and Lee (2017) discuss the application of optical flow, which describes the 2D motion of the pixels in
the image and the scene flow, which describes the 3D motion of the points in the scene, to improve the
robustness of the visual SLAM problem.

1.3 Organization of the Thesis

This thesis is organized into two parts i) Design of the Stereo System and ii) 3DReconstruction using Visual
SLAM. While Chapters 2 to 4 deal with Design of the Stereo System and Chapters 5 to 7 deal with the
second part.

Chapter 2 provides the reader with background information on lenses, camera models, two camera ge-
ometry. Further, this chapter also walks the reader through the mathematical formulation of the single
and two view geometry and calculation of the geometrical and optical requirements.

Chapter 3 presents a detailed analysis of the various parameters affecting the performance of the stereo
camera setup. Further, this chapter also discusses the implementation of a simulator which calculates the
relevant camera geometry and optical parameters.

Chapter 4 describes the experiments conducted with the stereo camera system. Further, this chapter elu-
cidates themotivation behind the experiments, experimental protocol andmethods and results obtained.
Finally, these obtained results are discussed in the discussion section, and recommendations are provided
for future work.

Chapter 5 provides background information and the formulation of the error-state extended Kalman
filtering and SLAM problem. The theory developed in this chapter shall be used for the implementation.

Chapter 6 presents the system model and the measurement model of the stereo-camera system used by
the ES-EKF SLAM algorithm. Further, this chapter also discusses the implementation of ES-EKF SLAM
algorithm by highlighting the data simulation and collection strategy.

Chapter 7 describes the experiments conducted with the SLAM algorithm. Further, this chapter eluci-
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dates the motivation behind the experiments, experimental protocol and methods and results obtained.
Finally, these obtained results are discussed in the discussion section, and recommendations are provided
for future studies.

Finally, Chapter 8 draws conclusions of the overall system where the main research goal and sub-goals
formulated in this chapter are addressed and answered.
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Chapter 2

Background

The purpose of this chapter is to provide background information on lenses, camera models, two camera
geometry. Further, this chapter walks the reader through the mathematical formulation of the single and
two view geometry. Refer Appendix A for the definitions of the terms used.

2.1 Field of View

A

B

C

D

O

Figure 2.1: Field of View: The angle of view and
the field of view of a camera, showing horizontal,
vertical, and diagonal angle measured at a distance 𝜁;
adapted fromWikipedia contributors (2020).

The field of view (FoV) is the area under inspec-
tion that the camera can acquire at a givenworking
distance. For a given camera, FoV depends on the
working distance and angle of view (AoV), which
in turn depends upon sensor dimensions and fo-
cal length. AoV can be calculated along three di-
rections horizontal, vertical, and diagonal using re-
spective sensor dimensions, focal length, and pixel
size. In the fig. 2.1, the apex angle of the Δ𝛢𝛰𝛣
(apricot) is the horizontal angle of view and the
same of theΔ𝛢𝛰𝐷 (aquamarine) is the vertical an-
gle of view. The grey coloured rectangle is the cor-
responding field of view at the working distance 𝜁.
The fig. A.1b shows a more intuitive drawing of
the field of view. Mathematically AoV and FoV
defined as,

AoV = 2 arctan( sensor dimention
2𝑓 ) (2.1)

FoV = 2 𝜁 tan(AoV2 ) (2.2)

2.2 Depth of Field

The distance between nearest and farthest objects that are in acceptably sharp focus is known as the depth
of field (DoF). The depth of field can be calculated based on focal length, working distance, the acceptable
circle of confusion (coc) size, and aperture. Mathematically, it is the distance between far point and near
point.

7
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2.3 Coordinate Systems and Transformations

Coordinate systems are used to uniquely determine the position of the geometric elements on amanifold.
There exists infinitelymany such coordinate systems touniquely identify such elements. These coordinate
systems are related by a relation called coordinate transformation.

2.3.1 Coordinate Systems in Computer Vision

In computer vision for measuring the position and orientation of the objects mainly, two coordinate sys-
tems are involved viz.,

Camera Coordinate System: A coordinate system along the optical axis and the coordinates of the im-
age plane. From now on CCS is denoted as �⃗� = [𝑥 𝑦 𝑧]⊤, unless specified otherwise. Note that,
𝑧-axis is aligned with the optical axis, i.e., orthogonal to the image plane. It is abbreviated as ‘ccs’
throughout the document.

World Coordinate System: A reference coordinate system denoted as �⃗� = [𝛸 𝑌 𝛧]⊤. It is abbrevi-
ated as ‘wcs’ throughout the document.

2.3.2 Coordinate Transforms

This sectionquickly reflects uponhowthe transformationsbetween twocoordinate systems canbe achieved.
The coordinate transforms are of central importance in robotics and vision community. In this section,
two widely used methods, i) rotation and translation matrices, ii) quaternions are discussed.

Rotation and Translation Matrices

Coordinate systems are related by a set of linear transformations: translation �⃗� and a rotationR. Hence,
mathematically,

�⃗� = R(�⃗� − �⃗�) (2.3)

The rotation matrices can be denoted by ARB, which represents the orientation of frame B relative to
frame A. The translation matrices can be denoted by A�⃗�B, which represents the translation of frame B
w.r.t. to frame A.

Consecutive rotations can be modelled by matrix-matrix multiplication of rotation matrices, hence,
CRB = CRA ⊗ ARB = CRA

ARB (2.4)

This multiplication is not commutative.

Quaternions

If two complex numbers 𝛢 = 𝑎 + 𝑏𝑖 and 𝐶 = 𝑐 + 𝑑𝑖, then constructing 𝑄 = 𝛢 + 𝐶𝑗 and defining 𝑘 = 𝑖𝑗
yields a number in the space of quaternionsℍ, as defined by Hamilton in 1843,

𝑄 = 𝑎 + 𝑏𝑖 + 𝑐𝑗 + 𝑑𝑘 ∈ ℍ

where {𝑎, 𝑏, 𝑐, 𝑑} ∈ ℝ, and {𝑖, 𝑗, 𝑘} ∈ ℂ are three imaginary unit numbers defined so that

𝑖2 = 𝑗2 = 𝑘2 = 𝑖𝑗𝑘 = −1
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from which it can be derived

𝑖𝑗 = −𝑗𝑖 = 𝑘, 𝑗𝑘 = −𝑘𝑗 = 𝑖, 𝑘𝑖 = −𝑖𝑘 = 𝑗

In practice, the the quaternion𝑄 = 𝑞𝑤 + 𝑞𝑥𝑖 + 𝑞𝑦𝑗 + 𝑞𝑧𝑘 is generally denoted as,

q = [𝑞�⃗�] = [
𝑞𝑤
𝑞𝑥
𝑞𝑦
𝑞𝑧

]

It is noticeable that, while regular complex numbers of unit length 𝑧 = 𝑒𝑖𝜃 can encode rotations in the 2D
plane, extended complex numbers or quaternions of unit length q = 𝑒(𝑢𝑥𝑖+𝑢𝑦𝑗+𝑢𝑧𝑘) 𝜃2 encode rotations in the
3D space (Solà, 2017).

Two conventions for quaternions exist, Hamilton and JPL. The key difference between these two con-
ventions lies in the relation between the three imaginary bases. In Hamilton convention, 𝑖𝑗𝑘 = −1, while
JPL defines 𝑖𝑗𝑘 = 1. As consequences, themultiplication of quaternions and the transformation between
quaternions and other rotation parametrizations differ with different quaternion conventions. It is ex-
plicitly mentioned that this document consistently uses Hamiltonian notation.

To represent the 3D orientation, a quaternion encodes the axis-angle representation. To parametrize 3D
rotation using 4 parameters we need to have a constraint which follows from the requirement that the
rotation axis has unit length. Thus, the quaternions must also have unit length, such that,

∥q∥ = 𝑞2𝑤 + 𝑞2𝑥 + 𝑞2𝑦 + 𝑞2𝑧 = 1 (2.5)

Similar to rotation matrices, consecutive rotations can be modelled by quaternion product. It is im-
portant to not that quaternion product is not commutative. The quaternion product of quaternions
p = [𝑝𝑤 p𝑣]

⊤
and q = [𝑞𝑤 q𝑣]

⊤
is defined as,

p ⊗ q = [

𝑝𝑤𝑞𝑤 − 𝑝𝑥𝑞𝑥 − 𝑝𝑦𝑞𝑦 − 𝑝𝑧𝑞𝑧
𝑝𝑤𝑞𝑥 + 𝑝𝑥𝑞𝑤 + 𝑝𝑦𝑞𝑧 − 𝑝𝑧𝑞𝑦
𝑝𝑤𝑞𝑦 − 𝑝𝑥𝑞𝑧 + 𝑝𝑦𝑞𝑤 + 𝑝𝑧𝑞𝑥
𝑝𝑤𝑞𝑧 + 𝑝𝑥𝑞𝑦 − 𝑝𝑦𝑞𝑥 + 𝑝𝑧𝑞𝑤

] = [ 𝑝𝑤𝑞𝑤 − p⊤𝑣q𝑣
𝑝𝑤q𝑣 + 𝑞𝑤p𝑣 + p𝑣 × q𝑣

] (2.6)

This product can be re-written in vector-matrix multiplication scheme as,

p ⊗ q = [p]Lq = [

𝑝𝑤 −𝑝𝑥 −𝑝𝑦 −𝑝𝑧
𝑝𝑥 𝑝𝑤 −𝑝𝑧 𝑝𝑦
𝑝𝑦 𝑝𝑧 𝑝𝑤 −𝑝𝑥
𝑝𝑧 −𝑝𝑦 𝑝𝑥 𝑝𝑤

][
𝑞𝑤
𝑞𝑥
𝑞𝑦
𝑞𝑧

] (2.7)

The theory developed in this section is heavily used as the basis for ES-EKF SLAM.

2.4 Camera Models

Acamera is amapping between the 3Dworld and a 2D image. Hereweuse themodel principally designed
for CCD like sensors (Hartley & Zisserman, 2004) and is used most often in applications and academic
research, i.e., the pinholemodel (Sturm, Ramalingam, Tardif, Gasparini, &Barreto, 2011). The following
subsection briefly describes the pinhole camera model.
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𝑄 = (𝛸, 𝑌, 𝛧)

𝑧 = 𝑓 Ω
𝛧

𝑌

𝛸

𝑦

𝑥

𝑣

𝑢

𝑞 = (𝑢, 𝑣)

�⃗�

3Δ

�⃗�

principal
point 𝑝

optical axis

(a) 3DModel

𝑄 = (𝛸, 𝑌, 𝛧)

𝑞 = (𝑥, 𝑦, 𝑧)

𝑓 𝜁

𝑦 = 𝑓𝑌𝛧

𝛧

𝑌

(b) 2DModel

Figure 2.2: Pin-hole camera geometry: Ω is a camera centre, 𝑝 = (𝑝𝑥, 𝑝𝑦) is the principal point or image
centre, (𝑢, 𝑣) are pixel coordinates,𝑓 is a focal length andΔ is a pixel size. Adapted from cfr (2016); Hartley
and Zisserman (2004).

2.4.1 The Pinhole Camera Model

Figure 2.2 shows the pinhole camera model. According to this model, a point light source 𝑄 at position
(𝛸, 𝑌, 𝛧)will lie on the intersection of a ray from the point𝑄 to the originΩ and the image plane.

Using basic proportionality theorem in fig. 2.2b, following equations can be written,

𝑥 − 𝑝𝑥
𝛸 = 𝑦 − 𝑝𝑥𝑌 = 𝑓𝛧 (2.8)

From eq. (2.8), it can be observed that the point (𝛸, 𝑌, 𝛧)⊤ is mapped to the point (𝑓𝛸𝛧 + 𝑝𝑥, 𝑓𝑌𝛧 + 𝑝𝑦, 𝑓)
⊤
.

Hence, the central projection mapping (ℝ3 ↦ ℝ2) can be mathematically defined as (Hartley & Zisser-
man, 2004),

(𝛸, 𝑌, 𝛧)⊤ ↦ (𝑓𝛸𝛧 + 𝑝𝑥, 𝑓
𝑌
𝛧 + 𝑝𝑦)

⊤
(2.9)

In homogeneous coordinates, above equation can be conveniently written as,

(
𝛸
𝑌
𝛧
1
) ↦ (

𝑓𝛸 + 𝛧𝑝𝑥
𝑓𝑌 + 𝛸𝑝𝑦

𝛧
) = [

𝑓 0 𝑝𝑥 0
0 𝑓 𝑝𝑦 0
0 0 1 0

](
𝛸
𝑌
𝛧
1
) (2.10)

More concisely using pixel coordinates �⃗� = [𝑢 𝑣]⊤,

�⃗� = K[I3×3 𝟎3×1]�⃗� (2.11)

Where,K is a camera calibration matrix containing the intrinsic parameters of the camera.
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The mathematical formulations above are in Camera Coordinate System (CCS) but, in the real world
camera typically has its own frame of reference, calledWorld Coordinate System (WCS). Transformation
between these coordinate systems involve a rotation and a translation which can be written as,

ccs�⃗� = ccsRwcs
wcs�⃗� + ccs�⃗�wcs (2.12)

In homogeneous coordinates,

ccs�⃗� = ccsTwcs
wcs�⃗� (2.13)

Where,

ccsTwcs = [
ccsRwcs

ccs�⃗�wcs
0 0 0 1 ] (2.14)

Using eqn. (2.11) and eqn. (2.13),

�⃗� = K[ccsRwcs
ccs�⃗�wcs]wcs�⃗� (2.15)

The rotation matrix and translation vector are called the extrinsic camera parameters.

Throughout above discussion the underlying assumption has been that the linear model is an accurate
model of the imaging process. This implies that world point, image point and optical centre are collinear,
and world lines are imaged as lines etc. For real lenses i.e., non-pinhole this assumption will not hold.
Hence,weneed to adapt the cameramodel to includenon-linear lens distortions, viz., radial and tangential
distortions. van der Heijden (2019b) and Hartley and Zisserman (2004) discuss this in more detail.

2.5 Epipolar Geometry

The epipolar geometry is the intrinsic projective geometry between two views which is independent of
scene structure, and only depends on the cameras’ internal parameters and relative pose (Hartley & Zis-
serman, 2004; Nister, 2004). This intrinsic geometry is encapsulated by the fundamental matrix F and
shall be introduced in sections below.

2.5.1 The Geometry of Two Cameras

A 3D point 𝛸 is imaged by two cameras in their own coordinated systems represented as 1�⃗� and 2�⃗� re-
spectively. Taking inspiration from section 2.4.1, equations for 1�⃗� and 2�⃗� can be written as,

1�⃗� = 1R2 + 2�⃗� + 1�⃗�2 (2.16)
2�⃗� = 1R⊤2(1�⃗� − 1�⃗�2) = 2R1 + 1�⃗� + 2�⃗�1 (2.17)

The origin of camera 1 and 2 are separated by baseline distance 𝑏, also known as, interocular distance. This
implies 1�⃗�2 is equal to the baseline distance.

2.5.2 The Epipolar Constraint

The fig. 2.3 shows the geometry of the two camera setup. The point 1𝑒 in image I1 is a function of the
position of the second camera. Consider Camera 1. The image point 1𝑝 is a function of world point 𝛲.
The camera centre, 1𝑒 and 1𝑝 define epipolar plane and hence the intersection with second image plane
defines the second epipolar line. Hence, the conjugate point 2𝑝 of any point 1𝑝 lying on the first epipolar
line should lie on this line. This is a very fundamental and important geometric relationship: given a
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Image 1

1x ≡ 1p

X

Imag
e 2

epipolar line of 1p

2e
2010 1�⃗�2 = 𝑏

1e

epipoles

Figure 2.3: The Geometry of Two Cameras: Epipolar geometry showing the two cameras with associ-
ated coordinate frames 10 and 20 and image planes. The world point X and the two camera centres form
the epipolar plane, and the intersection of this plane with the image planes form epipolar lines; adapted
from van der Heijden (2019d).

point in the first image its conjugate is constrained to lie along a line in the other image (Corke, 2017). This
epipolar constraint is guaranteed by the FundamentalMatrix F in homogeneous pixel coordinates and by
Essential Matrix E in normalized image coordinates (Corke, 2017). Mathematically these relationships
can be concisely expressed as

2�⃗�⊤E1�⃗� = 0 (2.18)
2�⃗�⊤F1�⃗� = 0 (2.19)

Due to orthogonality of vectors (1�⃗�2 × 1�⃗�) and (1�⃗� − 1�⃗�2), Essential matrix can be expressed as,

E ∶= 2R1T (2.20)

HereT is a cross product operator of 1�⃗�2 = [1𝑡𝑥 1𝑡𝑦 1𝑡𝑧], defined as,

[1�⃗�2]× = T = [
0 −1𝑡𝑧 1𝑡𝑦
1𝑡𝑧 0 −1𝑡𝑥
−1𝑡𝑦 1𝑡𝑥 0

] (2.21)

Using, eqn. (2.15) and (2.18) it can be easily shown that,

F ∶= K−⊤2 EK−11 (2.22)

2.6 Depth Perception

According to TheNational Institute for Rehabilitation Engineering, depth perception has a very specific
meaning. It means the distance straight ahead of the viewer’s eye, toward or into an object or surface. By
definition, depth is looking straight into a hole or tube and estimating forward distances. Perceiving depth
accurately requires binocular stereoscopic vision or stereopsis.

2.6.1 Human Eye Depth Perception

Humans perceive depth from a variety of depth cues. These are typically classified into binocular cues that
are based on the receipt of sensory information in three dimensions from both eyes and monocular cues
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that can be represented in just two dimensions and observed with just one eye (Howard, 2012), as cited
in Vivid Vision (n.d.). Binocular cues include stereopsis, eye convergence, disparity, and yielding depth
from binocular vision through the exploitation of parallax. Monocular cues include size: distant objects
subtend smaller visual angles than near objects, grain, size, and motion parallax (Vivid Vision, n.d.). In
this work, we rely on stereopsis and convergence as the stereoscopic viewing system designed does not
depend on the context of the visual scene.

2.6.2 Stereoscopic Depth Perception

1�⃗�2 = 𝑏

Image 1

Image 2

10 20

𝑄

𝑓

𝛧

𝑞 𝑞′
𝑑1 𝑑2
𝑝 𝑝′

Figure 2.4: Triangulation in a Stereo Vision system: Q is the
3D world point imaged as 𝑞 and 𝑞′ in respective image planes;
𝑑 = 𝑑1 −𝑑2 is the disparity; adapted fromMunro andGerdelan
(2009).

A passive camera system can be com-
pared to the binocular vision of human
eyes. The depth perception of an object
can be determined by combining two
separate 2D images from two different
points of view, calculated via a method
called triangulation (vanderValk, 2019;
van der Heijden, 2019d). This method
uses the difference between the distance
(known as disparity) of same interest
3D point (also known as key point or
landmark) in two images. A triangle is
formed (refer fig. 2.4) between the two
focal points of the two cameras and the
landmark. From these parameters, the
distance to the scene point can be cal-
culated. Hence, the equation for per-
ceived depth can be written as,

𝛧 = 𝑓 𝑏
𝑑1 − 𝑑2

= 𝑓 𝑏𝑑 (2.23)

2.6.3 Convergence

In order to look at a point, both our eyes have to converge to that point. This rotation of the eyes in order
to concentrate on a single point (fixation point) in the scene space is called convergence. Eyes can focus
on a single point at a given time. In order to focus at another point in the scene, the eyes may have to
converge or diverge depending upon the location of the new fixation point with respect to the old point
in the scene. The visual system may use this information to estimate the distance of the point from the
observer or, in other words, the depth of that point in the scene (Prakash, 2007). Further, an optimal
convergence angle can be found using the distance of the known fixation point. Hence, mathematically
convergence angle can be calculated as,

𝛼 = 2 arctan( 𝑏2𝛧) (2.24)

2.7 Calculation of Geometrical and Optical Requirements

This section formulates the basis for calculation of optical and geometrical parameters used to design the
stereo camera setup with the desired depth resolution.
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2.7.1 Depth Resolution

Thedepth resolutionof stereocamera can alsobedefined as the amountof change inperceiveddepth caused
by unit change in disparity. Mathematically, this can be represented by differentiating eqn. (2.23) w.r.t.
disparity and substituting 𝑑 = 𝛧

𝑏𝑓 .

𝑑𝛧
𝑑𝑑 = −

𝑏𝑓
𝑑2

∣𝑑𝛧𝑑𝑑 ∣ =
𝛧2
𝑏𝑓 (2.25)

2.7.2 Minimum Baseline

MinimumBaseline 𝑏min, which satisfies desired depth resolution for a specific set of focal length andwork-
ing distance 𝜁 can be calculated by substituting 𝛧 as working distance. Using basic proportionality theo-
rem to fig. 2.2b,

𝜁 = 𝑓 × size of the objectsize of the image (2.26)

Using above equation in the eqn. (2.25),

𝑏min = 𝑓 ×
𝑑𝑑
𝑑𝛧 × (

size of the object
size of the image )

2
(2.27)

2.8 3D Landmark Estimation fromMultiple Images

This section discusses the Minimum Mean Square Error (MMSE) estimation technique for estimating
the 3D position of the landmark as developed by van der Heijden (2019a). It is assumed that both the
cameras are fully calibrated, i.e., intrinsic parameters and pose of the cameras w.r.t. reference coordinate
system (0) is known. The objective, here, is to estimate the 3Dcoordinates of the landmark in the reference
coordinate system.

MMSE estimation technique is based on the observation model of the system. Here, a linear estimator
with additive Gaussian noise is considered. The observation model is hypothesized as,

�⃗� = H 0�⃗� + �⃗� (2.28)

where,

0�⃗� = unknown parameter vector, i.e., 3D position of the landmark repesented in frame 0
H = measurement matrix describing linear behaviour of the sensor system

�⃗� = zero mean Gaussian distributed sensor noise with covariance matrix 2Cn

�⃗� = observed measurement vector

The prior knowledge of the parameter of interest, here, 3D position is quantified by means of the expec-
tation 0 ̂�⃗�(𝑡 ∣ 𝑡 − 1) with the uncertainty of C(𝑡 ∣ 𝑡 − 1). In case of no prior knowledge, an conservative
estimate is assumed such that,

C(𝑡 ∣ 𝑡 − 1) = 𝜎2𝑡∣𝑡−1 with 𝜎𝑡∣𝑡−1 ≫ depth range (2.29)
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The following set of equations define the MMSE estimation algorithm:

Algorithm 2.1:MMSE Estimation Process
1 S = HC(𝑡 ∣ 𝑡 − 1)H⊤ +C𝑛 // innovation matrix
2 G = C(𝑡 ∣ 𝑡 − 1)H⊤S−1 // Kalman gain matrix

3 0 ̂�⃗�(𝑡 ∣ 𝑡) = 0 ̂�⃗�(𝑡 ∣ 𝑡 − 1) +G(�⃗� −H 0�⃗�(𝑡 ∣ 𝑡 − 1)) // posterior estimate

4 C(𝑡 ∣ 𝑡) = C(𝑡 ∣ 𝑡 − 1) −GSG⊤ // posterior covariance matrix

Above set of equations are only valid if theobservationmodel is linear and is in accordancewith eqn. (2.28).
After rearranging and solving the observation model (eqn. (2.15)) can be rewritten as:

�⃗�1 ∶= [
1�̂�1�⃗�

⊤
3 − �⃗�⊤1

1�̂�2�⃗�
⊤
3 − �⃗�2

]1�⃗�0; H1 ∶= [
�⃗�⊤1 − 1�̂�1 − �⃗�⊤3
�⃗�⊤2 − 1�̂�2 − �⃗�⊤3

]1R0; �⃗�1 ∶= [
𝜀1
𝜀2
]1𝛧 (2.30)

Where 1�̂�1 is the first element of the 1�⃗�1 and 𝜀1 and 𝜀2 are localization errors in the estimation of 1�̂�1 and
1�̂�2 respectively. 𝑘1, 𝑘2, 𝑘3 are the respective rows ofK1 and 1𝛧 is the 𝑧-component of the 1�⃗�.
As the error propagation in eqn. (2.30) is linear with 1𝛧, covariance matrix of �⃗�1 becomes,

C𝑛1 =
1𝛧2𝜎2I

Similar theory can be used to build a model for knowledge coming from the second camera. This knowl-
edge can be combined using a set of equations defined in algorithm 2.1 in a well balanced manner.
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Chapter 3

Design and Implementation

This chapter presents a detailed analysis of the various parameters affecting the performance of the stereo
camera setup. Initially, the adjustable parameters of the systemare identified. These parameters are further
divided into two classes viz., parameters affecting the accuracy and dependent parameters. Further, this
chapter also discusses the implementation of a simulator which calculates the relevant camera geometry
and optical parameters.

Table 3.1: Effect of Increasing Adjustable Parameters on the Performance Parameters: ↑ represents a
increase, ↓ represents a decrease, and × represents no change

Parameter (↑) Disparity
Values

Perceived
Depth FOV Overlap

Area
Hyper Focal
Distance

Depth
Resolution1

Sensor
Resolution ↑ ↑ ↑ ↑ × ×
Pixel Size ↓ ↓ ↑ ↑ × ↓
Focal Length ↑ ↑ ↓ ↓ ↑ ↑
f-number × × × × ↓ ×
Circle of
Confusion × × × × ↓ ×
Baseline ↑ ↑ ↓ ↓ × ↑
Working
Distance ↓ ↓ ↑ ↑ × ↑
Convergence
Angle ↓ Shift × × × ×

3.1 Identification of the Geometric and Optical Parameters

A thorough study was conducted to identify the adjustable geometric and optical parameters and their
effects on the performance parameters of the stereo camera system. This section initially reports these
adjustable parameters and performance parameters and later tabulates their effect of the performance pa-
rameters. Definitions of these parameters are present in Appendix A.

1small number is good, hence for small number ↑ is used.
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List of Optical Parameters

1. Sensor Size or Sensor Diameter

2. Sensor Resolution

3. Pixel Size

4. Pixel Pitch

5. Focal Length

6. f -number or aperture

7. Circle of confusion

List of Geometric Parameters

1. Baseline

2. Working distance

3. Stereo angle

It is important to note that due to standard availability of camera sensors, optical parameters are adjustable
but fixed for a particular sensor, hence there is a limit on their adjustability. Hence, there is quite a freedom
to vary geometrical parameters. Table 3.1 depicts the effect of adjusting various geometric and optical
parameters on the performance parameters.

3.2 Calculation of the Stereo-geometry

The research group Robotics andMechatronics had two FriendlyElec CAM13202 cameras as per design
space exploration done by Grimm (2020).

This camera module uses OmniVision’s CMOS OV13850 module3. The specifications on interest are
listed below.

• focal length: 2.94𝑚𝑚
• images size: 4224 𝑝𝑖𝑥𝑒𝑙𝑠 × 3136 𝑝𝑖𝑥𝑒𝑙𝑠 or 4.8𝑚𝑚 × 3.7𝑚𝑚
• pixel size: 1.12 µ𝑚×1.12 µ𝑚
• optical format: 1/3 𝑖𝑛𝑐ℎ

The requirement of the camera system is to have a depth resolution of at least 0.1𝑚𝑚with large combined
view field. For fixed optical parameters, this overlap can be varied by means of varying baseline and tilting
both cameras towards each other.

Following calculations are made considering the size of the object to be reconstructed using this system is
around 400𝑚𝑚. Using eqn. (2.27) and one of the image dimension,

𝑏min = 2.94 ×
1.12 × 10−3

0.1 × (4004.8 )
2
= 228.667 ≊ 230𝑚𝑚

The optimum working distance for this focal length and object size using eqn. (2.26) evaluates to be
245𝑚𝑚.

3.3 The Camera Geometry Visualiser App

A camera geometry visualiser app is developed using Matlab app designer to visualise stereo geometry
and various parameters graphically. Figures 3.2a and 3.2c shows the screen capture of the various visual-

2https://www.friendlyarm.com/index.php?route=product/product&product_id=228
3http://www.t-firefly.com/download/firefly-rk3288/peripherals/Sensor_OV13850-G04A_OmniVision

_Specification(V1.1).pdf
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Figure 3.1: Depth Resolution Plots: Plots of depth resolution as a function of (a) baseline and; (b)
working distance

izations from the tabular interface of the app. This app has a tabular interface, which is divided into three
tabs, viz., Camera Parameters Plot, Projected Points andReconstructed Points.

This app calculates relevant parameters to obtain the desired depth resolution. These parameters are as
listed below. Based on these calculations a stereo geometry is sketched in the Camera Parameters Plot tab.
(refer fig. 3.2a):

1. Calculation of optimum distance from the camera

2. Calculation of minimum baseline required to achieve the desired depth resolution

3. Calculation of optical and geometrical parameters. These parameters are categorised in the follow-
ing classes

(a) Image Sensor Metrics: sensor width, sensor height, sensor diameter
(b) Lens Metrics: horizontal angle of view, vertical angle of view, diagonal angle of view
(c) Depth of Field: hyperfocal distance, near and far distance, total depth of field
(d) Individual Field of View of both cameras
(e) Overlapped Field of View of both cameras

The second tab, Projected Points, shows how each camera sees a given array of points. This is shown in
fig. 3.2b.

Last tab, Reconstructed Points, plots the reconstruction of 3D points from the 2D projection of above
point. For this calculation algorithm 2.1 is used. The uncertainty of reconstruction of each point is also
visualized by means of the ellipse.

Based on the above simulator and calculations made in section 3.2, Grimm (2020) has developed a stereo
camera setup as shown in fig. 3.3.

3D Stereovision for Quantification of Skin Diseases
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(a) Stereo Geometry Visualiser: Camera Parameters Plot tab

(b) Stereo Geometry Visualiser: Projected Points tab

(c) Stereo Geometry Visualiser: Reconstructed Points tab

Figure 3.2: Camera Simulator App
3D Stereovision for Quantification of Skin Diseases
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Figure 3.3: Stereo Camera Setup
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Chapter 4

Experiments

This chapter describes the experiments conductedwith the systemdesigned in the previous chapters. Fur-
ther, this chapter elucidates the motivation behind the experiments, experimental protocol and methods
and results obtained. Finally, these obtained results are discussed in the discussion section.

For preliminary experiments performed using this camera system, a report by Grimm (2020) should be
referred.

4.1 Motivation and Goals

Themotivation behind conducting the experiments is to evaluate the ability of the stereo camera to differ-
entiate between the distances in the order of 0.25𝑚𝑚. Distances in this range are expectedwhile assigning
the score using PASI (Prof. Dr. med. Kristian Reich, 2013). The secondary motivation is to perform the
experiments in a systematic and reproducible manner.

4.2 Methods

For performing the experiments in a reproducible manner, a 3D printed workpiece is used. Appendix C
shows an isometric view and a technical drawing of this workpiece, whereas, fig. 4.1 shows an image of the
workpiece taken using a cellphone camera. Due to the shiny and reflective surface of the workpiece, it was
decided not to project patterns on the workpiece, but rather, draw patterns on it using colour markers.
Two iterations of the same experiment are performed, with different patterns drawn on the workpiece.
These patterns are reported in the fig. 4.2, referred from now as a yellow pattern and white pattern, re-
spectively.

As previously shown, the field of view of our cameras is well below 95 °, the Stereo Camera Calibrator
App from Matlab’s Computer Vision Toolbox is used to calibrate the stereo camera system. A planar
chequerboard pattern (each square 10𝑚𝑚×10𝑚𝑚, fig. 6.1a) is used for calibration.
To achieve the stereo matching, DAISY descriptors are calculated as per (Tola, Lepetit, & Fua, 2008,
2010). The C++ code for the same is made available under BSD License by authors at https://www
.epfl.ch/labs/cvlab/software/descriptors-and-keypoints/daisy. This design choice was
made by Grimm (2020) due to wide baseline of the camera.

AMatlab app developed by Grimm (2020) to facilitate a bridge between the stereo camera system and
Matlab Stereo Camera Calibrator app. It is important to note that this app uses a deprecatedMatlab
class tcpip which was a part of Instrument Control Toolbox. This legacy class has been removed from
Matlab R2020a and makes app no longer usable with the newer versions. Hence, it is advised to use
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Figure 4.1: Workpiece used for Reconstruction: image taken using cellphone camera

Figure 4.2: Patterns Drawn on the Workpiece: taken using cellphone camera

Matlab R2019a. Further, the DAISY library is written for 32-bit (x86) architecture and needs to be
migrated to 64-bit (x64) architecture.

Following versions of tools are used:

• IDE:Visual Studio 2019

• C++ Compiler: MSVCC++

• C++ Standard: C++14

• OpenCV: 3.4.31

• DAISY: 1.8.12

1This is pre-built 64-bit version availed fromOpenCV website. This version is not directly available via vcpkg.
2migrated to 64-bit manually
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Figure 4.3: High Contrast Pattern for Auto-Focus

Further, as the camera module uses contrast-detection, a passive auto-focus technology, for autofocus. To
achieve good focus a object with good contrast and good lighting conditions are required. Further, the
application developed by Grimm (2020) uses central 100 × 100 𝑝𝑖𝑥𝑒𝑙𝑠 for auto-focus. Hence, it is rec-
ommended to have a good contrast in this specific area. For auto-focus purposes, a printout of fig. 4.3 is
used.

To evaluate the ability of the stereo camera to differentiate between the distances plane-to-plane distance
for embossed surfaces and ground plane is calculated. To do this CloudCompare is be used.

4.3 Results

Upon calibrating the camera following results are obtained:

Table 4.1: Camera Calibration Results

Actual Estimated

Yellow Pattern White Pattern
Baseline 210𝑚𝑚 211.5𝑚𝑚 209.8𝑚𝑚
Angle between cameras 54.4 ° 55.29 ° 55.06 °
Mean reprojection Error — 0.52 𝑝𝑖𝑥𝑒𝑙𝑠 0.72 𝑝𝑖𝑥𝑒𝑙𝑠

The fig. 4.4 shows the montage of an undistorted image taken from the left and the right camera, respec-
tively. The figs. 4.5 and 4.6 show the meshes built from the reconstructed 3D dense point cloud. The
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Table 4.2: Reconstructed Heights

Actual
(𝑚𝑚)

Calculated
(𝑚𝑚)

Std. Dev.
(𝑚𝑚)

0.2 0.24 0.020000
0.3 0.29 0.000019
0.4 0.38 0.000007
0.5 0.45 0.003449
0.6 0.56 0.002000
0.7 0.66 0.100000

colour of the left image is transferred to the point cloud for more realistic visualization.

Figure 4.4: Montage of Left and Right Undistorted Images

Figure 4.5: Mesh of the Yellow Pattern
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(a) (b)

Figure 4.6: Regions of Interest of the Mesh

Figure 4.7: Height Map of the Reconstructed Workpiece

4.4 Discussions

This section discusses the results of the experiments, as reported in the previous section and their limita-
tions.

4.4.1 Interpretation of the Results

Table 3.1 shows the estimated stereoparameters and compares itwith actual values. It is seen that estimated
and actual parameters for both experiments are close to actual parameters, and mean re-projection errors
are sub-pixel.

The fig. 4.6 shows the region with 0.1𝑚𝑚–0.7𝑚𝑚 embossed surface on the workpiece. It can be seen
that this surface is well reconstructed. It is also seen that the workpiece with a yellow pattern is better
reconstructed,mainly due to, better lightning conditions. During the experimentationprocess, it is found
that the imaging quality is more dependent on lighting conditions than expected. It is also seen that the
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central region of the rectified image is better reconstructed than the area at the end. This is expected
because of the consequence of wide baseline and also evident from the fig. 4.4.

The different height levels are also clearly seen in the height map shown in fig. 4.7 (flipped). In this figure,
hot colours are above the plane and cold colours are below. In this case, mesh is transformed such that
fitted plane lies at 𝑧 = 0. Further, there is a presence of spurious matches due to the absence of robust and
statistical outlier detector and presence of mesh holes, which largely affect the quality of mesh.

From the results obtained in table 4.1 and by Grimm (2020), it can be concluded that the stereo camera
system is able to differentiate between the distances in the order of 0.25𝑚𝑚 with limitations listed in the
following section.

4.4.2 Limitations and Recommendations

These experiments do not definitely conclude the usability of the camera on the human skin. For this
purpose, experiments have to be conducted on the diseased human skin along with the investigation of
different projection patterns apart from the Perlin noise. Currently, from the hardware perspective, the
baseline and camera rotations arefixed,which canbemade variable toobtainfine adjustmentof the camera
geometry as per the change in focal length due to auto-focus.

Further, it is also advised to collect ground truth data of the workpiece using sophisticated systems such
as laser scanner to compare obtained results accurately. Results obtained in this document and byGrimm
(2020) are subject to the accuracy of the 3D printer as no ground truth is available.

Further, to reduce the number of spurious matches and outliers algorithms such as RANSAC or SOR
should be used. Reduction of spurious matches will significantly improve the quality of 3D reconstruc-
tion and thereby the mesh. Moreover, for improving quality of reconstruction Visual SLAM algorithms
should also be considered as described in Part II.

From the usability perspective, the camera calibration and point cloud generation processes should be
migrated to OpenCV. This is mainly due to the difference between coordinate transformmechanisms in
OpenCV andMatlab, which requires pre-processing of the matrices before use.

Pilot studies of using photometric stereo by means of projecting structured light are also of further inter-
est.

3D Stereovision for Quantification of Skin Diseases



Part II

3D Reconstruction using Visual SLAM

27



Chapter 5

Background

The purpose of this chapter is to provide background information and the formulation of the error-state
extendedKalman filtering and SLAMproblem. The theory developed in this chapter shall be used for the
implementation.

5.1 Error-State Extended Kalman Filter

In the case of linear anddynamicprocess andmeasurementmodelswithwhiteGaussiannoise, theKalman
Filtering is optimal estimator which minimizes the mean square error. But, in real-world situations, such
scenarios rarely occur. In the majority of scenarios, either the process or measurement model (or both)
are nonlinear. In such cases, a class of suboptimal Kalman filter implementations called extendedKalman
filters (EKF) are used. An alternative approach, called error state approach, for a certain class of problems
where the error in the states is estimated using a Kalman filter, rather than the state itself. This approach
derives the error state dynamics, via the perturbation of the nonlinear plant, lends itself to optimal updates
in the error states and optimal prediction and updates in the error state covariance. This is because the
error state dynamics are linear, thereby satisfying a condition for optimal Kalman filtering (Madyastha,
Ravindra, Mallikarjunan, & Goyal, 2011). The most remarkable properties of this filter are (Solà, 2017):

1. The orientation error-state is minimal.

2. The error-state always operate close to the origin, hence distant from possible parameter singulari-
ties, gimbal locks, thereby providing guarantee of linearisation all the time.

3. The error-state is always small, meaning that all second-order products are negligible.

4. The error dynamics are slowbecause all the large-signal dynamics havebeen capturedby thenominal-
state.

5.1.1 Formulation

As mentioned in previous section, the ES-EKF holds the advantage that the actual Kalman filter is only
applied to signals with small magnitude. This section quickly guides the reader through the formulation
of the concept of Error State Kalman Filter bymeans for introducing the error state and the nominal state.
For detailed explantation on this formulation refer: Madyastha et al. (2011); Solà (2017); van der Heijden
(2020).
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Let the model of dynamic system be described by,

x(𝑡 + 1) = f(x(𝑡)) +w(𝑡) (5.1)
z(𝑡) = h(x(𝑡)) + v(𝑡) (5.2)

Equation (5.1) describes the system equation indicating how true state at time 𝑡 is converted to the true
state at time 𝑡1. The process noise w(𝑡) induces the uncertainty in the prediction x̂(𝑡 + 1) = f(𝑡), even if
x(𝑡) is fully known.
Similarly, eqn. (5.2) describes the conversion of the true state x(𝑡) to the observedmeasurement z(𝑡). The
measurement noise v(𝑡) induces the uncertainty in the prediction ẑ(𝑡) = h(𝑡), even if x(𝑡) is fully known.
The kinematics of ES-EKF splits the optimal estimate x̂(𝑡 ∣ 𝑡) in two parts: the nominal state x̆(𝑡) and the
estimated error state ̂𝛿x(𝑡 ∣ 𝑡). Hence,

x̂(𝑡 ∣ 𝑡) = x̆(𝑡) + ̂𝛿x(𝑡 ∣ 𝑡) (5.3)

The nominal state vector takes care of large magnitudes of the state, whereas the error state represents
the smaller deviations between optimal estimate and nominal state. The difference between the true,
unknown state x(𝑡) and the nominal state is 𝛿x = x − x̆. ̂𝛿x is the estimate of true, but unknown error in
𝛿x.
Using truncated Taylor series expansion and rejecting higher order term, linearised system and measure-
ment equations can be written as f(x(𝑡)) ≈ f(x̆(𝑡)) + F𝛿x(𝑡) and h(x(𝑡)) ≈ h(x̆(𝑡)) +H𝛿x(𝑡) respectively.
F andH are the respective Jacobian matrices. Now, system equation can be written as,

x(𝑡 + 1) ≈ f(x̆(𝑡)) + F𝛿x(𝑡) +w(𝑡)
z(𝑡) = h(x̆(𝑡)) +H𝛿x(𝑡) + v(𝑡) (5.4)

Using above formulation prediction and measurement equations can be written as,

x̆(𝑡 + 1) = f(x̆(𝑡))
𝛿x(𝑡 + 1) ≈ F𝛿x(𝑡) +w(𝑡)

𝛿z(𝑡) = z(𝑡) − h(x̆(𝑡)) = H𝛿x(𝑡) + v(𝑡)
(5.5)

The vector 𝛿x is the state vector, and 𝛿z is corresponding measurement vector. Equations for error state
(eqn. (5.5)) are linear and Kalman filtering can be applied.

Algorithm 5.1: Error-State Kalman Filter; adapted from (van der Heijden, 2020)
/* update or correct */

1 𝛿z(𝑖) = z(𝑡) − h(x̆(𝑡)) // error state measurement vector

2 H = 𝜕
𝜕x⊤h(x)∣x̆(𝑡)

// jacobian matrix

3 S = HC(𝑡 ∣ 𝑡 − 1)H⊤ +C𝑣 // covariance of innovation
4 K = C(𝑡 ∣ 𝑡 − 1)H⊤S−1 // kalman gain

5 ̂𝛿z(𝑡) = H ̂𝛿x(𝑡 ∣ 𝑡 − 1) // predict measurements

6 ̂𝛿x(𝑡 ∣ 𝑡) = ̂𝛿x(𝑡 ∣ 𝑡 − 1) +K(𝛿z(𝑖) − ẑ(𝑖)) // update estimated error state
7 C(𝑡 ∣ 𝑡) = C(𝑡 ∣ 𝑡 − 1) −KSK⊤ // covariance of estimated error state

8 x̆(𝑡 ∣ 𝑡) = x̆(𝑡 ∣ 𝑡 − 1) ⊕ ̂𝛿x(𝑡 ∣ 𝑡) // nominal state correction
/* predict */

9 F = 𝜕
𝜕x⊤ f(x)∣x̆(𝑡∣𝑡)

// jacobian matrix

10 ̂𝛿x(𝑡 + 1 ∣ 𝑡) = 0 // reset error state
11 C(𝑡 + 1 ∣ 𝑡) = FC(𝑡 ∣ 𝑡)F⊤ +C𝑤 // covariance of predicted error state
12 x̆(𝑡 + 1 ∣ 𝑡) = f(x̆(𝑡 ∣ 𝑡)) // nominal state prediction
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5.1.2 The Algorithm

Algorithm 5.1 presents the a single iteration of ES-EKF.Once the nominal state is correctedwith the error
state (line 8) the nominal state x̆(𝑡 ∣ 𝑡) is unbiased with the zero mean error and will be zero. Hence, after
embedding estimated error state in the nominal state, estimated error state becomes zero, making line 5
and line 10 obsolete. Further, this observation also simplifies the line 6 to ̂𝛿x(𝑡 ∣ 𝑡) = K𝛿z(𝑖).
The ⊕ operator in the line 8 represents generalized addition as quaternions can not be simply added and
eqn. (2.4) should be followed.

5.2 Simultaneous Localization and Mapping

The Simultaneous Localization and Mapping problem consists of three basic operations, reiterated at
each step, viz., movement of robot, discovery of interesting features in the environment, called landmarks,
and re-observation of these landmarks (Solà, 2014). Landmarks should be re-observable, distinguishable,
stationary, and available in plenty (Riisgaard & Blas, 2003).

5.2.1 Basic Operations

The Robot Movement: This causes robot to explore the scene and either discover or revisit the land-
marks. The uncertainty in the localization increasing due to unavoidable noise, called the process
noise. This movement can be defined by a mathematical model known as themotion model, here-
after, this model is consistently referred as the systemmodel.

Discovery of New Landmarks: These features must be added to the map. But due to noise in sensor
measurements, calledmeasurement noise, the location of the landmarks is also uncertain. The in-
verse observation model, is used to determine the position of the landmarks from the data obtained
by the sensors. These landmarks are further stored in the landmark pool with their identifiable
signature, which can be used for re-identification and matching of the landmarks at later stages.

Re-observation of Old Landmarks: Upon re-observing the old landmarks the information obtained is
used to correct the both self-localization of and the localization of the landmarks. The observation
model, hereafter, referred as themeasurement model is used to predict the values of measurement
from the predicted landmark location. The re-observation of landmarks gives rise to the problem
of data association.

The algorithm described in the previous section is used as an estimator for the proper propagation of the
uncertainties at each time instant. Further, the SLAM also needs to chain all these operations together
and log data properly (we call it the bookkeeping module) to make appropriate decisions.

5.2.2 The Data Association Problem

Assume, at time instant 𝑡, a new scan is acquired and landmarks with their signature. These landmarks
arematchedwith all the previously stored landmarks in the pool, so that they canme associatedwith their
match. Hence, the problem of data association is that of matching observed landmarks from different
scans with each other. This matching is done using a data association policywhich is specific to the appli-
cation area (Riisgaard&Blas, 2003). While associating currently detected landmarks with pool following
issues can arise:

• Landmark might not be re-observed at every time step: This could be because bad landmark
extraction or association policy or simply landmark is not visible at current time instant.
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• Landmark may not be seen ever again: This is mainly due to bad landmark extraction and asso-
ciation policy, assuming loop closure takes place. Such landmarks should be deleted when pool is
exhausted.

• Wrong association to previously seen landmark: This issue has devastating effect of the general-
ization ability of the SLAM. A good landmark forking policymay help to detect and overcome this
situation, at subsequent time instants this landmark may be matched to multiple previously seen
landmark.

5.2.3 The Matrices

As SLAM algorithm progresses, the size of various matrices involved in the algorithm, such as state vec-
tor, landmark pool, Jacobian matrices, covariance matrices changes. The bookkeeping module takes care
of maintaining proper dimensionality such matrices. This subsection gives a short description of such
matrices. This section also standardizes the notions from the perspective visual ES-EKF SLAM for the
application mentioned in section 1.1. For in depth description and derivation a report by Riisgaard and
Blas (2003) and van der Heijden (2020) should be referred.

The State Vector

The state vector with its covariance matrix (defined below) is one of the most im-
portant matrix in construction of the SLAM framework. It contains the pose of the
robot Ap(𝑡), Aq(𝑡), linear and angular velocity of the robot BvAB(𝑡), B𝝎AB(𝑡) and po-
sition of the all seen landmarksm1∶K, subject to their deletion. Hence, dimensions of
state vector is 13 + 3K. As soon as new landmark is seen, this landmark is added to
the state vector. The process of addition of new landmark is called augmentation.
In concern to ES-EKF estimator, as defined in section 5.1.1, this true state vector is
composed of two parts a nominal state and error state. It is important to note that
error state vector does not contain the scalar part of the quaternion while defining
the pose owing to the fact that, scalar part 𝛿𝑞𝑤 is always 1 and excluding this from
state vector make system equation for quaternion linear. Hence, the dimensions of
error state vector is 12 + 3K.

x(𝑡) ∶=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

Ap(𝑡)
Aq(𝑡)

BvAB(𝑡)
B𝝎AB(𝑡)
m1
⋮
mk
⋮

mK

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

The Covariance Matrix

⋯

⋮ ⋱ ⋮

⋯

Cp Cpm1
CpmK

CpmK+1

Cq 𝟎

Cv 𝟎

C𝝎 𝟎

Cm1p Cm1
Cm1mK+1

Cm1p CmK
CmKmK+1

CmK+1p 𝟎 𝟎 𝟎 CmK+1m1
CmK+1mK

CmK+1

The covariance matrix C is very central to understanding of
the system as it encapsulates the uncertainties in the states
and landmark positions. This matrix contains covariance on
states (yellow), covariance between states and landmark posi-
tions (green), and covariance between landmarks (red). The
dimensions of this matrix are (13 + 3𝛫) × (13 + 3𝛫). Co-
variance matrix of the error state vector is smaller by 1 along
both dimensions and hence the Kalman GainMatrix. When
state vector is augmented, the covariancematrix also has to be
augmented accordingly. Say if 𝛫 landmarks are already visi-
ble, when new landmark is found, the covariance matrix is
augmented as shown by blue blocks. If the predicted state is
augmented, a possible assumption about the initial position
of the new landmark is that it is at a position in front of the device in a direction that is indicated by the
measurement zK+1(𝑡), and at a fixeddistance, say𝐷. As the knowledge about this distance𝐷 is poor, a large
uncertainty 𝜎𝐷 in this distance is assumed. The operations required to augment the covariance matrix are
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given below.

CmK+1
= Cp + 𝜎2𝐷I (5.6)

CpmK+1
= Cp (5.7)

Cm𝑘mK+1
= Cmkp (5.8)

If any landmark from the pool is deleted corresponding entries in the covariance matrix are also deleted.

The Kalman Gain

dim = 12 + 3𝛫 × 3𝑘

visible landmarks (3𝑘)

states(12)+seen
landm

arks(3𝛫)

The Kalman gain matrix K is the relative weight given to the measure-
ments and current state estimate. If measurement are quite accurate,
that is, we put much trust in the sensory data than the system model,
then the magnitude of Kalman Gain is small and measurements highly
influence the next state estimate. If this gain is quite high, implies the
sensory information is quite poor and system model dominates the es-
timation. In case of ES-EKF SLAM, this Kalman gain matrix concerns
with the error state.

While dealing with SLAM, the Kalman gain matrix may have different
dimensions each time step. The dimension along the row, i.e., columns
describe howmuch innovation can be gained for a particular parameter.
Number of columns depends upon number of currently visible land-
marks and number of rows depends upon the dimension of the state
vector and number of landmarks in the pool.

The Jacobian

Jacobian of the system function or measurement function explain the dynamics of the first order error
propagation. The Jacobain of system function evaluated at x̂(𝑡 ∣ 𝑡) to provide a way to propagate the
uncertainty in the estimate x̂(𝑡 ∣ 𝑡) to the estimation of x̂(𝑡 + 1 ∣ 𝑡).
Similarly, Jacobian of measurement function explains the propagation of prediction error of the estimate
to the predicted measurement.

The Process Noise

To incorporate uncertainties in the model, due to lack of knowledge etc., process noise is introduced in
the state equation, so that the magnitude of uncertainty can be quantified. It is assumed that this noise is
white, zero-mean and Gaussian. In this document, the covariance matrix of the process noise is denoted
byC𝑤.

The Measurement Noise

The measurement device or sensor introduces an uncertainty due to variety or reasons, such as readout,
quantization, environmental effects etc. These noises are incorporate in the measurement model as mea-
surement noise. It is again assumed that this noise is white, zero mean and Gaussian. In this document,
the covariance matrix of the measurement noise is denoted byC𝑣.
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5.2.4 Loop Closure

When robot revisits the previously mapped area it is termed as loop closure. The uncertainties in robot
and landmark estimates are then reduced if the loop is correctly closed.

5.3 Observability Analysis

Observability is a notion that plays a important role in filtering and reconstruction of the states from
inputs and outputs. To put more formally, observability is concerned with the problem of determining
the state of a dynamic system from observations of the output and control vectors in a finite number of
sampling periods (Ogata, 1995, 2010). This concept was first introduced by Kalman.

Following section discusses about the complete observability in deterministic discrete time systems. As
already established that, error-state kinematics are linear in nature, this observability analysis can be used
to assess the complete observability of the error-state system.

5.3.1 Complete Observability in Discrete Time Systems

Let discrete time system be defined as

x((𝑘 + 1)𝛵) = A(𝑘𝛵)x(𝑘𝛵) (5.9)
y(𝑘𝛵) = C(𝑘𝛵)x(𝑘𝛵) (5.10)

where,

x(𝑘𝛵) = state vector (𝑛-vector) at 𝑘th sampling instant
y(𝑘𝛵) = output/measurement vector (𝑚-vector) at 𝑘th sampling instant
A(𝑘𝛵) = 𝑛 × 𝑛matrix, also known as systemmatrix at 𝑘th sampling instant
C(𝑘𝛵) = 𝑚 × 𝑛matrix, also known as output/measurement matrix at 𝑘th sampling instant

As reported by Bar-Shalom and Li (1993); Van Der Heijden, Duin, De Ridder, and Tax (2005b),Observ-
abilityGramian,𝓖, can be calculated for evaluation of complete observability. The output/measurement
equation (5.10), is of type y = Cx, for which least squares estimate is given as (Bar-Shalom & Li, 1993;
Van Der Heijden, Duin, De Ridder, & Tax, 2005a),

x̂ = (C⊤C)−1C⊤y (5.11)

The solutionof above equation exists if andonly if the (H⊤C)−1 exists, that is, the rankof (C⊤C) is equal to
the dimension 𝑛 of the state vector. Equivalent conditions are that the matrix (C⊤C) is a positive definite,
ot all eigenvalues are positive. The observability Gramian can be is defined as,

𝓖 = C⊤(𝑘𝛵)C(𝑘𝛵) +
𝑛
∑
𝑗=1
(C(𝑘𝛵 + 𝑛𝛵)

𝑗−1
∏
𝑙=0

A(𝑘𝛵 + 𝑙𝛵))
⊤

(C(𝑘𝛵 + 𝑛𝛵)
𝑗−1
∏
𝑙=0

A(𝑘𝛵 + 𝑙𝛵)) (5.12)

Linear Time Invariant Systems

For system to be completely observable, given the output y(𝑘𝛵) over a finite number of sampling periods,
it is possible to determine the initial state vector x(0). Also, for LTI systems, system and output/measure-
mentmatrices donot dependupon time. Hence, the solution of the systemdefined in eqs. (5.9) and (5.10)
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can be written as,

x(𝑘𝛵) = A𝑘x(0) (5.13)
y(𝑘𝛵) = CA𝑘x(0) (5.14)

The rank of 𝓖 is equal to dimension of the state vector and is positive definite at the same time. Hence,
eqn. (5.14) evaluates to be,

𝓖 =
𝑛
∑
𝑗=0
(CA𝑗)⊤(CA𝑗)

For stable systems, condition 𝑛 → ∞ can be set to evaluate observability. Hence, necessary and sufficient
conditions are𝓖 ≻ 𝟎 and rank(𝓖) = 𝑛.
Alternatively, for complete observability, given y(0), y(𝛵), y(2𝛵), ⋯, it should be possible to determine
initial values of all the state variables, i.e., it shouldbepossible todeterminex(0) = [𝑥1(0) 𝑥2(0) 𝑥3(0) ⋯ 𝑥𝑛(0)].
Todetermine these 𝑛unknowns, weneed a systemof 𝑛 linear equations. This 𝑛×𝑚 systemof simultaneous
equations is mathematically written as,

y(0) = Cx(0)
y(𝛵) = CAx(0)

⋮
y((𝑛 − 1)𝛵) = CA𝑛−1x(0)

To obtain the unique set of solutions from this system of simultaneous equations, all 𝑛 equations should
be linearly independent. In vectorized notation this condition requires that 𝑛𝑚 × 𝑛 dimensional observ-
ability matrix,

𝓞 = [

C
CA
CA2
⋮

CA𝑛−1

] (5.15)

should be of rank 𝑛. Hence, the necessary and sufficient condition for the system to be completely ob-
servable is rank(𝓞) = 𝑛.
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Chapter 6

Design and Implementation

This chapter presents the system model and themeasurement model of the stereo-camera system used by
the ES-EKF SLAM algorithm. Further, this chapter also discusses the implementation of ES-EKF SLAM
algorithm by highlighting the data simulation and collection strategy.

6.1 Kinematics of ES-EKF SLAM

Following sections report the state vector, system and measurement functions of the Stereo Camera Sys-
temused for ES-EKFpresented in the algorithm5.1. For complete derivation, a technical report by van der
Heijden (2020) should be referred.

6.1.1 The State Vector

The state vector x(𝑡) contains the current pose of the moving stereo camera and velocities for the predic-
tion of the next pose. Hence, the state vector comprises of 3D position wcsp(𝑡), 3D orientation wcsq(𝑡),
3D linear velocity ccsvwcs,cam(𝑡) and angular velocity ccs𝛚wcs,cam(𝑡).
Hence, the state vector is a 13 + 3𝛫 dimensional vector with 12 + 3𝛫 degrees of freedom.

x(𝑡) =

⎡
⎢
⎢
⎢
⎢

⎣

wcsp(𝑡)
wcsq(𝑡)

ccsvwcs,cam(𝑡)
ccs𝛚wcs,cam(𝑡)

m1
⋮

mK

⎤
⎥
⎥
⎥
⎥

⎦

∈

ℝ3×1
ℝ4×1
ℝ3×1
ℝ3×1
ℝ3×1
⋮

ℝ3×1

(6.1)

From section 5.2.3, a 12 + 3𝛫 dimensional error state vector can be written by removing the scalar part of
the wcsq(𝑡).
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6.1.2 The System Function

As per van der Heijden (2019c), the system can be modelled as,
wcsp(𝑡 + 1) = wcsp(𝑡) + wcsRccsvwcs,cam(𝑡)Δ
wcsq(𝑡 + 1) = 𝑒(WΔ)wcsq(𝑡)

ccsvwcs,cam(𝑡 + 1) = 𝚪ccsvwcs,cam(𝑡) +w1(𝑡)
ccs𝛚wcs,cam(𝑡 + 1) = 𝚲ccsvwcs,cam(𝑡) +w2(𝑡)

(6.2)

where, diagonal matrices, 𝚪 and 𝚲 are linear and angular velocity forgetting factors, respectively, holding
values between 0 and 1. The vectors w1(𝑡) and w2(𝑡) are assumed to be white, zero mean, and Gaussian
with 3 × 3 diagonal covariance matrices C1 and C2, represent the unpredictable part of the system. 𝛿 is a
sampling period, and wcsRccs andW are orientation-dependent matrices.

W = 12[

0 𝜔𝑥 𝜔𝑦 𝜔𝑧
−𝜔𝑥 0 𝜔𝑧 −𝜔𝑦
−𝜔𝑦 −𝜔𝑧 0 𝜔𝑥
−𝜔𝑧 𝜔𝑦 −𝜔𝑥 0

]

Hence, the system model of ES-EKF SLAM in the vectorized form in accordance with eqn. (5.1) can be
written as,

x(𝑡 + 1) = [

I3×3 𝟎3×4 wcsRccsΔ 𝟎3×3 𝟎3×3𝛫
𝟎4×3 𝑒WΔ 𝟎4×3 𝟎4×3 𝟎4×3𝛫
𝟎3×3 𝟎3×4 𝚪 𝟎3×3 𝟎3×3𝛫
𝟎3×3 𝟎3×4 𝟎3×3 𝚲 𝟎3×3𝛫
𝟎3𝛫×3 𝟎3𝛫×4 𝟎3𝛫×3 𝟎3𝛫×3 I3𝛫×3𝛫

]

⎡
⎢
⎢
⎢
⎢

⎣

wcsp(𝑡)
wcsq(𝑡)

ccsvwcs,cam(𝑡)
ccs𝛚wcs,cam(𝑡)

m1
⋮

m𝛫

⎤
⎥
⎥
⎥
⎥

⎦

+ [

𝟎3×1
𝟎4×1
w1(𝑡)
w2(𝑡)
𝟎3𝛫×1

] (6.3)

From van der Heijden (2020), the error state function,

𝛿x(𝑡 + 1) = 𝛿f(𝛿x(𝑡)) +w(𝑡)

= [

I3×3 𝟎3×3 wcsRccsΔ 𝟎3×3 𝟎3×3𝛫
𝟎3×3 I3×3 𝟎3×3 1

2I3×3 𝟎3×3𝛫
𝟎3×3 𝟎3×3 𝚪 𝟎3×3 𝟎3×3𝛫
𝟎3×3 𝟎3×3 𝟎3×3 𝚲 𝟎3×3𝛫
𝟎3𝛫×3 𝟎3𝛫×3 𝟎3𝛫×3 𝟎3𝛫×3 I3𝛫×3𝛫

]

⎡
⎢
⎢
⎢
⎢

⎣

wcs𝛿p(𝑡)
wcs ⃗𝛿𝑞(𝑡)

ccs𝛿vwcs,cam(𝑡)
ccs𝛿𝛚wcs,cam(𝑡)

𝛿m1
⋮

𝛿m𝛫

⎤
⎥
⎥
⎥
⎥

⎦

+w(𝑡) (6.4)

and the Jacobian matrix

F(x̂(𝑡 ∣ 𝑡)) = [

I3×3 P𝛉 wcsRccsΔ 𝟎3×3 𝟎3×3𝛫
𝟎3×3 I3×3 𝟎3×3 1

2I3×3 𝟎3×3𝛫
𝟎3×3 𝟎3×3 𝚪 𝟎3×3 𝟎3×3𝛫
𝟎3×3 𝟎3×3 𝟎3×3 𝚲 𝟎3×3𝛫
𝟎3𝛫×3 𝟎3𝛫×3 𝟎3𝛫×3 𝟎3𝛫×3 I3𝛫×3𝛫

] (6.5)

6.1.3 The Measurement Function

Stereo camera systems are capable of reconstructing 3D position of landmarks from two or more camera
images in its own coordinate system, here denoted by ccs. This process is explained in section 2.8 and
algorithm 2.1.
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Let this 3D position be denoted by ccsz𝑘(𝑡)with its corresponding covariance matrix ccsC𝑘(𝑡).

ccsz𝑘(𝑡) = wcsR⊤ccs(wcsm𝑘 − wcsp) + v𝑘(𝑡) (6.6)

In the error model, the measurement that is used is 𝛿z𝑘(𝑡) = z(𝑡) − h(x̆(𝑡)), so that the model becomes
𝛿z𝑘(𝑡) = H𝛿x(𝑡) + v(𝑡), where H is the Jacobian matrix of measurement function h(⋅). The following
equations of measurement function and Jacobian matrix are derived in van der Heijden (2020)

h𝑘(x(𝑡)) = [−wcsR⊤ccs 𝟎3×(7+3𝑘) wcsRccs 𝟎3×(𝛫−𝑘)]

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

wcsp(𝑡)
wcsq(𝑡)

ccsvwcs,cam(𝑡)
ccs𝛚wcs,cam(𝑡)

m1
⋮
m𝑘
⋮

m𝛫

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

(6.7)

and

H𝑘(x(𝑡)) = [−wcsR⊤ccs 2[h𝑘(x(𝑡))]× 𝟎3×(3+3𝑘) wcsR⊤ccs 𝟎3×(𝛫−𝑘)] (6.8)

where, [ ⋅ ]× is a skew-symmetric cross-product operator.

6.2 Implementation

This section explains implementation of the ES-EKF SLAM algorithm from the data collection, visual-
ization to getting it working. The stereocamera used for the implementation has following specifications:

1. focal length: 1.8𝑚𝑚

2. pixel size: 1.12𝑚𝑚

3. image size: 480 𝑝𝑖𝑥𝑒𝑙𝑠 × 640 𝑝𝑖𝑥𝑒𝑙𝑠

4. baseline vector: 𝑥 = 105𝑚𝑚, 𝑦 = 0𝑚𝑚, 𝑧 = 15𝑚𝑚

6.2.1 Camera Calibration

As previously shown, the field of view of our cameras is well below 95 °, the Stereo Camera Calibrator
App from Matlab’s Computer Vision Toolbox is used to calibrate the stereo camera system. A planar
chequerboard pattern (each square 10𝑚𝑚×10𝑚𝑚, fig. 6.1a) is used for calibration.
While calibrating system, several pictures of the board shown at different positions and orientations are
captured. It is also made sure that the camera is filled as much as possible.
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(a) Checker Board used for Calibration

50

0

800

-50

Y
 (
m
m

)

70

100

X (mm)

100

-1000

(b) Visualization of Extrinsic Parameters

Figure 6.1: Camera Calibration: Chequerboard pattern and visualization of extrinsics after calibration
using Matlab Camera Calibrator Toolbox

6.2.2 Choice of the Test Object

The choice of globe as a test object is a mere consequence of the COVID-19 country-wide restrictions.
Further, a few more reasons behind selecting a globe as handy test object are:

1. It is easy to rotate the globe with almost constant velocity

2. Geometry of sphere is well known, hence, it is easy to debug

3. It is rich in texture

6.2.3 Globe Simulator

For initial experimentation and inspecting a working of the SLAM, a simulator is designed whichmimics
the real-world data. This simulator mimics a camera, orbiting a globe while measuring 3D landmarks. To
make this simulator more realistic and usable in this scenario, each landmark (on the surface of the globe)
consists of a descriptor vector of length 64 (inspired from KAZE features). This descriptor shall be used
in SLAM to for landmark matching. Following are the images of the simulated globe, camera trajectory.
The fig. 6.2a shows the point cloud representation of the simulated globe and camera trajectory around
it.
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(b)Camera Trajectory around the Globe

Figure 6.2: Simulated Data Collection: Simulated globe and movement of camera around it
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6.2.4 Real-World Data

Figure 6.3: Globe used for Real Data
Collection: image taken using cellphone
camera

As already mentioned, simulator mimics the real world; real
data is collected by capturing the images of the rotating globe
by the stereo camera. One such image is shown in the fig. 6.4.
The important condition in ES-EKF is to have constant ve-
locity. As, the globe is rotated manually, efforts have been
taken to make sure the velocity is near-constant.

This data is further pre-processed to make it usable for ES-
EKF SLAM algorithm. Following measures are taken in or-
der:

1. undistort image using parameters estimated during
camera calibration (section 6.2.1).

2. detect and extract KAZE features.

3. matching the features (fig. 6.5).

4. sorting these matched features according to their
match strength and localization.

5. estimating the 3D position of these features from 2D
image position using theory discussed in section 2.8
and algorithm 2.1

Figure 6.4: Real Data: Montage of the image captured

6.2.5 The ES-EKF SLAM

The error-state extended Kalman filter is central to the SLAM algorithm used in this document. AMat-
lab script is written in accordance with algorithm 5.1. While using this algorithm, it is important to note
that a coordinate frame CCS is affixed to the stereocamera, moving with respect to a fixed global frame
WCS. This means that the angular errors are relative to the WCS and not current body configuration.
Hence, global angular errors are considered. The global definition of the angular error 𝛿q implies a gener-
alized addition of quaternions on the left-hand side in contrast to the IMUdriven (considering local angu-
lar errors) ES-EKF,whichwouldmultiply it on the right-hand side (Parwana&Kothari, 2017; Solà, 2017).
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Figure 6.5: Matched Features using KAZE Descriptors on the Real Data
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Figure 6.6: The Proposed SLAM Pipeline

This ES-EKF Script is incorporated in the
SLAM framework in accordance with the the-
ory described in section 5.2. The actual plot
for real data can not be drawn beforehand but
should be estimated using the above developed
SLAM framework.

6.2.6 Proposed Pipeline

Figure 6.6 shows the proposed pipeline for the
execution of the ES-EKF SLAMalgorithm. The
top blocks are the sensory inputs to the algo-
rithm which shall be optimally combined by
means of the ES-EKF.

The stereo camera system is used to capture the
image. The KAZE features with KAZE descrip-
tors of length 64 are extracted from the left and
right camera image. The correspondences of the
2D features in the stereo pair are used to ex-
tract 3D landmarks from the scene. Position of
these landmarks in the camera coordinates sys-
tem with their corresponding uncertainty and descriptor is stored.

During the SLAM algorithm, the stored descriptor is used for the association of landmarks with the pre-
viously seen landmarks in the pool. Thus, the camera pose in the global coordinate frame and relative
camera motion in the camera coordinate frame is estimated. While testing the algorithm on simulated
data, angular velocity, and linear velocity shall also be used for state correction. While testing on real data,
other sensory inputs are not considered due to unavailability of the hardware at this stage.

6.2.7 The Landmark Pool

During runtime of the algorithm, all previously seen and new landmarks are stored in the landmark pool.
Currently, the pool is characterized by:
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1. current pool size

2. number of all seen landmarks

3. unique ID of landmarks

4. in-use status of the landmark

5. descriptors of the landmarks

6. match strength of the landmarks

7. maximum run-length of the landmarks

8. landmark index in the error-state vector

9. dimension of the error state vector

10. birth date of the landmarks

Addition of the New Landmarks

Every newly seen landmark is added to the pool with its characteristic information as enumerated above.
Upon addition of new landmark(s), augmentation of the state vector and its corresponding covariance
matrix is augmented.

Deletion of the Old Landmarks

Deletion of the old landmark takes place when either the pool has exhausted or landmark forking is de-
tected. Upon pool exhaustion, landmarks must be strategically removed. Here, for the sake of getting
algorithm working, two policies are implemented: i) based on age, ii) based on run length.

6.2.8 Landmark Forking

The issue of landmark forking occurs at a data association stagewhen a currently visible landmarkmatches
to multiple landmarks in the landmark pool. If landmark forking is detected, which is usually a case, the
matchings should is resolved by a landmark forking policy. Two policies are implemented: i) landmark
with maximum run length is associated, ii) landmark which was seen first is associated. If an erroneous
association ismade at this stage, it has a disastrous impact on the generalization capability of the algorithm.
Such erroneous association is deleted from the pool.

The forgetting factors 𝚪 and 𝚲 are set as 𝟏. This is because the velocity of the camera in the consecutive
frame highly depends on the previous frame as the incremental and smooth change in camera position is
assumed.
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Chapter 7

Experiments

This chapter describes the experiments conductedwith the systemdesigned in the previous chapters. This
chapter also elucidates the motivation behind the experiments, experimental protocol and methods and
results obtained. Finally, the results obtained are discussed in the discussion section.

7.1 Motivation and Goals

To validate the working of ES-EKF as an estimator and its usage in the framework of visual SLAM four
experiments are proposed. The motivation behind conducting these experiments is to validate the use of
ES-EKF as an estimator for the visual SLAM framework discussed in chapters 5 and 6.

Hence, the following questions are of interest:

1. Is ES-EKF able to sufficiently estimate the trajectory of the camera when landmark position is al-
ready known in the world coordinate system?

2. Is ES-EKF SLAM able to sufficiently estimate the landmark location for 3D reconstruction and
trajectory of the camera when landmark location is unknown in the world coordinate system?

3. Can covariancematrix be used to understand the error propagation and error dynamics intuitively?

4. Is it possible to comment on the ambiguity between translation along the 𝑥-axis and the rotation
along the 𝑦-axis by means of the covariance matrix of estimation?

5. Does the addition of gyroscope in simulated data show any improvement in the accuracy of recon-
struction?

The experiments proposed to answer these questions are described in the following section. Further, the
observability analysis of each system is also of interest. The theory behind this is explained in section 5.3.

7.2 Methods

To answer questions asked in the previous section experiments are conducted on the simulated as well as
the real data. The real data collection strategy is described in section 6.2.4. For the collection of the real
data, a stereocamera which is already available at the department of Robotics and Mechatronics is used.
For this purpose, Matlab R2020a is used. It is explicitly mentioned that Image Acquisition Toolbox is
necessary for operating the stereocamera system through Matlab. In addition, for camera calibration,
feature detection, etc., Computer Vision Toolbox is required on the top of the default installation.
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Table 7.1 outlines the proposed experiments with their respective data collection strategies, evaluation metrics in the well tabulated manner.

Table 7.1: Proposed Experiments: Motivation andMethods

Expt.
№

Description Data Collection Strategy Method Plots of
Interest

Evaluation Metric

1 ES-EKF only Globe Simulator (section 6.2.3) shall
be used to capture landmark locations
in bothWCS and CCS

Landmark positions in CCS and known
transform wcsTccs shall be used to estimate
camera pose and velocities

1. Pose Plot
2. Velocity
Plot

˷

2 ES-EKF SLAM
without a gyroscope
on simulated data

Globe Simulator (section 6.2.3) shall
be used to capture landmark locations
in bothWCS and CCS

Only landmark positions in CCS shall be
used. Transform shall be estimated during
the each step to obtain reconstruction in
WCS

1. Pose Plot
2. Velocity
Plot

1. Cloud to Cloud dis-
tance
2. Fitting a sphere to
point cloud

3 ES-EKF SLAM with
a gyroscope on simu-
lated data

Globe Simulator (section 6.2.3) shall
be used to capture landmark locations
in both WCS and CCS and camera
motion in CCS

only landmark positions in CCS shall be
used. Transform shall be estimated during
the each step to obtain reconstruction in
WCS. It is assumed that camera and gyro-
scope share the same coordinate frame and
origin, i.e., gcsTccs is I

1. Pose Plot
2. Velocity
Plot
3. Compari-
son with expt.
2

1. Cloud to Cloud dis-
tance
2. Fitting a sphere to
point cloud

4 ES-EKF SLAM on
real data

Real data shall be used as explained in
the section 6.2.4

Only landmark positions in CCS shall be
used. Transform shall be estimated during
the each step to obtain reconstruction in
WCS

1. Pose Plot
2. Velocity
Plot

Fitting a sphere to point
cloud

The parameters set for the globe simulator and SLAM algorithm used are as follows:

• Radius of the globe: 200𝑚𝑚

• Distance of the camera from the centre of the globe: 600𝑚𝑚

• TotalNumber of landmarks on the globe: 10000 (assumption: uniformly
distributed over the surface)

• Latitudinal spread of landmarks: 10𝑚𝑚

• Axial tilt of the globe: 23 °

• Latitude to follow: −25 ° (Commonwealth of Australia)

• Number of samples: 420

• Angular velocity: 0.15 𝑟𝑎𝑑 𝑠−1

• Number of landmarks increment: 100 or 50% upon pool exhaustion

• Maximum pool size: 1000
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7.3 Results
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(c) Camera Trajectory
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(d) Pose Plot
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(e) Velocity Plot
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(f) Camera Trajectory
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(g) Pose Plot
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(h) Velocity Plot
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(i) Camera Trajectory
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(j) Pose Plot
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(k) Velocity Plot
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(l) Camera Trajectory

Figure 7.1: Results of the Experiments: (a)–(c): Experiment 1–ES-EKF only; (d)–(f): Experiment 2–
ES-EKF SLAM without gyroscope; (g)–(i): Experiment 3–ES-EKF SLAM with gyroscope; (j)–(l): Ex-
periment 4–ES-EKF SLAM on real data; Legend: reference, error state, estimated/nominal state
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(a) Experiment 2
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(b) Experiment 3
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(c) Experiment 4

Figure 7.2: Trace of the Error-State Covariance Matrix: State variables only; Landmarks only; Whole
state vector

(a) View from Side (b) View from Bottom

Figure 7.3: 3D Reconstruction of the Globe: reconstruction using experiment 2, all points are on the
surface of the sphere, darker side in front
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(a) Experiment 2
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(b) Experiment 3

Figure 7.4: Correlation Plots: Showing difference between correlation of variable without and with
presence of the gyroscope at time instant 8
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Results of the fitting sphere to the reconstructed point cloud are as follows:

Table 7.2: Radius of the Fitted Sphere

Radius
(𝑚𝑚)

Calculated
(𝑚𝑚)

RMS Error
(𝑚𝑚)

Experiment 2 200.028 0.0628
Experiment 3 200.009 0.0017
Experiment 4 142.749 1.9255

7.4 Discussions

This section discusses the results of the experiments in the context of questions asked in section 7.1, as
reported in the previous section and their limitations.

7.4.1 Interpretation of the Results

Is ES-EKF able to sufficiently estimate the trajectory of the camera when landmark position is al-
ready known in the world coordinate system?

From fig. 7.1a, it is seen that the trajectory of the stereo camera system is well reconstructed using known
landmarks positions. From the locus of azimuth, elevation and rotation angles the estimated trajectory
looks like a circle of radius around 600𝑚𝑚. Further, in fig. 7.1b it is also seen that velocities are constant
as expected. It is also important to note that the linear velocities in the direction 𝑦 and 𝑧 are zero. This
is due to these velocities are represented in the camera coordinate system, in which there is only lateral
movement of the camera. A Similar explanation is valid for the angular velocity. Hence, experiment 1
shows that, the ES-EKF SLAM is able to correctly estimate the camera trajectory.

Is ES-EKF SLAM able to sufficiently estimate the landmark location for 3D reconstruction and
trajectory of the camera when landmark location is unknown in the world coordinate system?

In experiment 2, the SLAMalgorithm is used in conjunctionwith ES-EKF as an estimator. In this experi-
ment locations of the landmarks are unknown. Hence, the additional taskhere is to estimate the transform
ccsTccs. From fig. 7.1d, it is observed that the estimated rotation angle leads the reference rotation angle;
this implies, that the estimated trajectory of the camera leads the reference trajectory. This also means,
the estimated rotation is too optimistic. This is due to the propagation of the initial ambiguity between
the translation along 𝑥-axis and rotation along the 𝑦-axis. This ambiguity is seen in the 𝑉𝑥 and 𝜔𝑦 plots in
fig. 7.1e. Further, addition of more sensor can help to reduce this ambiguity. Hence, in experiment 3 it is
proposed to fuse gyroscopic information in the correction step. In figs. 7.1j and 7.1l, where experiments
are performed on the real data, similar results are seen, and plots are comparable.

Does the addition of gyroscope in simulated data show any improvement in the accuracy of recon-
struction?

From figs. 7.1g and 7.1i, it is seen that fusing angular rotation information has reduced the large initial
ambiguity between 𝑉𝑥 and 𝜔𝑦. This comparison is further aided by correlation plot of the state variables
in fig. 7.4. In fig. 7.4a corresponding to experiment 2, high correlation between 𝑉𝑥 and 𝜔𝑦 can be seen,
whereas, in fig. 7.4b corresponding to experiment 3 it is near zero.

3D Stereovision for Quantification of Skin Diseases
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Another consequence of fusing sensory information is reduced lead between reference and estimated ro-
tational angle. In literature, this is famously known as counteracting the drift. Further, the addition of
gyroscope decreases the initial uncertainty, which in turn reduces overall propagated uncertainty. Upon
fitting the sphere to the reconstructed point cloud, it is also seen that integration of the gyroscope reduces
the RMS error (refer table 7.2) and yields a better fit. Similarly, smaller trace of the covariance matrix is
reported (refer fig. 7.2) in the case addition of the gyroscope.

Can covariancematrix be used to understand the error propagation and error dynamics intuitively?

The fig. 7.2 shows the trace of the state variables, all the landmarks and full state vector (state variables
+ landmarks). In figs. 7.2a and 7.2b, at time instant around 410, the trace decreases suddenly due to the
loop closure. Whereas, in fig. 7.2c, it occurs at time instant around 460. It is seen that the loop closure
drastically reduces the uncertainties of estimation as expected.

Further, covariance matrix can be easily converted into correlation matrix and plots like fig. 7.4 obtained
to understand and investigate the correlation between the state variables. Hence, using covariance matrix
it is possible to intuitively understand the error dynamics.

Is it possible to comment on the ambiguity between translation along the 𝑥-axis and the rotation
along the 𝑦-axis by means of the covariance matrix of estimation?

Due to initial ambiguity between translation along 𝑥-axis and rotation along the 𝑦-axis the trace of state
variables in fig. 7.2a is higher than the trace in fig. 7.2b. Hence, if traces of state variable is individually
plotted, a large trace for both linear and rotational velocity could be attributed to this ambiguity.

Further, as already explained while addressing previous question, using correlationmatrix it is possible to
comment on the ambiguity between translation along the 𝑥-axis and the rotation along the 𝑦-axis.

7.4.2 Limitations and Recommendations

This section highlights the limitations of the current study and sets the ground for future research. This
section also provides recommendations for future research.

Themain limitation of ES-EKF approach is a constant velocity assumption, which rarely holds true in the
real world scenario. Further, this approach also considers a linearisation the of system around the current
estimate. Thus, this method has a limitation that it cannot guarantee the globally optimal solution in the
non-linear case. Hence, the other classes of SLAM algorithms viz., SLAM Based on Particle Filter (PF-
SLAM), Graph-based SLAM should be studied. Further, differentiating between tracking and mapping
operations bymeans of different threads, as done in the PTAMalgorithm should also be studied. Usage of
PF-SLAMwill also allowmodelling non-linear system and the possibility of considering higher derivatives
of the state variables.

Currently, the 3D structure is computed directly from a single stereo pair rather than from adjacent
frames. To compute a more accurate estimation of the trajectory, local bundle estimation (over last 𝑚
frames) should be performed. As per Scaramuzza and Fraundorfer (2011), after bundle adjustment, the
effects of the motion are much more alleviated. Bundle Adjustment and optimization of the pose graph
is the important step in the ORB-SLAM.

By means of experiments on the simulations, the importance of the integration of gyroscope is shown.
Further, the hardware should be adapted to integrate angular information from the gyroscope. It is also
possible to estimate 3D motion using Sceneflow (Tarifa, 2016; Alcantarilla, Yebes, Almazán, & Bergasa,
2012b; Clipp, Jongwoo Lim, Frahm, & Pollefeys, 2010), which could be fused with existing sensory mea-
surements to obtain more accurate and robust results.
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Additionally, sophisticated landmark deletion, forking policies should also be implemented. Further, this
can be done by means of application of RANSAC to reduce false matches and use descriptors of both
images instead of only left image.

Using camera developed in Part I of this thesis, outputting 3D surface mesh, motion compensation by
application of SLAM locally and implementing the algorithm on sophisticated hardware is also in the
interest of further research.

3D Stereovision for Quantification of Skin Diseases



Chapter 8

Conclusions

To conclude this thesis, it will be assessed towhat extent the goal described inChapter 1 ismet. The overall
goal was to design a stereocamera system which is able to differentiate between different induration levels
of PASI, while increasing the area of reconstruction. Therefore, it was investigated with what accuracy
an object with a depth variation on 0.1𝑚𝑚 is reconstructed. In the separate experiments, a visual SLAM
technique is also evaluated to increase the area of reconstructed. This goal is sub-divided into two research
goals which are answered separately below.

To this extent, the first research goal was: finding the geometrical and optical requirements for a stereo
camera setup for stereo-photogrammetry to obtain the depth resolution to differentiate between different levels
of PASI. For this purpose, design parameters, both optical and geometrical, for a stereo camera setupwere
identified. AMatlab App is developed to visualize the stereo-geometry of camera and other dependent
parameters. On the basis of the realization of the initial prototype of the stereo camera, it is concluded that
a depth resolution of at least 0.25𝑚𝑚 can be achieved. However, due to COVID-19 restrictions system is
evaluated on 3D printed workpiece rather than a real diseased site.

Following this, the next goal was: the use of ES-EKF SLAMas a visual SLAM technique to increase the re-
construction area. To evaluate this experiments on simulated rotation of the globe as, simulated data, and
photographs of rotating globe as, real data, are performed. It can be concluded that ES-EKF SLAMwith
only visual information is not robust and there is an ambiguity between the translation and rotation. Fur-
ther, results obtained upon the integration of gyroscope with simulated visual information show that this
ambiguity is reduced. This is a strong indication of the requirement of additional sensors to counteract
this ambiguity.

To conclude the overall research, a stereo imaging technique applied to obtain a 3D model of the object
with the depth resolution of at least 0.25𝑚𝑚. Further, in separate experiments, usability of a visual SLAM
algorithm with and without gyroscope integration is investigated to increase the area of reconstruction.
The results obtained are an initial indication of the usability of the combined system to reconstruct large
Psoriasis affected skin site with an adequate depth resolution.
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Appendix A

Definitions

This chapter provides definitions to certain terms used throughout the literature. Terms used are catego-
rized in three broad categories viz., Image Sensor Metrics, Lens Metrics, Stereo Geometry.

𝑓

𝑎

(a) (b)

Figure A.1: Lens and Sensor Metrics: (a) a converging with lens 𝑎 as an aperture showing parallel
rays coming from infinity meet at focal point 𝑓; (b) bird’s eye view of various sensor metrics, adapted
from (National Instruments, 2020).

A.1 Image Sensor Metrics

Sensor Resolution number of pixels in the image, expressed here in 𝑝𝑥.

Sensor Size the physical size of the sensor, depends on the pixel size, expressed here in𝑚𝑚.

Sensor Format the physical size of the sensor, but is not dependent on the pixel size, often expressed in
inches.

Pixel Size size of the individual pixel, generally expressed in µ𝑚.
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A.2 Lens Metrics

Focal Length rays of light entering a converging lens parallel to its axis converge at its focal point F, dis-
tance between optical centre and F is know as focal length, denoted by 𝑓 and expressed in 𝑚𝑚.
Sometimes, focal length is also expressed in pixels, in that case it is denoted as 𝑓px. It is important to
note that, the focal length mentioned on camera is true only when camera is focused at infinity.

Aperture the opening in a lens through which light passes to enter the camera, expressed here in𝑚𝑚 or
in 𝑖𝑛𝑐ℎ𝑒𝑠 in case of f-number of f-stop.

Angle of View describes the angular extent of a given scene that is imaged by a camera, expressed in de-
grees.

Field of View area under inspection that the camera needs to acquire, expressed here in𝑚𝑚2.

Hyperfocal Distance distance beyond which all objects can be brought into an acceptable focus

Near and Far limit nearpoint is the closest point atwhich anobject canbeplaced and still forma focused
image on the retina and far point is farthest point at which an object can be placed and still form a
focused image on the retina. Expressed in𝑚𝑚

A.3 Stereo Geometry

Baseline Distance distance between principal points of two cameras, expressed in𝑚𝑚.

Working Distance distance from the front of the lens to the object under inspection, expressed here in
𝑚𝑚.

Depth Resolution the minimum distance possible between two adjacent depth values, expressed here
𝑚𝑚.
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Appendix B

PASI and PASImeter

Psoriasis Area and Severity Index represents a summary or composite score of a variety of physical signs of
psoriasis and is currently the most often cited instrument of this type. PASI is calculated using a complex
formula for rating the four body regions, viz., the head, trunk, upper extremities, and lower extremities.
For each region, the lesion area, the degree of erythema (redness), induration (thickness), and desquama-
tion (scaliness) of the plaques are determined. The scores from the regions are weighted and summed to
give a PASI score ranging from 0 – 72 as follows (Ashcroft, Po, Williams, &Griffiths, 1999; Hurriyatul et
al., 2010):

PASI =0.1 × (Rh + Th + Sh) × Ah+
0.2 × (Ru + Tu + Su) × Au+
0.3 × (Rt + Tt + St) × At+
0.4 × (Rl + Tl + Sl) × Al

Table B.1: PASI Explaination

Erythema (R)
Induration (T)
Desquamation (S)

Surface Area (A) Subscripts

Score Grade Score Grade Letter Body Region Weightage

0 None 0 None h Head 0.1
1 Mild 1 1% to 9% u Upper extremities 0.2
2 Moderate 2 10% to 29% t Trunk 0.3
3 Severe 3 30% to 49% l Lower extremities 0.4
4 Very Severe 4 50% to 69%

5 70% to 89%
6 90% to 100%
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P
Psoriasis

A
Area

S
Severity

I
Index

M
E
T
E
R

Vorgehen bei der PASI-
Berechnung
a) Die Bewertung des 
Schweregrades der 
Symptome Erythem, 
Schuppung und Infil tra
tion erfolgt getrennt nach 
den vier Körperregionen 
Kopf, Rumpf, Arme und 
Beine und lässt sich fol
gendermaßen einordnen:

b) Die Abschätzung  
der von der Psoriasis  
be fallenen Körperober
fläche erfolgt getrennt  
für die vier Körper
regionen mit folgender 
Skalenbewertung:

PASI –  
Wie wird er 
gemessen?

 Score Beteiligung

 0 Keine

 1 Mild

 2 Mittel

 3 Schwer

 4 Sehr schwer

 Score Beteiligung

 0 Keine

 1 1% bis 9%

 2 10% bis 29%

 3 30% bis 49%

 4 50% bis 69%

 5 70% bis 89%

 6 90% bis 100%

Regeln für die PASI-
Berechnung
–  Wenn möglich, sollte 

ein Patient immer von 
demselben Untersucher 
bewertet werden.

–  Postinflammatorische 
Hypo oder Hyper
pigmentierung wird als 
‚0‘ gewertet (sofern 
keine Infiltration oder 
Schuppung vorhanden 
(s. Abb.1).

–  Die ‚HandMethode‘:  
als Handfläche gilt 
die Handfläche des 
Patienten (s. Abb.2).

–  Der Hals gilt als Teil des 
Kopfes, Achseln und 
Leisten gehören zum 
Rumpf und das Gesäß 
wird den Beinen zuge
ordnet.

Berechnung des PASI 
Der PASI berechnet sich 
aus der Summe der 
Schwere der Symptome 
für eine Körperregion 
multipliziert mit dem pro
zentualen Befall dieser 
Körperregion multipliziert 
mit einem Gewichtungs
faktor für jede Region 
(Kopf: 0,1; Arme: 0,2; 
Rumpf: 0,3; Beine: 0,4). 
Die Summe der so für 
jede Körperregion erhal
tenen Zahl entspricht 
dem PASI (0 bis max. 72).  

Abb.1

Abb. 2

Erythem

1 = hellrot

2 = rot,  
aber nicht dunkelrot

3 = dunkelrot

4 = düsterrot 
(Umschlag nach violett)

Erythem Schuppung

1 = vorwiegend feine 
Schuppung auf einem  
Teil der Läsion

2 = rauere  
Schuppung auf einem 
Großteil der Läsion

3 = raue, dicke 
Schuppung auf einem 
Großteil der Läsion

4 = sehr raue, sehr 
dicke Schuppung auf 
der gesamten Läsion

Schuppung Infiltration

1 =  0,25 mm  
(mild)

2 =  0,5 mm  
(moderat)

3 =  1 mm  
(schwer)

4 =  1.25 mm  
(sehr schwer)

Kopf

1 Hand entspricht 
ca. 10%  
des Kopfes

Arme

1 Hand entspricht 
ca. 5%  
der Arme

Für die Abschät
zung des Befalls 
der einzelnen 
Körper regionen 
eignet sich die 
„Handmethode“

Rumpf

1 Hand entspricht 
ca. 3,3 %  
des Rumpfes

Beine

1 Hand entspricht 
ca. 2,5 %  
der Beine

Für die Abschät
zung des Befalls 
der einzelnen 
Körper regionen 
eignet sich die 
„Handmethode“
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Appendix C

Workpiece Drawing

This appendix provides theCADdiagramsof the designedworkpiece. Initially isometric view is presented
followed by a technical diagram.

This workpiece is designed using FreeCAD1.

Figure C.1: Isometric View of the Validation Workpiece

1https://www.freecadweb.org/
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