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ABSTRACT 

With the continuous progress and development of technology, Unmanned Aerial Vehicle (UAV) have 

been widely used in the field of surveying and mapping. UAV is able to collect high-resolution, close-

range photogrammetry data at a low cost, and the flexibility of the UAV allows it to customize the carried 

sensors according to the mission requirements. However, due to the limitation of UAV flight height, there 

is often insufficient coverage when performing photogrammetry mission in undulating terrain as 

mountainous areas, which affects quality of data set. In order to avoid insufficient coverage, the 

commonly used method in actual flight is to set the image overlap much higher than required, which 

means that the distribution of viewpoints will be denser, further causing data redundancy. In addition, 

another limitation of UAV is endurance, a common battery-powered UAV can only support a flight for 15 

to 30 minutes. Images acquired from different acquisition time may affect quality of data. Based on the 

reasons above, this research proposes a novel methodology to implement an algorithm for UAV flight 

planning in mountainous areas to filter out redundant data and design the path with shortest flight time 

under ensuring the quality of data. The Digital Surface Model (DSM) of the study area, user-defined GSD 

and overlap percentage will be used as the initial input of the algorithm. According to input parameters, 

the algorithm can calculate the position of all viewpoints in the flight mission. However, this initial dense 

viewpoint network does not show a significant improvement in accuracy or coverage. At the same time, 

intensive sampling based on this network will cause data redundancy and increase the time for both data 

acquisition and image processing. Therefore, one of the functions of the algorithm is to filter out those 

redundant images. For this purpose, principle for coverage check is proposed, that is all the points in 

study area need to be covered in at least “n” images. The filtering procedure works following this principle 

to remove those redundant images. Then, for all reserved viewpoints, using Simulated Annealing 

Algorithm (SAA) to design the optimal path with the shortest flight time. The final output of the 

algorithm is an optimal flight path composed of the position of all the points for acquiring images. The 

algorithm has been implemented in MATLAB. All the tests were performed on synthetic DSM with 

different shapes and terrain, in order to test the performance of the algorithm in different scenarios. 

 

 

 

Keywords: UAV photogrammetry; Flight path planning; Algorithm implementation; Simulated Annealing 

Algorithm; Mountainous areas 
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1. INTRODUCTION 

1.1. Motivation 

Unmanned Aerial Vehicle (UAV) is a type of aircraft without human pilot onboard. More accurately 

describe it should be Unmanned Aircraft System (UAS), which include a UAV, a ground-based controller, 

and a system of communications between the two (Gupta et al., 2019). The original aims to develop the 

UAV systems were for the military applications (Wallace et al., 2012). Nevertheless, the ability to remotely 

control an aerial vehicle is especially significant for other applications, like agriculture, transport, aerial 

photograph, etc. Due to the flexibility, high-efficiency and low-cost of UAVs (Stocker，C et al., 2019), 

their use rapidly extending to Geomatics area, such as forestry (Wallace et al., 2012), traffic monitoring 

(Heintz et al., 2007) and emergency management (Eudossiana & Planning, 2008).  

 

As no human pilot onboard, the core content of UAV flight planning is algorithm(Qu et al., 2005a). Path 

planning is considered as optimization problems in the algorithm (Castillo et al., 2007). There are many 

kinds of algorithms used for solving it, which are mainly divided into the greedy method and the heuristic 

method (Caprara et al., 1999). The greedy algorithm starts with a certain solution, which can be given or 

be constructed in a certain way, and improve it by making a few modifications. For some problems, they 

are able to find the optimal solution, while for others, they stop at the local optimal solution (Zhang et al., 

2000). In the optimization problem, when the optimal solution cannot be found, a heuristic algorithm can 

be used to find a solution close to the optimal solution. These algorithms are getting closer and closer to 

the optimal solution as they processing. In principle, if they run for an infinitely long time, they will find 

the optimal solution. Their advantage is that they can find a solution very close to the best solution in a 

short time (Lin & Kernighan, 1973). 

 

Photogrammetric, as a common technique for data acquisition in Geomatics, can be operated by UAVs. 

Since Przybilla and Wester-Ebbinghaus firstly attempted UAVs for photogrammetric applications in 1979 

(Eisenbeiss, 2004), it has been a popular measurement instrument. Particularly, in recent years, the 

combination of UAV platform and Global Navigation Satellite System (GNSS) system has greatly reduced 

the cost of UAV positioning, making it more widely used in photogrammetry. The characteristics of UAV 

photogrammetry can be summarized as follows:  

1. Rapid response capability. UAV photogrammetry usually travels at low altitudes. There are no strict 

requirements for the launching and landing sites. The preparation time for flight is short, the operation is 

simple, and the transportation is convenient;  

2. Outstanding timeliness. Traditional high-resolution satellite remote sensing data generally faces the 

problem of poor timeliness. UAV photogrammetry can be taken at any time and completed quickly in a 

short time;  

3. Limitations in study area. The flight of aerial-based photogrammetry is usually several kilometers, 

which inevitably has the effect of clouds, while UAV often fly less than 100m, with much higher image 

quality and accuracy. Due to the limitation of flight height and its endurance, the stud area of UAV 

photogrammetry is quite small;  
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4. Capabilities for fast data acquisition and modeling. UAV platform is usually equipped with a digital 

camera, which can quickly acquire very-high resolution digital images and high-precision positioning data 

for generating DEM, orthophoto, and 3D models (Díaz-Varela et al., 2015). 

With the combination of UAV photography and computer vision, the research on UAV has exponentially 

grown in recent years (Ham et al., 2016). The GNSS-equipped UAV can quickly and accurately capture 

images with very high resolution, providing high-quality data for 3D reconstruction. For different fields, 

no matter in forest monitoring (Dandois et al., 2015), indoor navigation (Wang et al., 2013), or research on 

landslide (Ruggles et al., 2016), the outputs of UAV-based on the images are always the accurate models. 

The quality of the final production generated from UAV images is not only related to image analysis 

technology, but also the flight planning at data acquisition. 

 

The main task of photogrammetry is to calculate the three-dimensional object (terrain) co-ordinates for 

any object point represented in at least two photos (Linder, 2009). Therefore, one of the most important 

parameters of photogrammetry for data quality is the images overlap. Images overlap include frontal 

overlap (with respect to the flight direction) and side overlap (between flying tracks). To ensure the 

stereoscopic coverage, and to prevent gaps from occurring in the stereoscopic coverage due to tilt, flight 

height variations, and terrain variations, the minimum frontal overlap is 60% (much higher when images 

using for 3D model). Side overlap is required in photogrammetry to prevent gaps from occurring between 

flight strips, the suggest value is 20%-40% (higher when using for 3D model). The other is Ground 

Sample Distance (GSD), which is the distance between two consecutive pixel centers measured on the 

ground. The bigger the value of the image GSD, the lower the spatial resolution of the image and the less 

visible details. Consistent GSD makes a good quality final output, otherwise there will be lots of 

distortions on the output. 

 

As the advantages of UAV platform mentioned above, UAV has become one of the most popular tools 

using for photogrammetry. The biggest difference between UAV-based photogrammetry and traditional 

aerial photogrammetry is the flight height. In traditional photogrammetry, the Area of Interest (AOI) is 

assumed to be a plane because the fluctuations of the ground are negligible compared to the flight height. 

This assumption is not valid when UAV images are considered: the flight height of UAV and the terrain 

undulations are very often of the same order of magnitude (i.e. 50-100 m), giving irregular image overlaps 

and different resolutions on the ground. As shown in Figure 1.1, in flat terrain (a), two consecutive photos 

have enough overlap, and GSD is same in both images; but in mountain area (b), due to the influence of 

terrain fluctuations, some overlapping between two images decrease, resulting in some points that cannot 

be observed in two images. In the case where all other parameters are the same, the higher the flight 

height means the larger GSD but smaller resolution. It can be found that GSD2 in (b) is smaller than 

GSD1 in (a), due to the different distance from drone to ground caused by terrain. All these problems 

affect the final quality of the photogrammetric outputs. Insufficient overlap leads to the lack of some 

points during data processing, which will affect image stitching and stereo mapping. Different GSD in 

images acquired from the same flight mission result in difficulties in automated tie-points matching, 

increasing the difficulty of feature extraction, finally affect the quality of output. What’s worse, if the GSD 

is very different or overlapping missing too much, the automated tie-point extraction may fail, resulting in 

an unsuccessful generation of models. 
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(a)                                                                           (b) 

Figure1. 1 The influence of terrain on UAV photogrammetry (a. flat area   

b. mountain area) 

 

The flight plan is defined as “a time-ordered list of orders that a drone has to complete to fulfil the 

designed mission (i.e. take off, go to a waypoint, then hover to take a picture, then reach a second 

waypoint, then hover again to take a picture, finally land), while a trajectory is defined through the time-

sampled dynamic state variation of the drone along time” (Besada et al., 2018), which include a number of 

viewpoints where the images will be captured. In field applications, in order to ensure the quality of the 

results, researchers often generate a denser viewpoints network, which means a higher image overlap. For 

example, in a research using UAV for geological mapping in Rodoretto Valley, Northwest Italian Alps, the 

authors set 80% image overlap in both frontal and side overlap (Piras et al., 2017a) , and another research 

using UAV photogrammetry for glacier monitoring in Switzerland, the overlap was taken as 80% 

(Baltsavias et al., 2001). These dense viewpoints will cause the redundant data, which increases the flight as 

well as the time of the subsequent image analyzing without improving accuracy or coverage (Alsadik, 

2014). Furthermore, another challenge for UAV photogrammetry is energy. The battery-operated UAVs 

can typically support a flight between 15 to 30 minutes (Morbidi et al., 2016) and it is far from enough, 

obviously. Hence, it is necessary to find the minimum number of images to ensure the image overlap and 

the most efficient path during flight in mountainous areas. 

 

In the field of geoinformatics, high-quality data can often provide products with high precision, high 

resolution and closer to the real situation. The generation of high-quality digital geographic products is not 

only related to the technology of data processing, but also depends on the method of data collection. This 

thesis attempts to study how to efficiently collect high-quality datasets using UAV as a platform in 

photogrammetry. 

 

According to what mentioned above, this research attempts to develop an algorithm which could optimize 

UAV flight plan for acquiring images using for generating orthophoto, point cloud or 3D model in 

mountainous areas. The approximate Digital Surface Model (DSM) of an unknown mountainous area will 

be taken as the initial input for the algorithm. From the DSM, based on the GSD and image overlap 

required by user, the algorithm will compute the location of all viewpoints for the flight mission. Then, the 

algorithm will remove those redundant images to find the minimum number of images that can well-cover 

the input DSM. Finally, the algorithm will design an optimal flight path. The output of the algorithm will 

be an optimal flight path composed of the position of all the points for acquiring images. 
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1.2. Problem Statment 

As UAV joint photogrammetry as a new platform, related technologies and concepts are also need to be 

updated. UAVs have the ability to perform efficient, flexible, and low-cost data acquisition, but they also 

face a number of challenges, such as poor endurance, limited measurement range, large impact by weather, 

and quality of results strongly affected by terrain, etc. As mentioned in section 1.1, the relief of terrain may 

cause problems with insufficient image overlap and different GSD in images, affecting the quality of final 

outputs. In order to eliminate the influence of terrain in the mountainous areas, ensuring the quality of 

data, the image overlap in real flight will often be much higher than suggested, which lead to a redundant 

data, increasing the time in both flight and data processing. And due to the limitation of battery life of 

UAV, it cannot fly for a long time. Thus, an efficient flight planning is needed to complete flight missions 

with the shortest flight time of UAV. In order to acquire high quality UAV images, this research attempts 

to develop an algorithm which could optimize UAV flight plan for acquiring images using for generating 

orthophoto, points cloud or 3D model in mountainous areas. The algorithm is able to compute location 

of viewpoints, filter redundant images and design optimal flight path. 

 

1.3. Research Objective and Questions 

1.3.1. Research objective  

The main objective of this research is to implement an algorithm for UAV flight planning in mountainous 

areas to ensure the quality of final productions like orthophoto, point cloud or 3D model. The algorithm 

will take DSM of the Area of Interest (AOI) as input. Since the AOI is no longer a flat plane, in order to 

minimize the impact of the terrain, the gradient and elevation information in the area are calculated from 

the DSM, combined with the GSD requested by user, to calculate the relative flight height above the 

ground to eliminate the inconsistent GSD caused by the terrain fluctuation. Then the algorithm will 

compute the dense viewpoints network for image capturing, and have ability to filter out redundant 

images to minimize the number of images. After that, the algorithm will calculate an optimal flight path. 

The final output of the algorithm is an optimal flight path composed of the position of all the points for 

acquiring images. 

 

1.3.2. Research questions  

The main objective is divided into the following sub-objectives with corresponding research questions: 

 

Sub-objective 1: The synthetic DSM need to be generated as AOI. 

Corresponding questions:  

What are the advantages of using synthetic data?  
What type of DSM is suitable for this research? 
What is the best method for generating synthetic DSM? 

 

Sub-objective 2: The algorithm should design a dense viewpoints network using for image acquisition 

which will assure the full coverage on the DSM. 

Corresponding questions:  

What is the best overlap for the viewpoints network?  
How to evaluate the coverage of the network? 
How to reduce the influence of terrain on quality of results in mountainous? 
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Sub-objective 3: The algorithm should minimize the number of images by filtering out redundant data 

Corresponding questions:  

How to define the redundant data? 
What is the best method to remove redundant data? 
How to evaluate the completeness of the dataset after filter? 

 

Sub-objective 4: The algorithm should design the optimal flight path to complete flight mission in the 

most efficient way. 

Corresponding questions:  

How to define the optimal flight path?  
The shortest flight distance or the shortest flight time? 
What is the best method to design the flight path? 

 

Sub-objective 5: The performance of the algorithm needs to be tested in different scenarios to ensure the 

quality of the flight mission. 

Corresponding questions:  

How to evaluate the results of the algorithm?  
How to build different test scenarios? 

 

1.4. Novelty 

Previous research on the use of UAV photogrammetry in mountainous areas to ensure the quality of 

output products by increasing the image overlap. Due to the undulating terrain of the mountains, the 

results of these researches will be more or less errors. At the same time, higher overlap refers to more 

images. Redundant images will increase flight time during data acquisition as well as the time for data 

analyzing. Additionally, limited by the endurance of the UAV, it is not possible to perform the flight 

mission for a very long time. From literatures what has already reviewed, most of the existing research 

focuses on the quality of data, the high resolution of the results, and the efficiency and accuracy of data 

processing, and there is a lack of research on the efficiency of image acquisition by drones. Thus, the 

proposed study aims to present a novel algorithm for UAV photogrammetry, which could automatically 

design flight plan in mountainous areas, optimize the minimum number of images and the most efficient 

flight path. 

 

1.5. Data and Software 

As this research does not focus on analyzing or extracting information based on existing data, but the 

general algorithm of data acquisition and all the work is done in a virtual environment through 

programming, so there is no requirement for data. 

The code for the entire process was done in MATLAB R2019a. This was preferred since the study 

involved many matrix data to process. This also had the advantage of having numerous tools for image 

processing and in-built functions which became handy at times. Visualization of the data and results were 

easier to perform using these in-built functions and tools. 
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2. LITERATURE REVIEW 

2.1. UAV photogrammetry 

The developments of using UAV as a new aerial platform for data acquisition has been widely used in 

various fields because it can provide high-precision and high-resolution data sets (Colomina & Molina, 

2014). Based on these centimeter-accurate digital models generated from UAV images, some research on 

subtle changes in the ground surface has been carried out. For example, a study in Morocco used high-

accuracy DTMs generated from drone images and orthophotos to quantify soil erosion in the area 

(D’Oleire-Oltmanns et al., 2012); Peter et al. (2014) used UAV remote sensing data to evaluate the 

protective effect of land levelling measures on soil erosion; Stöcker et al.,(2015) combined the UAV 

images with additional terrestrial images and successfully generated the 3D model of the gully with a slope 

gradients of 50°-60° and 0.5 cm accuracy. 

 

Another application for UAV photogrammetry is in mine areas. Esposito et al. (2017) use the Multiscale 

Model to Model Cloud Comparison (M3C2) tool from Software CloudCompare to compare the two point 

clouds data taken at different times. Calculating the excavated volume of mineral resources during two 

surveys based on the distance between two clouds. Hu et al. (2017). set up an evaluation system of using 

UAV for remote monitoring land reclamation in mining area, proposed that UAV technology is available 

for information investigation, geological hazard and pollution monitoring, land reclamation and ecological 

plan, reclamation acceptance and evaluation in mining area. 

 

Based on the timeliness of UAV, Shunhai & Yao (2014) proposed a solution to the monitoring problem 

of land consolidation, using orthophotos produced by UAV photogrammetry to achieve short-term and 

comprehensive detection of construction areas.  

 

There are many papers on terrain acquisition using UAV system. For angle constrained terrain mapping 

(Sujit et al., 2013), the authors implement a route planning algorithm that can determine efficient paths 

taking kinematic constraints of the vehicle and the angle of arrival. And for geological mapping (Piras et 

al., 2017b), a dense DSM (DDSM) and orthophoto were produced by the high resolution (4cm) 

photogrammetric acquisition images. 

 

Some authors focus on UAV photogrammetry technology. Gülch (2012) built the Personal Aerial 

Mapping System (PAMS) consisting of a small fixed-wing UAV and a digital camera for DTM/DSM and 

orthophoto generation. Harwin & Lucieer (2012) proposed the combination of photogrammetry and 

computer vision, using detailed images captured from micro-UAV and multi-view stereopsis (MVS) 

technique to generate the dense point cloud which is able to monitoring sub-decimeter terrain change. 

Gruen et al. (2012) proposed a method for generating 3D models of historical buildings. First generate 

DTM based on the satellite image, and use the drone image to refine it into a high-resolution 3D model. 
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2.2. UAV flight plan 

Path planning refers to a moving objective in a working environment with obstacles, given a starting point 

and an end point to find a most suitable path of movement, and moving the objective along the path can 

safely avoid the threat of obstacles. Path planning technology has a wide range of applications in many 

fields, such as automatic obstacle avoidance and penetration flight of UAVs; The missile avoids radar 

search, prevents being attacked, and completes the fixed-point blasting mission; Real-time road planning 

and navigation based on GNSS and Geographic Information System (GIS); Road network planning tasks 

during city construction; Distribution of transportation vehicles in logistics management systems and 

routing distribution in the field of communication technology. In a word, the planning problem about the 

topology of the point-line network can be solved based on the path planning method (Tsardoulias et al., 

2016). 

 

Since the poor endurance of UAV. There are many researches on UAV flight path optimization focuses 

on energy consumption. E-Spiral algorithm, implementing for accurate photogrammetry which considers 

the camera sensor and the flight height to ensure the overlapping of the flight mission, reducing energy 

consumption by using an energy model to set different optimal speeds for straight segments of the path 

(Cabreira et al., 2018). A survey on the minimum energy cost for irregular area for UAVs flight planning 

(Cabreira et al., 2019) proposed a Grid-based method solve the Cover Path Planning (CPP) problem in 

irregular-shaped areas, which the approach was able to save up to 17% of energy in real flight 

experiments. 

 

Numerous studies focus on the optimization of flight path, like using Genetic Algorithms (Qu et al., 

2005b) to get the optimal solution of flight path; Some research regraded flight planning as a classic 

optimization problem, the traveling salesman problem (TSP), and solved the problem by heuristic 

algorithms like Evolutionary Algorithms (EA) (Ólafsson, 2006), or Ant Colony Optimization (ACO) (C. 

Zhang et al., 2010). In (Li et al., 2011), authors transformed the problem from CPP for a convex polygon 

into width calculation of the convex polygon. Then developed an enhanced exact cellular decomposition 

method to find the flight path with the least number of turns. An accelerated A* (AA*) algorithm 

improved by removing the trade-off between the speed and the precision by introducing the adaptive 

sampling, significantly speeding up the calculation process (Sislak et al., 2009). In (Yang & Kapila, 2002), 

authors developed a 2D optimal path planning by simplified the problem from optimal path to parameter 

optimization, satisfying the UAV kinematic constraints and vector calculus. In other research (Ambrosino 

et al., 2009), an algorithm for generating 3D paths and tracking is proposed. The algorithm is able to 

satisfy any tracking form start point to end point at a given position and velocity. Keller et al. (2017) 

proposes an algorithm that combines image search technology with spline method, in order to solve the 

problem that the integrated sensors in the UAV system cannot meet the multipath planning in complex 

situations. The algorithm can continue to provide a feasible path for drones in more complex situations. 

Phung et al. (2017) proposes an enhanced discrete particle swarm optimization algorithm for improving 

the efficiency of solving the traveling salesman problem in UAV trajectory. 

 

As a classic algorithm for solving TSP problems, Simulated Annealing Algorithm (SAA) is widely used for 

UAV flight planning. In (Turker et al., 2016), authors develop parallel SAA based on SAA, successfully 

solved the flight path planning for multiple UAVs. In a study of searching for the shortest UAV flight 

path while avoiding obstacles (Meng & Xin, 2010), The author incorporate Metropolis acceptance criteria 

of simulated annealing algorithm into genetic algorithm, compressed code space while getting a better 

flight path. Turker et al. (2015) using Simulated Annealing (SA) algorithm to obtain nearly optimal path 
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under regular circular radar threats in 2D environment. Behnck et al. (2015) used simulated annealing 

algorithm to solve the path planning problem of a group of small drones in cooperative flight, which is 

regarded as a multiple travel salesman problem 

 

Several studies have focused on the problem of data redundancy caused by intensive sampling of UAV. In 

(Liu et al., 2019), authors proposed an optimal UAV data collection trajectory (OUDCT) scheme based on 

the matrix completion using to efficiently collect information in AOI. The OUDCT scheme can reduce 

extra data by 50%-52% while save the flight time by 17%. 

 

Based on the literatures have been reviewed, UAV photogrammetry has been widely used in various fields. 

But research for UAV path planning mostly focuses on avoiding obstacles, improving the safety of flight 

path, and cooperative flight of multiple UAVs. Most research on UAV photogrammetry path planning 

focuses on the quality and resolution of the acquired data sets, and few studies focus on the data 

redundancy caused by intensive sampling of UAV photogrammetry. 
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3. METHODOLOGY 

The key processes involved in this research are detailed in this chapter, as shown in Figure 3.1. The 

methods used for solving the specific problem will be introduced in following sections. In general, it starts 

from the generation of synthetic DSM as study area. Based on the created DSM, generating a dense 

viewpoints network for UAV photogrammetry. Then, some of viewpoints in network, whose captured 

image identified as redundant data will be removed from network. Finally, an optimal flight path for UAV 

to visit all retained viewpoints will be designed for image acquisition. 

 

 
Figure3. 1 Genera overview of steps in methodology 

3.1. Generation of synthetic terrain 

Considering the generality of the algorithm required in this research, all the development and testing in 

Chapter 4 are based on the synthetic digital three-dimensional terrain model. The purpose of this section 

is to provide some methods for generating synthetic models, which mainly including continuous function 

models and interpolation. The advantage of these methods is that it can quickly and conveniently generate 

three-dimensional terrain models of different sizes and shapes, which greatly realizes the diversity and 

complexity of the terrain in the study area and enriches the test data samples. It is convenient to test the 

performance of the algorithm in different environments. 

 

Interpolation refers to interpolating continuous functions on the basis of discrete data, so that this 

continuous curve passes through all given discrete data points. Interpolation is an important method for 

approximating discrete functions. It can be used to estimate the approximate value of the function at 

other points through the function at finite points. In this study, by defining the elevation values of some 

points in the study area, combined with the interpolation function in MATLAB, the interpolation work is 

completed and the undulating terrain model is generated. 

 

The undulations of terrain can be described by mathematical models. For example, Equation (1) is 

exponential function, and Equation (2) is probability density function of binary Gaussian distribution. 
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                                 z(𝑥, 𝑦) = ∑ ℎ𝑖exp⁡[− (
𝑥−𝑥𝑖

𝑥𝑠𝑖
)
2

− (
𝑦−𝑦𝑖

𝑦𝑠𝑖
)
2

]𝑛
𝑖=1  (1) 

Where, z(𝑥, 𝑦) refers to elevation value at this point in the study area; 

  (𝑥𝑖, 𝑦𝑖) refers to the center coordinate of peak i; 

  ℎ𝑖 refers to terrain parameters; 

  𝑥𝑠𝑖 , 𝑦𝑠𝑖 refers to attenuation of peak i along the x-axis and y-axis; 

  n refers to number of peaks 

 

           𝑧 = ⁡3(1 − 𝑥)2𝑒−𝑥
2−(𝑦+1)2 − 10 (

1

5
𝑥 − 𝑥3 − 𝑦5) 𝑒−𝑥

2−𝑦2 −
1

3
𝑒−(𝑥+1)

2−𝑦2 (2) 

                                    Where, 𝑥, 𝑦 refers to the coordinate of point 

                                             ⁡𝑧 refers to elevation value at this point 

  

3.2. Dense viewpoint network design 

In order to fully cover the AOI, a dense network of viewpoints will be designed firstly. The main process 

of design is shown in Figure 3.2. Some related parameters for designing viewpoints network are shown in 

Table 3.1. Since the camera model cannot be determined, the camera interior parameters cannot be 

defined. Instead, the input for the network design is the user’s requirement of overlap percentage, flight 

height, the angle α between the viewpoint and the edge of the image in the vertical direction and 

approximate DSM of the AOI. Angle α is used to determine the range of the terrain model covered by the 

image taken at this viewpoint (Figure 3.3), including a total of two angles one for the frontal direction and 

the other for side direction, defined as α1 and α2 respectively. This angle could also be calculated by 

Equation (3) if the input data is GSD and focal length and image size. Flight height (H) should have been 

calculated in Equation (4) but directly given. In this research, the flight attitude of the UAV is a fixed flight 

height during flight mission. The relative flight height (H’) equals the flight height (H) minus ground 

elevation (h). The number of images could be calculated by baseline length (Lb), gotten from Equation (5), 

while the number of strips could be calculated by the strip intervals (Ls), calculated by Equation (6). 

Because the camera parameters are not defined, Equation (5) and (6) need to be rewritten as (7) and (8), 

replacing the focal length and image size with angle α. Based on these information above, the final result is 

a network of all viewpoints with their coordinates. 
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Figure3. 2 Flowchart for dense viewpoint design 

 

Table3. 1 parameters for UAV photogrammetry 

Type of  parameter Name Symbol 

Flight parameters Flight height H 

Flight speed V 

Flight time T 

Baseline length Lb 

Strip intervals L𝑠 

Camera parameters focal length ƒ 

Pixel size a 

Camera rotation Ω, Φ, Κ 

Image size CA ∗ CD 

Performance parameters Along track overlap A 

Across track overlap D 

Ground sample distance GSD 

Ground parameters Ground elevation h 

Gradient G 
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Figure3. 3 Diagram of angle α 

 

                                             tan α =
1

2
GSD · C/H (3) 

                Where, α refers to angle between the viewpoint and the edge of  

         the image in the vertical direction; 

                  GSD refers to ground sample distance; 

                    C refers to image size; 

                     H refers to flight height 

 

                                             H =⁡
ƒ⁡⁡∗⁡⁡GSD

a
     (4) 

                                         Where, H refers to flight height 

                                                     ƒ refers to focal length 

                                                     a refers to pixel size 

 

Baseline length refers to the distance of lens between two consecutive shutters, can be calculated by the 

formula: 

 

                                             Lb =⁡
(1−A)⁡∗⁡H⁡∗⁡CA

ƒ
     (5) 

                                          Where,  Lb  refers to baseline length 

                                                       A   refers to along track overlap 

                             H   refers to flight height 

                             CA  refers to image size along the strip 

                                                       ƒ   refers to focal length 

 

Strip intervals refers to the distance two adjacent strips, can be calculated by the formula: 

 

                                             Ls =⁡
(1−D)⁡∗⁡H⁡∗⁡CD

ƒ
     (6) 

                                          Where,  Ls  refers to strip intervals 

                                                       D   refers to across track overlap 

                                                       H   refers to flight height 

                                                       CD  refers to image size across the strip 

                                                        ƒ   refers to focal length 
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                                            Lb = 2(1 − A) ∗ H ∗ tanα1⁡  (7) 

                                          Where,  Lb  refers to baseline length 

                                                       A   refers to along track overlap 

                                                       H   refers to flight height 

                                                       α1  refers to the angle between the line from the 

viewpoint to the edge of the image and the normal 

 in the flight orientation. 

 

                                            Ls = 2(1 − D) ∗ H ∗ tanα2⁡  (8) 

                                          Where,  Ls  refers to strip intervals 

                                                       D   refers to across track overlap 

                                                       H   refers to flight height 

                                                       α2  refers to the angle between the line from the 

viewpoint to the edge of the image and the normal 

 across the flight orientation. 

 

The exterior orientation parameters for camera network were defined as follows. Omega (Ω) value for the 

quadcopter usually ranges from 0° to 90°. Ω value equals 0° refers to the camera is nadir to the ground 

while directly looking at horizon if it is 90°. This research only considered nadir view, so the value of Ω is 

always 0°. Phi (Φ) is defined based on the orientation of the facades to look in direction, it is also 

0° for nadir view in the research. For the quadcopter that uses gimbal, Kappa (Κ) is 0°. 

3.3. Filter redundant images 

The principle of visibility check is to confirm whether all the points in study area were covered in at least n 

(natural numbers greater than 3) images. The dense viewpoint network generated in Section 3.2 does not 

show a significant improvement in accuracy or coverage, but also increases time in both data acquisition 

and image analyzing. Therefore, this study attempts to optimize the number of viewpoints, completing the 

flight mission with the minimum number of viewpoints while ensuring the quality of the data. We define 

that if an image in the dataset is deleted, the remaining images can still ensure that all points on the DSM 

of the can be observed by at least “n” images, then the deleted image is redundant data and can be 

removed, otherwise it will be preserved. By comparing the results of random deletion of an image, it is 

determined whether the image is redundant data. The specific process is shown in Figure 3.4 and 

explained below: 
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Figure3. 4 The workflow for removing redundant images 

1. Definition of input data. The input data are approximate DSM of the AOI, flight height H, angleα1 

and α2, and all the viewpoints with their coordinate. Assuming that the size of DSM is 𝑙 × 𝑤, the 

number of images is 𝑖. Creating a cell matrix (StateM) of size 𝑙 × 𝑤 × 𝑖 to represent the data set, each 
sub-matrix in it represents an image. 

2. Coverage check. For each sub-matrix, the coverage area of the image on the synthetic DSM is 
determined by Equation (9) according to the given values of angle α1, α2 and flight height H. The value 
in the area covered by the image is 1, and 0 for outside the coverage area (Figure 3.5). In order to 
eliminate the influence of terrain on the coverage to the greatest extent, the relative flight height (the 
difference between the flight height and the ground elevation at this viewpoint) is used instead of the 
flight height for the calculation of the coverage area. 
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                                            R = 2 tanα · (H − h) (9) 
                                          Where, R refers to the range of coverage area for images; 
                                                           α refers to angle between the viewpoint and the edge of  

                                                           the image in the vertical direction; 

                                                      H refers to flight height; 
                                                      h refers to elevation at this point 
 

 
Figure3. 5 Diagram of image coverage 

 

3. Sum all the sub-matrixes in the cell matrix “StateM” to get a new matrix (test), the size of the matrix 

“test” is equal to the DSM (𝑙 × 𝑤), and each position in the matrix corresponds to the same position 
in DSM. The value of each position in the matrix represents the number of observation times for the 
corresponding position in the DSM. According to this matrix “test”, the coverage of the entire study 
area was tested. 

4. Redundant images filtering. A sub-matrix is randomly deleted from the cell matrix “StateM”, and all 
the remaining sub-matrixes are summed to obtain a new matrix (temp). Retrieve the position of all 
unequal elements in the matrix “test” and “temp”, that is, the range covered by the randomly deleted 
images. If all the values in the retrieved positions of matrix “temp” is greater than or equal to n (the 
minimum number of visible times), then the image corresponding to the deleted sub-matrix is a 
redundant image, delete both the sub-matrix and its corresponding viewpoint.  

5. The loop will end after 300 consecutive times without deleting any image, and the result is viewpoints 
corresponding to the retained images after filtering. 

 

3.4. Flight path design 

As mentioned in the Chapter 1, due to the limitation of endurance, the UAV cannot fly for a long time. 

Therefore, this research purposes to design an optimal UAV flight path. Whether it is the shortest flight 

path or the shortest flight time, it is a reflection of the working efficiency of the UAV. However, 

compared to the flight distance, the flight time is closer to the state of the drone in actual flight, because 

when the drone turns, the flight distance will not increase but will consume time. Therefore, this study will 

use flight time as a constraint to design the optimal flight path of the UAV.  

 

Based on the known coordinates of all the viewpoints after filtered, the flight plan can be described as a 

classic Traveling Salesman Problem (TSP) , that is, the UAV take off from the starting point, flies over 

each viewpoint only once and then returns to the starting point, how to design the flight path to minimize 

the total flight time of the UAV (Agatz et al., 2018). The TSP problem is a complete NP problem for the 

algorithm, that is, the worst-case time complexity increases exponentially with the increase of the problem 

size (Kirkpatrick & Selman, 1994). Currently, there is no effective traditional algorithm. Optimal solution 

calculation of the flight path requires the use of intelligent algorithms.  
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Simulated Annealing Algorithm (SAA) is an adaptation of the Monte-Carlo method (Metropolis et al., 

1953), using for approximating the global optimum of a given function. It is a metaheuristic and often 

used in searching global optimization in a large discrete space. Due to the inherent limitations of 

traditional methods, many difficulties are encountered in dealing with TSP problems. Simulated annealing 

algorithm is an adaptive heuristic probabilistic search algorithm with multiple iterations. This algorithm 

provides a more scientific framework and an effective way to deal with TSP problems. When the 

simulated annealing algorithm is used to solve different forms of nonlinear problems, the global optimal 

solution can be obtained with greater probability. 

 

The characteristic of the simulated annealing algorithm is that when looking for the optimal solution, it 

will not only accept a better solution, but also a probability to accept a worse solution (Dueck & Scheuer, 

1990). This is used to jump out of the local optimal solution to find the global optimal solution 

(Figure3.6). The simulated annealing algorithm is inspired by materials science (Dai et al., 2013). Metal 

atoms at high temperature contain a lot of energy and have the ability to move and recombine randomly. 

As the temperature gradually decreases (annealing), this ability also decreases. When solving TSP, this 

feature will be considered as the possibility of accepting a worse solution. Therefore, the control 

parameters are the initial temperature, the end temperature, the cooling rate and the length of chain. The 

algorithm starts from the initial temperature, cools to the end temperature at the cooling rate, calculates 

the solution at each temperature with the iteration times equals length of chain, and finds the global 

optimal solution (McKendall et al., 2006), which is the flight path with the shortest flight time of the drone 

in this study. The input parameter of the algorithm at this stage is the viewpoint network after the 

redundant data filtering, and the output result is the flight path of the drone with the shortest flight time. 
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Figure3. 6 workflow for SAA 

 

In order to reduce the calculation of the algorithm, the flight distance from each viewpoint to all the 

others will be calculated in advance. Figure 3.7 is the flow chart of the distance matrix calculation. The 
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input is the position of all viewpoints, and the output is a matrix of distances from each viewpoint to all 

the others. 

 

Figure3. 7 Workflow for Distance matrix 

 

The realization process of the simulated annealing method in this study is as follows: 

(1) Initialization: Define a sufficiently large initial temperatureT0 and a sufficiently small end temperature 

Te, let the current temperature T = T0, the flight time under the conventional path as the initial solution 

S1, determine the length of chain L of the Metropolis criterion, that is, the number of iterations at each 

current temperature. 

(2) At the current temperature T, within the range of k = 1, 2, ..., L, repeat steps 3~6. 

(3) Based on the current solution S1, a new solution S2 is obtained by choosing two points that are close 

to each other but not continuous in the flight sequence, insert the back point behind the other one. 
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(4) Calculate the increment of S2, 𝑑𝑓 = 𝑓(S2) − 𝑓(S1), where 𝑓(𝑆) is the cost function. 

(5) If 𝑑𝑓 < 0, accept S2 as the new current solution, S1 = S2; otherwise, randomly generate a number 

‘rand’ uniformly distributed on (0, 1) and compare it with the acceptance probability exp⁡(−d𝑓/T) at the 

current temperature T (Equation 10), if exp(−𝑑𝑓/𝑇) > rand, accept S2 as the new current solution, 

S1 = S2; otherwise keep the current solution S1. 

(6) Store the result S1 at current temperature and cooling down. Reset S1 equals conventional path. And 

back to step (2). 

(7) End the loop when T = Te, take the minimal value of all the stored S1 as the optimal solution, end the 

program. 

𝑃 = {
1⁡,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡∆𝐸 < 0⁡

𝑒𝑥𝑝 (−
∆𝐸

𝑇
),⁡⁡⁡⁡⁡∆𝐸 ≥ 0⁡

 (10) 

 

This research modified the algorithm to make it more suitable for the flight path planning of UAV 

photogrammetry: 

1. Solutions are no longer randomly generated. For initial solution S1, we use the conventional strip by 

strip path in photogrammetry, the flight trajectory looks like the letter “S”. When generating new solution 

S2, choose two points that are close to each other but not continuous in the flight sequence, insert the 

back point behind the other one. 

2. The solution at the current temperature is no longer the initial solution for the next iteration. After each 

iteration, record the solution at the current temperature, and then reset the initial solution to the 

conventional strip by strip path at the start of the algorithm using for the next iteration. The output of 

algorithm will be a set of S1 under different temperatures because of this improvement, and taking the 

minimum one as the optimal solution. 

3. Increase the amount of calculations at each temperature, which is, the length of chain. Since the initial 

solution always be reset after each iteration, the calculation times in iterations need to be increased to 

ensure the accuracy of the results. 

4. The end point is no longer fixed, the algorithm allows any point in the path to be the end point. 

 

All these settings are because the traditional strip by strip flight path has already been an effective solution. 

In order to reduce the calculation amount of the algorithm, the optimization of the flight path is based on 

the traditional path to find a better result. 
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4. RESULTS 

In this chapter, we created five scenarios with different DSM, percentage of overlap, etc. The results of 

each step under different situations involved in the research are detailed. All the key processes introduced 

in Chapter 3 were carried out step by step for different scenarios. 

 

4.1. Generation of synthetic terrain 

Figure 4.1 shows the synthetic DSM, which is using for test performance of the algorithm under five 

different scenarios. The size of Scenario Ⅰ, Ⅱ, and Ⅲ are 600×600m, as shown in Figure 4.1 (a), (b) and 

(c). Scenario Ⅰ is a flat ground to represent the standard environment. The peaks of Scenario Ⅱ are 

described by Equation (2), which can be directly realized by “peak” function in MATLAB. And the 

generation of Scenario Ⅲ is based on the Cubic Spline Interpolation method, which calculating elevation 

value in the study area from the value set at some points. These three scenarios are used to test the results 

of the algorithm under different terrain models. Scenario Ⅳ and Ⅴ have the same DSM, the size is 

800m×400m (Figure 4.1 d). With the help of the mathematical model (Equation 1), by setting the 

parameters (Table 4.1) to determine the number of mountains and its height, center position and slope. 

The result shows the construction of mountains with different numbers, different elevations and slopes in 

a virtual environment. The above two scenarios are used to test the result if the minimum observed times 

for points on the DSM (“n” value in Chapter 3) is changed. 

  
                                           (a)                                                                            (b) 

 
(c) 
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(d) 

Figure4. 1 Synthetic DSM (a. Scenario Ⅰ b. Scenario Ⅱ c. Scenario Ⅲ d. Scenario Ⅳ and Ⅴ) 

 

Table4. 1 Terrain parameters for Scenario 

Parameters Value 

n 7 

ℎ𝑖 35; 35; 40; 33; 37; 29; 37 

(𝑥𝑖 , 𝑦𝑖) 
(200,100); (90,600); (260,490); (300,550); (300,700); 

(350,350); (80,300) 

𝑥𝑠𝑖 130; 85; 50; 42 ;37; 70; 50 

𝑦𝑠𝑖 70; 55; 39; 34; 90; 56; 80 

 

4.2. Dense viewpoint network design 

The input parameters for network design is overlap percentage, flight height, angle α1 and α2, and 

approximate DSM of the AOI. The settings of input parameters are listed in Table 4. Based on the given 

input parameters, the baseline length and the strip interval are calculated according to Equation (7) and 

(8). respectively, and combined with the coordinates of the initial viewpoint, a densely distributed 

viewpoint network within the study area is obtained (Figure 4.2). The number of viewpoints for different 

scenarios are shown in Table 4.2. As using same input parameters, the dense viewpoint networks for 

Scenario Ⅰ, Ⅱ and Ⅲ are the same, as well as Scenario Ⅳ and Ⅴ. 

 

 

Table4. 2 Input parameters and results for dense viewpoints network generation 

Parameters and results Scenario Ⅰ, Ⅱ and Ⅲ Scenario Ⅳ and Ⅴ 

Overlap (frontal/side) 90%/70% 80%/50% 

Flight height H 70m 70m 

α1 38.5665° 45° 

α2 38.5665° 30° 

Number of  viewpoints 779 319 
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                                           (a)                                                                            (b) 

 
(c) 

 
(d) 

Figure4. 2 Dense viewpoint network distribution (a. Scenario Ⅰ b. Scenario Ⅱ c. Scenario Ⅲ  

d. Scenario Ⅳ and Ⅴ) 
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Coverage check for the first four scenarios, we defined that all the points in the created synthetic terrain 

are covered by at least 3 images to ensure that the group of images can be successfully used in the creation 

of the final digital products. That is, if an image in the dataset is deleted, the remaining images can still 

ensure that all points on the DSM can be observed by at least three images, then the deleted image is 

redundant data and can be removed, otherwise it will be preserved. Based on the definition above and 

coverage check method mentioned in Section 3.2, the results of coverage check before filtering are shown 

in Figure 4.3. In addition to the inevitable lack of coverage at the edge, all points in the study area for the 

first four scenarios were observed by at least 3 times, meeting the requirements of full coverage. But due 

to the coverage range of images is much smaller in mountainous areas, it will have less visible times in 

these areas, like Figure 4.3 (c) and (d). And for Scenario Ⅴ, the minimum visible times is defined as 4, 

there will be some areas that are not completely covered (Figure 4. d). It means that the overlap 

percentage is insufficient. 

 

 
                                           (a)                                                                            (b) 

 
(c) 



OPTIMIZATION OF UAV FLIGHT PLANS IN DIFFCULT LANDSCAPES 

25 

 
(d) 

Figure4. 3 Coverage check before filter (a. Scenario Ⅰ b. Scenario Ⅱ c. Scenario Ⅲ  

d. Scenario Ⅳ and Ⅴ) 

 

4.3. Filter redundant images 

The processes of redundant images filtering followed the methods mentioned in Section 3.3. Decline in 

the number of viewpoints and data size for different scenarios are listed in Table 4.3 And the distributions 

of retained viewpoints are shown in Figure4.4. 

 

Table4. 3 Comparison of filter result 

 overlap/% Data size 

  before after decrease/% 

Scenario Ⅰ 90/70 779 155 80.1 

Scenario Ⅱ 90/70 779 166 78.69 

Scenario Ⅲ 90/70 779 185 76.25 

Scenario Ⅳ 80/50 319 224 23.51 

Scenario Ⅴ 80/50 319 305 4.39 

 
                                           (a)                                                                            (b) 
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(c) 

 
(d) 

 
(e) 

Figure4. 4 Results for redundant data filtering (a. Scenario Ⅰ b. Scenario Ⅱ  

c. Scenario Ⅲ d. Scenario Ⅳ e. Scenario Ⅴ) 
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Coverage check was performed on all the retained images again (Figure 4.5). In addition to the inevitable 

lack of coverage at the edge, all points in the study area for the first four scenarios were observed by at 

least 3 times, which still met the full coverage requirements. As for Scenario Ⅴ, except for those areas that 

were not completely covered in Section 4.2, no new areas were added. 

 

 
                                           (a)                                                                            (b) 

 
(c) 

 
(d) 
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(e) 

Figure4. 5 Coverage check after filter (a. Scenario Ⅰ b. Scenario Ⅱ  

c. Scenario Ⅲ d. Scenario Ⅳ e. Scenario Ⅴ) 

 

4.4. Flight path design 

In the process of UAV photogrammetry, the traditional strip by strip is generally adopted. Here we take 

Scenario Ⅳ as example (Figure 4.6), The UAV performs flight mission in the order from the smallest to 

the largest in the figure, starting from point 1 and passing through all target points to reach the end point 

244. The time to perform the mission under this path will be used for comparison and analysis with the 

result of the shortest flight time path obtained in this research. In order to reduce the amount of 

calculation of the algorithm and avoid some unnecessary calculations, the path planning in this research is 

based on the optimization of the conventional strip by strip path to find a new path with a shorter flight 

time. 

 

 
Figure4. 6 Traditional flight path as initial solution for SAA 

 



OPTIMIZATION OF UAV FLIGHT PLANS IN DIFFCULT LANDSCAPES 

29 

In this study, the control parameter settings of the simulated annealing algorithm are shown in Table 4.4. 

Table4. 4 Control parameter setting 

parameters value 

Initial temperature⁡T0 2000 

End temperature⁡Te 10-4 

Length of  chain L 60000 

Cooling down rate q 0.95 

 

During the operation of the algorithm, it is assumed that the running attitude of the UAV is a uniform 

linear motion under ideal conditions, the flight speed is 5m / s, and the turning time is set to 5s. The flight 

time is the sum of the time required to depart from the starting point and traverse all the viewpoints to 

reach the end point. For any current point in the flight process, according to whether a triangle is formed 

between this point and its previous point and the next point to determine whether there is turning at this 

point. 

 

The input of the algorithm is the coordinate information of all viewpoints after filtering and user-defined 

control parameters. The final output is the optimal path with the shortest flight time. The calculation 

results of flight time and time savings are listed in Table 4.5 The optimal path results are shown in Figure 

4.7.  
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Table4. 5 Comparison of flight path design 

 overlap/% Flight time 

  Default path/s Optimal path/s Time save/% 

Scenario Ⅰ 90/70 2288.2 2127.2 7.04 

Scenario Ⅱ 90/70 2190.8 2080.3 5.04 

Scenario Ⅲ 90/70 2399.97 2378.41 0.91 

Scenario Ⅳ 80/50 1864.8 1756.33 5.82 

Scenario Ⅴ 80/50 1895.37 1895.37 0 

 

 

(a) 

 

(b) 
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(c) 

 

(d) 
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(e) 

Figure4. 7 Optimal flight path (a. Scenario Ⅰ b. Scenario Ⅱ  

c. Scenario Ⅲ d. Scenario Ⅳ e. Scenario Ⅴ) 
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5. DISCUSSION 

In this chapter, the advantages and limitations of the methods used and different results under different 

scenarios are discussed. 

5.1. Generation of synthetic terrain 

The advantage of synthetic terrain is that the model is not constrained by data and can generate various 

DSMs to test the performance of the algorithm in different environments. This is exactly what the 

implemented algorithm needs. In this research, only several simple functional models were used to 

generate undulating terrain. Some more complex methods can be attempted for terrain construction in the 

future study, to make the generated synthetic DSM closer to reality. 

 

5.2. Dense viewpoint network design 

The generation of viewpoint network followed the traditional photogrammetry method, calculating the 

baseline length to determine the distance between two images and strip intervals for distance between 

strips. In the range of AOI, all the viewpoints in network were planned along the longer side in a 

sequence, and then planned strips in parallel. This research only considered the situation that AOI is 

rectangle. For other polygons that are not tested in this research, one suggested method to plan the flight 

strip is Cover Path Planning (CPP) algorithm.  

 

All the viewpoints in network are nadir photography with the fixed exterior orientation parameters. In the 

future study, for those areas where the terrain is too undulating, oblique photography can be considered 

for photogrammetry if necessary. 

 

5.3. Filter redundant images 

The reduction in data size, which is also regarded as the redundancy rate of the data set, mainly depends 

on the set image overlap. For Scenario Ⅰ, Ⅱ and Ⅲ, which take 90% frontal overlap and 70% side 

overlap, the redundancy rate of data set is around 80% (80.1% for Scenario Ⅰ, 78.69% Scenario Ⅱ, and 

76.25%for Scenario Ⅲ). And the redundancy rate shows a sharply decrease if the overlap percentage is 

80% among the strip and 50% across the strip like Scenario Ⅳ, which is 23.51%. A higher overlap means 

a higher-density viewpoint network, resulting in the points in study area being repeatedly covered by the 

image multiple times, thus having such a high redundancy rate. In the real flight, for extreme terrain 

conditions, in order to avoid any loss of data quality caused by insufficient coverage, this high overlap 

sampling method is the most commonly used, which increase both data size and time cost for data 

processing. The algorithm developed by this research can filter out redundant images in this situation, and 

maximize the reduction of data size while ensuring coverage. The only difference between Scenario Ⅰ, Ⅱ 

and Ⅲ is that Scenario Ⅰ is flat terrain and the other two are undulating terrain. In the case of the same 

dense viewpoint network, the data size of Scenario Ⅱ and Ⅲ decreased by 78.69% and 76.25%, 

respectively, while Scenario Ⅰ was 80.1%. Due to the low flight height of UAV photogrammetry, the 

fluctuation of the terrain will affect the coverage area of a single image. Under the same percentage of 

overlap, images with a small coverage area are more likely to be retained to ensure full coverage of the 
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study area. As a result, the number of retained viewpoints in Scenario Ⅱ and Ⅲ is greater than that in 

Scenario Ⅰ, and the corresponding decrease in data size is smaller. By comparing the results of Scenario 

Ⅳ and Ⅴ, it could be found that the minimum visible times of points in study area “n” is also an 

important factor affecting the redundancy rate. As mentioned in Section 3.3, The value of “n” is used to 

check whether an image is redundant data. Therefore, the larger value of “n”, the harder it is to define the 

image as redundant data. In the case where other parameters are the same, “n” increases from 3 to 4, the 

redundancy rate of the data set decreases from 23.51% to 4.39% (Scenario Ⅳ and Ⅴ). 

 

The results of the algorithm at this stage have randomness, mainly related to the order of filtering. As 

shown in the Figure 5.1, point X is simultaneously observed by four images of 1, 2, 3, and 4. According to 

the principle that each point needs to be observed at least three times, the remaining three must be 

retained after any point is filtered out. The algorithm randomly selects images, and any point may be 

selected first. The difference in order when selecting points leads to randomness of results. This 

randomness has little effect on the number of viewpoints. Repeat this part of the algorithm using the same 

input parameters, the error is within ± 3. 

 
Figure5. 1 Randomness in filtering 

 

Another reason for randomness result is the value “d” in algorithm (Figure 3.4), which represents the 

condition to terminate the filtering algorithm. The smaller the value of “d”, the easier the algorithm 

terminates, resulting in some redundant images cannot be filtered out. But blindly increasing the “d” value 

will increase the running time of the algorithm. A suitable “d” value needs to be obtained through multiple 

tests. The initial “d” value set in this study is 100, the error is around ±10. Later, it was adjusted to 300 

after repeated tests. Despite the increase in running time, the error is reduced to within ± 3. This can be 

regarded as a random result caused by the filtering order, because the error will not decrease when the “d” 

value is increased. 

5.4. Flight path design 

Compared with the conventional strip by strip flight path (called “S” path below), the optimization result 

of the flight time is not obvious. The maximum flight time reduction is around 7%, and the worst result is 

0. The reason why the flight time optimization result is not obvious is mainly because the "S" path as the 

initial solution is the optimal flight path for photogrammetry without filtering redundant data. Considering 

that it is more difficult for a UAV to turn in the air than a straight flight, and an ordered image set helps to 

reduce the running time of bundle adjustment, so the general method to plan strips is parallel to the 

longest side of the study area, and then flying along “S” path to reduce the number of turns. In this study, 
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due to the redundant image filtering, there are many viewpoints removed in some strips. Flying these 

strips alone will unnecessarily increase the time cost. At this time, the algorithm is needed to search for a 

path with a shorter flight time. Since the algorithm originally takes the ordered "S" path as the input value, 

the improvement of the obtained optimization results is not obvious. There will even be situations where 

the optimal solution is the same as the initial solution like Scenario Ⅴ. 

 

The flight path planning algorithm saves flight time and also brings some problems. As shown in Figure 

5.2, there are some oblique strips in flight mission. Due to the exterior orientation parameters Omega (Ω), 

Phi (Φ) and Kappa (Κ) are defined as the fixed value in the research, the orientation of footprint will 

always follow the flight orientation, and it will cause oblique images. These inclinations caused by the 

change of flight orientation will increase the curvature of the strip and may cause inconsistent overlap. If 

the curvature is too large, it may cause missing of points and affect the data quality of photogrammetry.  

 

 
Figure5. 2 Part of oblique strips 
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6. CONCLUSION AND RECOMMENDATIONS 

6.1. Conclusion 

In this research, the algorithm was developed to calculate the positions of viewpoints for UAV that are 

required to acquire image set for mountainous area, using to get digital model products. Based on this, the 

synthetic DSM was generated and used as study area. From this DSM, the first thing to do is to design the 

dense viewpoint network. The input parameters of this step were not the undetermined camera interior 

parameters and GSD, but flight height, percentage of overlap and directly given angle α between the 

viewpoint and the edge of the image in the vertical direction. Calculating the baseline length and strip 

interval according to these input parameters to determine positions of all the viewpoints in network. 

Coverage check followed the principle that all the points on the DSM should be observed by at least “n” 

images (n equals 3 in the research, and have one scenario test the result if it is 4). Define that if an image in 

the dataset is deleted, the remaining images can still ensure that all points on the DSM can be observed by 

at least 3 images, then the deleted image is redundant data and can be removed, otherwise it will be 

reserved. Based on the definition of redundant image, using the method introduced in Section 3.3 to filter 

out all the redundant images. All viewpoints that capture the retained image are used as input data for path 

planning. The purpose of the algorithm in the optimal path planning stage is to use the Simulated 

Annealing Algorithm to find the path with the shortest flight time. In Section 3.4, this study improved the 

SAA algorithm to make it more suitable for UAV photogrammetry, including reducing the disturbance 

range of random solutions, no longer limiting the end point and most importantly, taking the flight time of 

conventional strip by strip path in photogrammetry as initial solution. And output result is the path of the 

drone with the shortest flight time. In the most extreme situation, this result is the initial solution. 

 

The tests were performed on five scenarios with different terrain models and different input parameters. 

In general, the algorithm can provide the optimal results with minimum number of viewpoints that meet 

the complete coverage of the study area and the path with shortest flight time for all test scenarios. Except 

Scenario Ⅴ which take “n” value as 4 so that redundancy rate is only 4.39%, the reduction of data size is 

very large after optimizing by the algorithm, which is at least 23.51% and up to 80.1%. The decrease in 

data size mainly depends on percentage of overlap set when formulating photogrammetry missions. As for 

flight time, compared with the conventional strip by strip path, the optimization result of the flight time is 

not significantly improved, and the maximum reduction in flight time is 7.04%. The improvement of 

result is not obvious because the initial strip by strip path is originally an orderly and efficient solution. 

 

The performance of the algorithm was good since it run successfully and got satisfactory results in 

redundant data filtering and flight path planning under all the scenarios created in this research. However, 

it still needs more tests to evaluate the quality of the results. The method using for dense viewpoints 

network design could be improved for those conditions that study areas are not just rectangular but other 

types of polygon as discussed in Section 5.1. And running time of redundant images filtering part need to 

be improved which cost quite a long time now. Additionally, it is impossible to quantify the errors caused 

by the change in flight orientation discussed in Section 5.3. It can only show that the simulated annealing 

algorithm does save flight time, but it will cause potential risk to the result. 
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6.2. Recommendations 

This research only considered the situation that the study area is rectangular, and the synthesized terrain is 

mostly described by function curves. This simple DSM has no obvious significant for the large amount of 

algorithm testing work to be carried out next. And the rectangular study area makes the generation of 

dense viewpoint networks too simple. In fact, how to distribute the most reasonable strip in the study area 

is also a problem that can solved by the algorithm, which can be considered in future research. 

 

The calculation method of the redundant data filtering method proposed by the author is too large, and 

the termination of the loop requires at least hundreds of consecutive runs without any images being 

deleted, resulting in a long running time. The CPU model used in this research is the Core i5-4200u dual-

core processor (main frequency 1.6GHz, overclocking 2.6GHz), and the time for running a redundant 

data filtering algorithm is mostly concentrated in 40 to 50 minutes. Although the running time is closely 

related to the size of the “d” value (Figure 3.4), decreasing the “d” value will cause insufficient iterations, 

resulting in some redundant data cannot be filtered out. Therefore, in future research, if a larger DSM and 

more viewpoints are involved, the code needs to be improved to make it more streamlined to improve the 

efficiency of the algorithm. 

 

Another limitation of the redundant data filtering part is the randomness of the results. Because the 

definition of redundant data is relative in itself. Any image in Figure 5.1 will be defined as redundant 

image, while the other three images will be retained. This error is inevitable 

 

Because the flight path output by the algorithm has some inclined strips, and exterior orientation 

parameters Omega (Ω), Phi (Φ) and Kappa (Κ) are defined as the fixed value in the research. The images 

taken on these inclined strips are also inclined compared to the original strips. This curvature of the strip 

may bring potential risks to the data quality, like the different overlap, or the hole in digital model if it is 

worse. Because the entire process of this study uses simulated data, the accuracy of the data cannot be 

evaluated. Such a question can currently only be temporarily identified as a potential risk, and looking 

forward to the answers given by future research when testing algorithms in real flight. A probable way to 

solve this problem is that if there is any method to adjust the values of these three exterior parameters 

Omega (Ω), Phi (Φ) and Kappa (Κ) to ensure that the orientation of the footprint is always consistent 

with the original strip. 

 

Expecting this algorithm will provide convincing results for UAV photogrammetry in realistic flight in the 

future! 
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