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Abstract

With the ageing of the population, more diseases arise, putting pressure on the healthcare
system. This requires a shift from treatment towards prevention of age-related diseases by stim-
ulating the aging generation to take care of their own health. The Council of Coaches is a team
of virtual coaches attempting help older adults to achieve health goals by offering insights and
advice based on their expertise. Currently the user interacts with the coaches by selecting one
of several predefined multiple-choice options. Although this a robust method to capture user
input, it is not ideal for older adults. Spoken dialogues might offer a better user experience, but
also comes with many complexities. The goal of this study is to adapt the COUCH system to
support spoken interactions in order to answer the main question: To what extent can spoken
interaction offer a valuable addition to the multi-party virtual Council of Coaches application?

User experiments are performed with the original text-based and the developed speech-based
applications to research two different fields of interest: (1) the difference in experience between
the two systems, and (2) the robustness of the speech implementation. In a controlled setting,
28 participants used both versions (i.e. a within-subjects design) for a limited amount of time in
which the number of system errors was counted. Participants rated their experiences with both
systems via questionnaires and open questions. This data was then analyzed to find differences
between the two versions. During a one-week field study, the speech-based application is tested
with 4 participants, who completed an interview in the end. These results are used to gain
insights in the robustness of the application in a home setting.

Analysis of the collected data showed that the addition of speech led to a significant increase in
some UEQ ratings (the novelty and stimulation scale). Additionally, the speech-version received
significantly higher scores on several other items when explicitly comparing both systems. The
field study revealed large fluctuations in user experiences, depending on the robustness of the
speech recognition. In situations where the application worked properly, it was perceived rela-
tively well. However, in situations where it worked insufficient, the application was perceived as
cumbersome to use. Most but not all participants mentioned substantial problems in the speech
recognition and the responsiveness of the system. Results from both experiments indicated the
slow response speed of the application to be the main bottleneck of the experience, causing the
feeling of miscommunication between human and machine.
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Chapter 1

Introduction

This thesis is the continuation of the preliminary literature research ’Oppor-
tunities and Challenges for Adding Speech to Dialogues with a Council of
Coaches’ [1] that already investigated opportunities and challenges for adding
speech to the Council of Coaches application. This preliminary research fo-
cused on the application’s current limitations, solutions to overcome them,
problems associated with speech implementation and pitfalls for speech rec-
ognizers. Since this thesis is a continuation on the work described in the
literature research [1], it partly reuses Chapter 1 (introduction), 2 (theory)
and 3 (related work). On the other hand, information that was not consid-
ered relevant for this thesis is removed from these chapters. Except from the
main question, the problem statement (including sub-question and research
questions) has changed, as well ass the approach and document structure.

Population aging is a phenomenon that has been evident for several decades in Europe. The
population of people older than 65 years is expected to increase from 101 million in 2018, to 149
million by 2050. This increase is even larger in the older population aged 75-84 years (60.5%),
compared to the population aged 65-74 years (17.6%) [2]. Since aging increases the risk of
age-related diseases and decline in function, many of these additional years will be lived with
chronic diseases [3,4]. Additionally, older adults suffer from functional deterioration, revealed in
decreased mobility, and vision and hearing loss [5]. The population aging and its related health-
issues is likely to have a considerable impact on healthcare. This requires a shift from treatment
towards prevention of age-related diseases by enabling the aging generation to stay independent
longer and stimulate them to take care of their own health and condition. Research showed that
innovative solutions in the area of electronic health (e-health) can be useful in personalizing the
care provided [6–8].

With the advancements in digital healthcare, health coaching can be provided by virtual coaches.
Virtual coaches can take the form of computer characters, running on web-based platforms or
smartphone applications. Some examples of virtual health coaching systems are presented in
Chapter 3. Personalized coaching uses strategies applied to the user’s personal characteristics
such as perceived barriers, personal goals and health status. Coaching interventions that are
aimed at sending reminders, tracking goals, or providing feedback are designed for one individ-
ual [9]. Given that adequate coaching for older adults is important to reduce the pressure on
the healthcare system, solving this by means of human coaches is not feasible and scalable to
the required level. E-health technologies using virtual coaches, provide a good infrastructure for
personalizing and tailoring the intervention.

Examples from literature show that personalized and virtual coaching in healthcare can be
done by providing more health related information to older adults and using virtual personal
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coaching, counseling and lifestyle advice to persuade and motivate them to change their health
behaviors [10]. It has been investigated for some time already, especially to support patients
with chronic conditions [11, 12]. For example, Klaassen et al. [13] developed a serious gaming
and digital coaching platform supporting diabetes patients and their healthcare professionals.
Although those single coach systems has already shown a positive effect, a better performance in
health coaching is expected to be achieved through a multi-agent virtual coaching system [10,14].
For this reason, the “Council of Coaches” (COUCH) revolved around the concept of multi-party
virtual coaching.

1.1 Council of Coaches
Council of Coaches1 is a European Horizon 2020 project developed by Roessingh Research and
Development (RRD) to provide multi-party virtual coaching for older adults. The project aimed
to improve their physical, cognitive, mental and social health and to encourage them to inde-
pendently live healthy with help from a council of coaches [15]. The council consists of a number
of coaches, all specialized in their own specific domain. They interact with each other, and also
listen to the user, ask questions, inform, jointly set personal goals and inspire the users to take
control over their health and well-being.

One of the objectives of the project was to develop coaches as interesting characters. This
character design is reflected mainly by providing every coach with its own background story and
related personalities. Any combination of specialized council members collaboratively covers a
wide spectrum of lifestyle interventions, with the main focus on age-related impairments, chronic
pain, and Diabetes Type 2. The project includes seven coaches and a robot assistant, who leads
the interaction between the user and the system. All coaches and the robot assistant have their
own place within the Council of Coaches living room based on their expertise (see Figure 1.1).
Users are provided with an interface using buttons with scripted responses to interact with the
coaches. Although this is a reliable way to capture input from the user, it is not ideal for
older adults because they generally experience more difficulties reading and have less computer
experience. This research attempts to discover if spoken dialogues within the Council of Coaches
can offer a better user experience.

Figure 1.1: The Council of Coaches living room User Interface. From left to right:
peer support, physical activity coach, social coach, diabetes coach, cognitive coach,
chronic pain coach, robot assistant and nutrition coach. Figure reproduced from [16].

1https://council-of-coaches.eu/
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1.2 Why Speech?
As described in the previous section, COUCH is a text-based application using multiple written
options to choose from in order to interact with the coaches. Other input options for such an e-
health application could be free text or speech. Free text is different from the restricted approach
of COUCH in the sense that users have the opportunity to type anything they want during an
interaction. The benefit of the approach COUCH takes, is that coaches are certain about what
they are responding to, which is more difficult when having to deal with free text or speech.
There are some specific features that distinguish the language of conversation from the language
of written text, causing some complex issues (discussed in more detail in Chapter 2). Never-
theless, at the same time speech brings many additional advantages, especially for older adults.
Potential benefits can be found in the level of engagement, the maintenance of long-term rela-
tionships, to solve the loneliness problem, and to overcome physical barriers of the aging process.

Speech can contribute to one of the major challenges in e-coaching, which is to keep the user
engaged for a longer period of time [17]. Turunen et al. [17] argue that if there is no long-lasting
engagement, the health coach cannot have any further impact on the behavior change. They
also found that building long-term relationships between the user and the system can benefit the
level of engagement. Finally, Turunen et al. [17] obtained positive results for building a social
and emotional human-computer relationship with a physical presence of an interface agent, us-
ing spoken, conversational dialogues. Other results from literature review in the field of virtual
health coaching showed that speech-based virtual characters can improve user satisfaction and
engagement with a computer system [18]. Both studies suggest a potential benefit for the im-
plementation of a spoken conversational interface. Speech might increase engagement because
it can make the human-computer interaction more natural, thereby improving the effects of
coaching. On the other hand, it might decrease trust because it can create expectations of the
system which may not be fulfilled.

Another area where speech can contribute is in the field of social companion and peer support.
Loneliness is a common problem in today’s’ older population, and since it is closely associated
with depression [19], it is important for older adults not to feel lonely. COUCH contains a
peer and support character, who also takes advice from the coaches and is there to share his
experiences with the user from an equal friend viewpoint. Additionally, there is a social coach
who can help the user with tips and advice on having a socially active life. Implementing speech
in these characters might improve the effectiveness of their role as social companion. These
characters can act as virtual friend when a more natural conversation in a home setting takes
place, possibly decreasing the feeling of loneliness among older adults. Besides participating in
conversations, virtual friends can read books or other long-form documents to help the users [20].

One last big advantage of implementing speech into an application for older adults, is to overcome
barriers to access information. For many users, especially older adults, the ability to read and
type decreases the usability and ease of use of an application. Conversational interfaces can
bridge this gap by allowing them to talk to the system [20] and thereby avoiding manual input
methods like the keyboard and mouse. This makes it a comfortable and efficient input method
for older adults with physical disabilities and function-loss [21]. Additionally, younger and older
adults differ in the way they interact with technology whereby the latter group generally faces
more difficulties interacting with computers. Literature showed that speech could be one of
the most natural and effective modalities to overcome older adult’s problems related to their
attitudes and experience with technology in general [22].
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1.3 Problem Statement
Considering these promising advantages, especially for older adults, this research aims to assess
the possibilities of implementing speech in the COUCH application which is not designed to
function as speech interface. The biggest challenge lies in handling the dialogues. Adjustments
to the dialogue structure are required to allow users to listen and speak to the coaches instead
of reading and clicking to navigate through the dialogue. Thereby two problems need to be
tackled. First, the design of an appropriate spoken dialogue need to be researched to create
an application that might improve the user experiences. Second, the benefits and drawbacks of
such a speech-based system need to be addressed, by obtaining user feedback. This research is
an addition to the work described in Section 4.1 and does not aim to develop a conversational
interface that is perfectly able to imitate human-to-human natural conversations, but instead,
to investigate whether the state of art is developed enough to create a reliable and usable con-
versational system in a daily life setting. Hereby smart ways to handle the spoken dialogues in
the context of COUCH are investigated that can contribute to the reliability and usability of
the conversational system. It will attempt to find evidence that this is indeed an area of promise
and that users experience additional advantages in a speech-based COUCH implementation.
This goal is formalized in the following research question:

MQ: To what extent can spoken interaction offer a valuable
addition to the multi-party virtual Council of Coaches application?

Spoken interfaces can be one-sided, which means that there is only audio input spoken by the
user or only audio output spoken by the virtual character, but also two-sided, which means that
both the user and the system can talk. This research focuses on the two-sided vocal interaction
because we expect this type of interaction to be more interesting for the user. Therefore, a
component to transcribe the spoken audio in the text, as well as a component to transform writ-
ten text in output audio are required. The prior research [1] addressed the potential for such a
system based on literature, but mainly focused on the recognition of spoken speech input via the
automatic speech recognizer and not much on the spoken speech output via the text-to-speech
synthesizer. Therefore, a couple of extra sub-questions regarding the text-to-speech synthesis
are part of this thesis, in order to develop a system that is capable of showing the value of
speech. Except from focusing on the speech recognition and speech synthesis, it is important
for an application like this to investigate what additions to the graphical user interface are nec-
essary and how the dialogues should be structured in order to function in the existing COUCH
application. Therefore, we created the following sub-questions:

SQ:1 What are current limitations in text-to-speech synthesis software and how
can this problem be addressed?

SQ:2
How robust is the current state of art in text-to-speech synthesis to create
multiple humanlike voices necessary to ensure a natural interaction with all
coaches?

SQ:3 What additions to the graphical user interface are necessary to assure a
pleasant user experience with the voice-based application?

SQ:4 How should the dialogues be adjusted in order to function with the imple-
mentation of speech into the Council of Coaches?
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These sub-questions are largely answered before the development phase and serve as base for
the final system design. This final system is tested to answer the research questions, defined as:

RQ:1 Does the addition of speech to the Council of Coaches application lead to an
increase in user experience?

RQ:2 How robust is the current state of art in speech recognition systems to create
a usable and enjoyable system that can be used in a real-life (home) setting?

A controlled experiment is designed to compare the user experiences between the text- and
speech-based applications and to provide an answer to research question 1. A field experiment
is done to assess the user experiences when the application is used in a home-setting, where it is
tested for its robustness, as defined by research question 2. The collection of these results helps
to find and answer to the general research question.

1.4 Approach
In order to find answers to the questions posed in the previous section, this project will inte-
grate an automatic speech recognizer and text-to-speech synthesizer into the existing multi-party
Council of Coaches application that focuses on supporting older adults to live healthy. Addi-
tionally, smart strategies to design the spoken dialogues and manage the user interactions will
be assessed. A detailed description of the development of this system can be found in Chapter 4.
This system will then be put to the test in two user experiments. During the first user test,
users will be presented with two versions of the system, one version where they can interact via
speech, and one where they interact via reading and clicking. During the second user study,
four older adults will use the speech-based system in-home for one week. Obtained user data
and questionnaires filled out by all test subjects will then be analyzed in order to answer the
research questions.

1.5 Document Structure
This section provides an overview for each of the following sections of the complete thesis.

2. Theory
In this chapter, first an introduction in conversational interfaces is given, including all its
related concepts. This is followed by an introduction in conversation mechanisms and the
chapter ends with a small review on the technologies involved in conversational interfaces
and the challenges of implementing natural speech.

3. Related work
In this chapter, the practice of several virtual health coaching systems is explored. It in-
cludes a description of the advantages and limitations experienced in these related works.
This information can help to anticipate pitfalls before the implementation of speech.

4. System Design
This chapter is divided in two parts. The first part gives an overview of the original
COUCH application discussing the coaches, interface, coaching structure and content,
and the WOOL platform, which is a simple, powerful dialogue platform for creating vir-
tual agent conversations. The second part provides the technical details and design of the
system developed for this research. It starts by introducing the system’s architecture, fol-
lowed by an explanation of each conversational component. It also described the strategies
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for managing the dialogues and adjustments made to dialogues, guided by WOOL.

5. Methodology of Evaluation
In this chapter the methodology for two experiments is described. This methodology
includes the experimental design, set-up, the questionnaires, the statistical analyses, an
overview of the participants and the final procedure.

6. Results
In this chapter the results from the data analyses is presented for all collected data by both
experiments. Then these results are used to draw any conclusions from the experiment
and to answer the research questions.

7. Discussion
In this chapter, the outcomes of the experiments are discussed and positioned into exist-
ing literature. The results are interpret to answers research question 1, 2 and the main
question. Strengths, as well as limitations of the study are discussed, followed by future
research directions.

8. Overall conclusions
The last chapter provides a summary of the main findings of this thesis and summaries
the answers to the research questions.
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Chapter 2

Theory

The content of Chapter 2 is also for a large part reused from the lit-
erature research [1]. However, this preliminary research mainly focused
on the automatic speech recognition component and less on the speech
synthesizer component. Both components are important for the design of
a conversational interface and therefore more research is done in the field
of text-to-speak synthesizers. The added material includes the technical
details and limitations regarding speech synthesizers. Furthermore, the
literature research extensively investigated the state-of-art in automatic
speech recognizers, while in this thesis one summarizing paragraph about the
chosen speech recognizer is added.

In this chapter, an introduction in conversational interfaces and conversation mechanisms is
provided. The remainder of the chapter gives an overview of the technologies involved in con-
versational interfaces and their difficulties and technical challenges of implementing natural
speech. This section partly answers sub-questions 1 and 2.

2.1 An Introduction in Conversational Interfaces
Conversational interfaces enable people to interact with smart devices using spoken language in
a natural way—just like engaging in a conversation with a person. A conversational interface
is a user interface that uses different language components (see Section 2.3) to understand and
create human language that can help mimicking human conversations [23].

The concept of conversational interfaces is not very new. According to McTear, Callejas and
Griol [23], it already started around the 1960s with text-based dialogue systems for question
answering. Somewhat later, around the 1980s, the concept of spoken dialogue systems has
become important within the speech and language research. They mentioned that spoken dia-
logue systems (SDS) and voice user interfaces (VUI) are different terms for somewhat similar
concepts (i.e. they use the same spoken language technologies for the development of interac-
tive speech applications), although the difference is in their purpose of deployment. SDS have
been developed for academic and industrial research, while at the same time VUIs have been
developed in a commercial setting [23]. These systems are intelligent agents that use spoken
interactions with a user to help them finish their tasks efficiently [24]. Academic systems often
use embodied conversational agents (ECAs) [23], implemented with a more structured dialogue
setting. ECAs are computer-generated characters with an embodiment, used to communicate
with an user to provide a more humanlike and more engaging interaction. The main benefit
of ECAs is that they allow human-computer interaction in the most natural possible setting,
namely with gesture, body expressions and speech to enable face-to-face communication with
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users [18]. A few examples from literature are described in Chapter 3. The commercial interfaces
(VUIs) often not take a dialogue structure, but instead use a spoken command and response
interface. This means that an interaction with these systems start with a request from the user,
which is processed by the system. The system generates an answer and sends this answer back
to the user. Examples of such commercial interfaces include Apple’s Siri, Google’s Assistant,
Microsoft’s Cortana, Amazon’s Alexa, Samsung’s S Voice, Facebook’s M, Baidu’s Duer, and
Nuance Dragon. For the ease of reading, we will use the term ’spoken dialogue systems’ in the
remaining of this report to comprise both the SDS and VUI.

2.2 Conversation Mechanisms
The main objective of a conversational interface is to support conversations between humans
and machines. Understanding how human conversations are constructed is an important aspect
in the development of a conversational interface. In general, participants take turns according
to general conventions (turn-taking), they collaborate for mutual understanding (grounding),
and they take measures to resolve misunderstandings (conversational repair) [23]. Some design
issues for conversational interfaces come from the complexity of implementing these conversa-
tion mechanisms in the dialogue manager, explained in Section 2.3.3.

Turn-taking Informally it can be described as “stretches of speech by one speaker bounded
by that speaker’s silence – that is, bounded either by a pause in the dialogue
or speech by someone else” [25].

Grounding The process of reaching mutual understanding between participants and keep-
ing the conversation on track, for example by providing feedback or adding
information [26]. In designing conversational interfaces it is important to
know how understanding can be achieved, but also how misunderstanding
may arise and how can be recovered from the communication problems.

Conversational
repair

The process for repairing failures in conversations through various types of
repair strategies, initiated by either the speaker or the interlocutor [23].

2.3 The Technologies in Conversational Interfaces
The major components of dialogue systems are: Automatic Speech Recognition (ASR), Spoken
Language Understanding (SLU), Dialogue Management (DM), Response Generation (RG) and
Text-to-Speech Synthesis (TTS) [23,27]. The steps involved in a conversational interface are as
follows:

1. The ASR component processes the words spoken by the user in order to recognize them.
2. The SLU component retrieves the user’s intent from those words.
3. The DM component tries to formulate a response or, if the information in the utterance

is ambiguous or unclear, the DM may query the user for clarification or confirmation.
4. The RG component constructs the formulated response, if desired.
5. The TTS component is utilized to produce the spoken response.

An overview of a complete spoken language conversational interface is shown in Figure 2.1.
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Figure 2.1: The components of a spoken language conversational interface.
Figure constructed based on the steps described in [23].

2.3.1 Automatic Speech Recognition
Automatic speech recognition (ASR) is the process of recognizing what the user has said by
transforming the speech into text [23]. This is done by decoding the audio input and come with
a best guess transcription of the words being spoken. There are three types of ASRs: (a) speaker
dependent, (b) speaker independent, and (c) speaker adaptable. Those systems differentiate in
the amount of user training required prior to use. Speaker-dependent ASR requires training
with voices of speakers prior to use, while speaker-independent does not. The latter systems are
pre-trained during the system development with data from many speakers. In general, speaker-
dependent ASR systems achieve better accuracy than speaker-independent systems, although
the latter systems still have a relatively good accuracy when a user’s speech characteristics fall
within the range of the system’s collected speech database. For example, a speaker-independent
system trained with data from Western male voices, in the age range of 20-40, should work for
e.g. any 30-year old Western men, but not for an Asian 85-year old women. Speaker-adaptable
ASR is similar to speaker-independent ASR, but with the difference that adaptable ASR im-
proves accuracy by gradually adapting to the user’s speech [28]. However, since the primary
goal of ASR research has been to create systems that can recognize spoken input from any
speaker with a high degree of accuracy, and speaker-dependent systems are very time and effort
consuming, most commercial systems are independent. Unfortunately, voices of older adults
do often not fall within the range of collected speech used for the development of commercial
systems. This may cause speaker-independent ASRs to not work optimally for the target group
of our research. Group-dependent ASR might be a better approach, but requires a lot of data
from older speakers to train the ASR [29]. Moreover, the focus of our research is not to develop
the best performing ASR, but to test an implementation with a current state-of-art ASR.

We will not go into much detail in all possible ASR systems, since these are extensively researched
already during the literature research preliminary to this thesis. During this previous study, the
following conclusion had been drawn: ”Due to the main goal involved, the considered ASR was
chosen based on the following criteria: their performance, ease of use, documentation, availability
of the system and language support in Dutch. Based on these criteria, the choice has fallen for
the NLSpraak toolkit. This toolkit wins on ease of use, availability of the system and language
support. There is not much research in its performance, but since the toolkit is build upon the
Kaldi toolkit [30] that has shown to perform quite well, we expect NLSpraak’s performance to
be solid for this project”.
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2.3.2 Spoken Language Understanding
Spoken language understanding (SLU) involves the interpretation of the semantic meaning,
conveyed by the ASR transformed spoken input. Traditional SLU systems contain an ASR and
a natural language understanding (NLU) component. The ASR component splits the audio
input into small frames and the NLU component, on its turn, provides a semantic label to
each of these segments. This means that the fragments of the sentences are labeled with, for
example, noun, verb, determiner, preposition, adverb or adjective. These semantic meaning of
the different fragments are used to understand the complete input sentence, which can then
activate the subsequent behavior in a human-computer conversation. Since the SLU component
uses an ASR, its performance largely depends on the ASR’s ability to correctly process speech,
with a word error rate (WER) [31]. The WER is the percentage of words that are missed or
mistranslated by the ASR. Completely parsing the grammar of a sentence only functions when
the ASR is close to perfect with a very low WER. Nevertheless, the NLU performance can
be made more robust against a bad performing ASR by shaping the NLU appropriately. In
general, most practical conversational interfaces tried to achieve this robustness by using sets
of attribute-value pair representations to capture the information relevant to the application
from the speech input [23]. These attributes are pre-defined concepts related to the field of
the application, while the values are the attribute specifications. For example, when looking
for a health care institution with the specifications; ”a dentist close to my house”, the health
institution ’type’ and ’location’ are the attributes, while the ’dentist’ and ’near’ are the value.
This approach is robust as long as the right keywords can be retrieved.

2.3.3 Dialogue Management
Dialogue management (DM) relies on the fundamental task of deciding what action or response
a system should take, based on the semantic meaning of the user input. This user input and
output can be either a textual or vocal response [32], with the former being the case for the orig-
inal COUCH application. It is an important part of the conversational interface design, given
that this component entails all its dialogue structures and content. In addition, the dialogue
manager is the main responsible for user satisfaction because its actions directly effect the user.
Each DM tool depends on the specific characteristics of the dialogue system type it has been
created for. These characteristics include the task, dialogue structure, domain, turns, length,
initiative and interface. Additionally, DM tools differ in the way they can be authored. With
some tools, the dialogue strategy is in the hands of the dialogue author, while in others it is in
the hands of the programmer because it requires programming expertise to adjust some of the
general built-in dialogue behaviors. For the development of the original COUCH application,
RRD developed its own dialogue framework ”WOOL” with as goal to make it accessible for
non-technical dialogue authors. This platform is described in more detail in Section 4.1.1.

As already mentioned in Section 2.2, two frequent design issues within dialogue managers for
conversational agents are the interaction and confirmation strategies [23]:
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Interaction
Strategies

Determine who takes the initiative in the dialogue – the system or the user?
There exist three types of interaction strategies: User-directed (i.e. user is
leading the conversation), system-directed (i.e. system is leading the conver-
sation by requesting user input) and mixed-initiative (i.e. both the user and
system can take the initiative), all having their own advantages and disadvan-
tages [32]. The advantage of user-directed is that the user can say whatever
it wants to the system, creating the feeling of a natural conversation. On the
other hand, the system might be prone to errors because it cannot handle
and understand all conversation topics. This problem can be overcome by
using a system-directed approach. While constraining the user’s input, less
errors will be made because the user has to behave according to the system’s
expectations. At the same time, this creates a less natural experience. Some
middle way between the user- and system- directed strategies, is the mixed-
initiative strategy, where the system can guide the user but where the user
additionally can start new topics and ask questions.

Confirmation
strategies

Deal with uncertainties in spoken speech understanding. Two types of con-
firmation strategies exist: explicit (i.e. the system takes an additional con-
versation turn to explicitly ask for confirmation) and implicit confirmation
(i.e. the system integrates part of the previous input in the next question to
implicitly ask confirmation with its next question). The former confirmation
has as disadvantage that the dialogue tends to get lengthy and interaction
less efficient. The latter is more robust to this problem, but can cause more
interpretation errors when the user did not catch the implicit confirmation
request.

2.3.4 Response Generation
Response generation (RG) is the process following up the dialogue manager’s response decision.
The conversational interface has to determine the content of the response and an appropriate
method to express this content. The content can be in the form of words or it can be accompanied
by visual and other types of information. The simplest approach is to use predetermined re-
sponses to common questions. RG is commonly used for SDSs to retrieve structured information
(e.g. Who is the king of the Netherlands?). This involves translating the structured information
retrieved from a database into a form suitable for spoken responses. RG is more complex for
systems like the Google assistant and less for a system like COUCH, which has relatively simple
response generation. In the COUCH application, most responses are pre-scripted, using simple
lookup tables and template filling. These templates can by dynamically filled with information
about the interaction, where the coaches’ possible text-to-speak sentences are considered.

2.3.5 Text-to-Speech Synthesis
Text-to-speech synthesis (TTS) is the process of synthesizing words generated by the RG compo-
nent into spoken speech. TTS is closely related to ASR, since both systems need to accurately
work together for a speech-based conversational interface to function effectively. A TTS is
composed of two components: the front-end and back-end [33]. The back-end component is
responsible for the normalization of words like numbers and abbreviations. The front-end com-
ponent is responsible for assigning a phonetic transcription to parts of a word and then combines
those to output a spoken sentence. There exist many different synthesizer technologies for this
process, each trying to attempt naturalness (i.e. the similarity of output to human speech) and
intelligibility (i.e. the ease with which the output is understood). TTS is used in applications
where messages cannot be prerecorded but have to be synthesized in the moment [23].
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Challenges of TTS can be divided in the text-normalization challenge and text-to-phoneme (a
phoneme is a distinctive sound in a language) challenge [33]. The text-normalization challenge
relies in deciding how to convert numbers and abbreviations, which both can be ambiguous
dependent of its context. This challenge will be addressed in the current research by using the
Speech Synthesis Markup Language (SSML) specifications1, which is designed to provide a rich
markup language for assisting the generation of synthetic speech in Web and other applications.
This language allows the programmer to manually instruct the TTS about the required text-
normalization in a specific context. Also exceptional mistakes can be adjusted via this language,
whereas the rest of the text-to-speak is left the same. One important requirement for the imple-
mentation of SSML is that it has to be supported by the TTS. The text-to-phoneme challenge
comprises the determination of correct pronunciation of a word based on its spelling, wherefore
two basic approaches are used. The simplest dictionary-based approach is a matter of looking
up each word in the dictionary and replacing the spelling with the pronunciation specified in
the dictionary. The other rule-based approach works via pronunciations rules that are applied
to words based on their spelling. This latter challenge is much more difficult to address because
it is part of the implementation of the TTS.

The final requirements for the TTS necessary for this research included:

• The availability of six different voices
• The support of the Dutch language
• Available for free
• Although no hard requirement, the option for using SSML was appreciated.

2.4 Limitations of Conversational Interfaces
Although ASR technology is useful in a wide range of applications, it is never likely to be 100%
accurate. One big difference between written language and spoken language is that spoken
language is much more spontaneous compared to written text. Written text is grammatically
correct, while spoken speech often is not. Complexities regarding the user characteristics of older
adults, conversational mechanisms (i.e. the processes of turn-taking, grounding and conversa-
tional repairs), dialogue structure and speech input variations make the recognition of spoken
language a complex process [25]. The limitations of conversational interfaces and its expected
effects on the COUCH system are discussed in this section. Additionally, a suggestion on how
to deal with the problem is given for every limitation.

2.4.1 Conversation Mechanisms
Spoken speech requires more conversation mechanisms then written text. Mechanisms such
as turn-taking, grounding and conversational repair are much more complex to implement in
a conversational interface. In the original COUCH application, users have to choose between
several multiple choice text-input options. This eliminates the need for conversational repair
and it simplifies grounding. The computer system always understands the user and when the
user does not understand the computer, it can ask for repetition or more clarification via one of
the prewritten input options. When implementing speech in such application, this process will
become more complex. The ASR can misunderstand or not identify the spoken speech input.
One way to improve the experience when such problems occur is to design good conversation
mechanisms by including, for example, confirmation strategies (i.e. strategies to deal with
uncertainties in spoken speech understanding). These strategies are implemented in the speech-
based COUCH system and presented in Section 4.4.

1https://www.w3.org/TR/speech-synthesis11/
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2.4.2 Naturalness of Speech
The naturalness of spoken speech is difficult for conversational interfaces to deal with. COUCH
takes a hierarchical dialogue structure (see Section 4.1.4 for a detailed description) where the
dialogue follows a structured path based on the user input. When implementing speech to this
dialogue system, the system should be able to deal with multiple spoken input sentences. For
example, when a user asks about the positive effects of physical activity, the question can be
phrased like:

• ”Can you tell, eeh ..., tell me about the positive effects of physical activity, please?”
• ”Why do I need to exercise more?’
• ”What are the advantages of exercising?”
• ”I am not into, .. I mean, don’t like to be physically active, so why should I?

One way to handle the speech is by retaining the multiple choice structure. In this way the
system could ”guess” which option is chosen by the user, based on its speech input. In the
example above, the system has to understand that the option ”positive effects” is chosen with
each of the example inputs and that it has to mention the advantages of being active. However,
this approach is complex since then the system has to understand all user input, also input
which is not related to the coaching topics. An easier approach is to provide the user with a
restricted list of input sentences, but this decreases the naturalness of the interaction.

Compared to the ASR and SLU components that experience problems with the naturalness of
spoken input speech, the TTS has one of its fundamental limitations in the naturalness of the
spoken speech output. Written text does not contain any emotions [6], constituting a complex
domain for synthesized speech. There are no concrete parameters to classify the emotions
expressed in synthesized word, as compared to ASR systems, that can use the WER as such
a parameter [34]. Other difficulties found in mimicking natural speech from text input are the
correct pronunciation of names and foreign words, and generating correct prosody [34]. Prosody
plays an important role in transferring a full communication experience between the speaker and
the listener. These latter limitations can, to some extend, be addressed by using SSML because
it provides authors of synthesizable content a standard way to control aspects of speech such as
pronunciation, volume, pitch and rate. How the SSML is integrated in COUCH is explained in
more detail in Section 4.3.

2.4.3 Speech Input Variations
Conversational interfaces have to deal with the problem of handling speech input variation.
Variations may cause the speech recognizer to incorrectly interpret the speech input or not rec-
ognize the speech at all (i.e. increasing the WER). This variation may be due to several factors
such as age, speaking style, accents, emotional state, tiredness, health state, environmental noise
and the microphone quality [35]. A few of these factors are considered important for the current
project and will be elaborated on a bit more.
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Environmental
Noise

This is one of the big challenges in ASR systems since it interferes with the
speech recognition of the user’s voice. An experimental setup in a completely
controlled laboratory environment can obtain very promising results for ASR
systems, while at the same time, using the same system in a home setting
can substantially increase the WER. Older adults who suffer from hearing
loss might, for example, listen to loud radio and television at home, which
increases the risk of ASR performance deterioration. One simple method
for conversational interfaces to deal with noise is by providing the user with
feedback about the noisiness in the environment. Simple feedback messages
like, “Sorry I cannot hear you, it is too loud”, can dramatically improve the
user’s experience because it shows understanding of the issue [36].

Speech
characteris-
tics

Speech of older adults is very different from younger adults in multiple ways,
causing the WER of ASRs to be significantly higher for older adults [37].
The first issue related to older adults has to do with a naturally ageing of the
voice. The characteristics of an aged voice found to be less easily recognized
by standard ASR systems since these are often designed for the majority of
the population, trained with speech of young adult speakers [22,35]. Second,
literature suggests that a large segment of the older population experienced
a past or present voice disorder [38]. People suffering from dysarthric speech
or any other voice-related health problem tended to achieve lower ASR per-
formance with the commercial applications [28].

2.4.4 Speech Synthesis for Older Adults
According to Kuligowska, Kisielewicz, and Włodarz [34], older adults have problems with un-
derstanding the synthesized speech, particularly older adults suffering from hearing problems.
When they miss the contextual clues, such as hand gestures and lip movements, that compensate
for weakened acoustic stimuli, understanding the speech can be very difficult. Fortunately this
limitation can easily be addressed by offering the users the opportunity to use both written text
and spoken speech in the interface.

2.4.5 Expectations
Speech can raise the expectations of the system [39]. The coaches from the council are not very
smart, and for this reason designed as cartoon characters, communicating via text balloons.
When users can talk to a application, they might expect the system to understand everything
they say, also topics which are not related to the coaching. Research showed that especially
older adults often use everyday language and their own words to formulate commands, even
when explicit instructions regarding the required input are given [40]. When the system does
not understand this, the user might experience more negative feelings leading to avoidance of
the system in the worst case scenario. In this case, the coaches are not able to maintain a long-
term relationship with the users and cannot provide coaching anymore. When implementing
speech, cartoon-like characters are suggested. This is because cartoon images will lower customer
expectations toward the skills of the characters, and match the technical abilities of the system
[41]. Thus, the problem of high expectations might be overcome by keeping the coaches as they
are, like dumb cartoon characters.
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2.4.6 Long-term Engagement
To keep the user engaged for a longer period of time is challenging for conversational interfaces,
but also for other technologies. It is important to consider that users might get bored when the
system outputs exactly the same sentences multiple times because this can lead to interactions
that become repetitive over a longer period of time. This was a problem mentioned in a study
by Bickmore [42], for example. Results of the preliminary literature research [?] showed that
there was too little content in the original COUCH application, which caused repetitiveness and
boredom among users. Engagement might be improved by using speech because it can make the
application more interesting, but keeping this engagement in the long-term remains challenging.

2.4.7 Privacy Issues
Although all technologies need to consider privacy issues, it is particularly important for con-
versational interfaces. Ethical and legal questions arise about what data is collected, who has
access to it, how long the data is stored and where and what such data is used for [43]. The
COUCH system is used in a safe home area where private conversations regarding physical, but
also mental health, take place. Speech has to be recorded to participate in interactions, which
may contain sensitive information.
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Chapter 3

Related Work

This related work chapter is the last chapter that reused content from the
preliminary literature research [1]. In this chapter, an extra section is added
that describes the implications for the current research, based on findings
from related work.

As described in Section 2.1, ECAs are computer-generated characters with an embodiment,
used to achieve humanlike and more engaging interactions. Several ECAs have already been
developed in virtual coaching systems to assist users making appropriate health-related decisions.
The purpose of this chapter is to give a few relevant examples of these state-of-the-art virtual
coaching systems and the advantages and disadvantages that they provide.

3.1 In-home Social Support Agent
The in-home social support agent [44] is a remote-controlled companion agent used in homes
of the older adults. The remote Wizard of Oz research (see Figure 3.1) showed high levels
of acceptance and satisfaction with the in-home social support agent, with many participants
stating that it felt as a social companion. Older adults would like to tell stories and discuss the
weather, their family and future plans with virtual companions. Participants spent most time
on storytelling, indicating that this would be valued and utilized by older adults.

Figure 3.1: Wizard of Oz agent setup for in-home social support agent for
older adults. Figure reproduced from [44].
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3.2 Kristina
KRISTINA [45] is a conversational agent who provides healthcare advice, assistance and social
companionship to older adults. The agent is composed of different modules that ensure multi-
modal dynamic conversations with users. The system includes an ASR component for the speech
recognition and a TTS component for the spoken surface output. For its non-verbal appearance,
KRISTINA is realized as an ECA through a credible virtual character and offers different func-
tionalities. First, the user can choose a scenario from a predefined list. Based on this scenario,
users can converse with the virtual character by speech, although a back-up option for typed
text is provided in case the conversational agent does not understand the spoken speech. The
project underwent two iterations, with added features like a larger array of topics to talk about
and more depth within the topics in the second iteration. Examples of the characters from the
two iterations are shown in Figure 3.2.

(a) Prototype of the first iteration (b) Prototype of the second iteration

Figure 3.2: KRISTINA prototypes [45], captured from http://kristina-project.eu/en/

The final prototype provides a wide range of information and more advanced communication [46].
The system is able to generate proactive responses and dialogues to have more everyday-like
conversations. The agent can ask for direct or indirect clarification when it detects more than
one relevant topic to the use’s input. KRISTINA scored high on points as trustworthiness,
friendliness and professionalism. The design and behavior has tried to look natural to match
the content and scenarios [46]. However, the gestures and facial expressions were considered
as being too rigid and for this reason did not evoke empathy. The voice also did not evoke
empathy: it is considered to be monotonous. One last major issue is the system latency, which
is perceived as too long for a natural dialogue. These problem needs to be tackled in future
systems.

3.3 Meditation Coach
The Meditation Coach [47, 48] is an ECA developed to guide users trough a mindfulness med-
itation session and help them relax. The coach (shown in Figure 3.3) is made interactive by
recording and processing data from a breathing sensor in the dialogue system. Participants
appreciated that the system afforded tailored feedback and they experienced it as more effective
in reducing anxiety than a videotaped meditation instructor. This finding was supported by
the significantly stronger respiration regulation as measured by their respiration rate during
meditation. The virtual coach was inhaling and exhaling in the rhythm of the participant’s
breath and it provided feedback about the pace of the breathing (e.g. ”continue breathing at a
slower pace”). These personal breathing instructions were based on the participant’s measured
breath duration and breathing rate. The results indicated that implementing a coach embodied
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as conversational agent can achieve the coaching goal more effectively then a non-embodied
conversational character. Nevertheless, participants were significantly more satisfied watching a
video of a human mediation instructor. A major source of displeasure with the virtual coach was
the lacking humanlike features, including its synthesized voice. A human voice is often preferred
over a synthesized voice, and this is even more important for meditation applications.

Figure 3.3: The Meditation Agent. Figure reproduced from [47].

3.4 Exercise Advisor
The exercise advisor [42, 49] is part of the FitTrack system which has been developed to in-
vestigate the ability of relational agents to establish and maintain long-term, social-emotional
relationships with users, and to determine if these relationships could be used to increase the
efficacy of health behavior change programs. The relational agent plays the role of exercise
advisor that participants talk to about their physical activity. It is designed to be used on home
computers on a daily basis. The agent uses synthesized speech and synchronized nonverbal
behavior, but the user contributions to the dialogue rely on selecting items from multiple choice
menus, dynamically updated based on the conversational context.

Two different versions of the exercise agent exist. A first system designed to work as exercise
coach in general (see Figure 3.4a) and a second system that was adapted for older adults (see
Figure 3.4b). This second system was designed to be easy to use, with a very consistent and
intuitive user interface and an enlarged display area to accommodate visual impairments and it
also contained an additional self-monitoring graph and educational content page, temporarily
replacing the ECA.

Both evaluation studies of the exercise advisor system demonstrated the acceptance and us-
ability of a relational agent by older adults. Participants found interacting with the agent to
be relatively natural and this had a positive impact on the users’ perceived relationship with
the agent [42, 49]. However, some contradictory results were found. The former research [49]
suggested that deploying conversational interfaces does not imply that natural language un-
derstanding must be used. The dynamic menu-based approach used in the FitTrack system
provided many of the benefits of a natural language interface, such as naturalness and ease of
use. As additional advantage, it is not necessary for the system to rely on error-prone under-
standing of unconstrained speech input. However, in the follow-up research [42], participants
mentioned that they could not express themselves completely using the constrained, multiple-
choice interaction. When asked, participants universally said they would have preferred speaking
to the agent, rather than using a touch screen, but Bickmore et al. [42] mentioned that for future
work, available systems first need to be thoroughly evaluated to ensure that they could provide
high enough reliability given the variability and differences in voice quality in older adults. This
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(a) Initial FitTrack interface with exercise advi-
sor. Figure reproduced from [49].

(b) New FitTrack interface with exercise advisor.
Figure reproduced from [42].

Figure 3.4: The FitTrack interfaces

is necessary so that users can engage in richer conversations and more freely express them-
selves while maintaining the ease of use of the multiple-choice selection input modality. Our
research focuses on this future work proposal and investigates the possibilities of speech, while
maintaining the ease of use of the multiple-choice approach.

3.5 Implications for the Current Research
This related work section provided insights in existing virtual characters created in the field of
e-health, whereof a few findings are considered important for the current research. The in-home
social support agent showed high levels of acceptance and satisfaction, indicating the relevance
of such systems in general. KRISTINA offered users the backup option to type text in case
the agent did not understand the spoken speech. Something similar can be considered for our
project, in which users can click the textual option in case there is no response to the speech.
Additionally, KRISTINA could ask for direct or indirect clarification when it detected more
then one relevant topic. Such confirmation strategies are considered important for the current
research because it can improve the naturalness of the conversation. A limitation found in both
KRISTINA and the mediation coach was the synthesized voice: it was perceived as monotonous
and lacking humanlike features. This shows the importance of agent voices that are somewhat
humanlike for assuring a pleasant experience.

The exercise advisor by Bickmore et al. is quite similar to the COUCH application in context and
dialogue structure and they share the goal to establish and maintain long-term relationships. The
dialogue structures are similar in the selection of items from multiple choice menus, dynamically
updated based on the conversational context. The applications differ in their input and output
modalities that can be text, speech, or a combination of both. The original COUCH application
only uses text input and output, the exercise advisor uses synthesized speech output, but no
speech input, and the speech-based COUCH application uses synthesized speech input and
output. Participants found interacting with the exercise advisor to be relatively natural, and
this is expected to improve when implementing a two-directional (i.e. speech input and output)
vocal interaction.
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Chapter 4

System design

In this chapter, the design- and development process of the speech-based COUCH system is de-
scribed. The original text-based COUCH application was not designed to support speech input
and output, leaving the challenge of implementing it within the existing COUCH framework. To
do this, the current Council of Coaches Platform is researched. The remainder of this chapter
focuses on the implementation of the conversational interface components (as described in Sec-
tion 2.3) into the application. First, an overview of the system architecture and communication
is provided, followed by an explanation of each conversational component an its integration in
the application. Furthermore, the adjustments in dialogue content and structure are described,
as well as the features that were added or removed. This section partly answers sub-questions
2, 3 and 4 (see Sections 4.2.5, 4.5, and 4.2.2 respectively).

4.1 The Council of Coaches Platform
The Council of Coaches platform1 consists of a few main components that are discussed in this
section. First, the WOOL dialogue platform is discussed, which is used for handling and adjust
the dialogues according to our need. Second, an overview of the coaches is provided since these
are the main characters of the application, providing all relevant information towards the user.
Lastly, we explain the original interface and the dialogue structure and coaching content. This
information serves as background for the reader and is relevant to understand the design- and
development choices of the speech-based system.

4.1.1 The WOOL Dialogue Platform
As already mentioned in Section 2.3.3, different types of dialogue managers exist. The WOOL
dialogue platform2 is one such example, developed in order to easily manage dialogues. Fig-
ure 4.1 shows the WOOL editor with its relevant elements. The following terms defined by
Beinema et al. [50] are important to understand.

Node: A dialogue step that contains one Statement and a one or more Replies.

Agent: A virtual speaker within a dialogue.

Statement: Something an agent says.

Reply: A possible reply that a user of the system can give.

1https://www.council-of-coaches.eu/
2http://www.woolplatform.eu/
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Figure 4.1: The WOOL editor, presenting a dialogue from agent Coda. Different
nodes are shown, each containing a statement and multiple replies.

WOOL defined different types of replies: basic, autoforward and input replies. The basic reply is
the standard reply option that links the user to a new node. An autoforward reply is a reply that
does not contain a statement. In this case the user is not provided with multiple reply options,
but instead is presented e.g with a default ’continue’ button that links to another node. An
input reply is simply a reply in which the user is asked to enter input (such as names, numbers,
etc.) in a text field. The WOOL dialogue platform is essentially a definition of a series of dia-
logues steps, represented by nodes and linked through user replies. These dialogue steps can be
manipulated individually, without changing the structure of the complete hierarchy. More infor-
mation about the details of the WOOL framework can be found in the work of Beinema et al [50].

The WOOL dialogue platform offers a few features that are particularly useful for the current
research. First, it provides the possibility to manually add words to listen for to a statement.
Second, it provides the possibility to add or remove intermediate dialogue steps without changing
anything to the remaining of the dialogue. How these features help for the development of the
speech-based system is discussed in more detail in Section 4.2.2). The third advantage that
WOOL offers is its ease of use for people who are no expert in dialogue management tools. This
can particularly helpful for future work, as explained in Chapter 7 (the discussion).

4.1.2 The Coaches
One of the objectives of COUCH was to develop the coaches as interesting characters, with each
coach having its own expertise and background. The complete set of coaches is shown in Table
4.1, including their role, name nationality, gender and age. Besides the coaches, there is the
robot Coda, the equivalent to an in-app ’menu’. Coda is designed to help with more technical
functions like creating an account, logging in or out and changing settings.

Because COUCH contains many different coaches differing in gender and age, an extensive
diversity of synthesized voices was required. For some roles that were obvious in their nationality
(e.g. François who uses a lot of French words and talks about French wine and cheese), the
intention was to show their nationality via their voices (e.g. French pronunciation of words like
’bonjour’). This design choice is elaborately explained in Section 4.2.5 and 4.3. Additionally,

30



the ages of the coaches were taken into account for the distribution of voices, by providing older
sounding voices to Helen and Carlos and younger sounding voices to Emma and Francois. The
chronic pain and diabetes coach were not considered for this research because of their very specific
role, and therefore did not need a voice. For the interested reader, more information about the
coaches’ backstories can be found in the public deliverable D3.4 of the COUCH project [50],
where an elaborate description of each coach is given, including their height, weight, place of
birth, likes and dislikes, backstory, role, pointers for dialogue writing and coach selection blurb.

Role Name Nationality Gender Age

Physical Activity Coach Olivia Simons Dutch Female 52

Nutrition Coach François Dubois French Male 45

Social Coach Emma Li American Female 28

Cognitive Coach Helen Jones British Female 64

Peer Support Carlos Silva Portuguese Male 67

Chronic Pain Coach Rasmus Johansen Danish Male 33

Diabetes Coach Katarzyna Kowalska Polish Female 45

Table 4.1: The seven coaches from the Council

4.1.3 The Council of Coaches Interface
Users can interact with the interface by clicking buttons with scripted content and response op-
tions. Users can determine themselves which coaches to interact with. When a coach is clicked,
a text balloon with a statement appears. The first personal dialogue with each coach consists
of a short introduction and a personal story or domain relation question (e.g. Francois asks the
user whether he/she likes to cook). Starting from the second dialogue, users can choose to have
a social conversation, do a coaching session or leave the conversation (see Figure 4.2 on the next
page), which are examples of basic replies. An example of an autoforward reply in COUCH is
shown in Figure 4.3 (on the next page), where the user is presented with a ’continue’ button.
An input reply example in COUCH is presented in Figure 4.4 (on the next page). It depends on
the user input which route through the dialogue is taken. This setup limits user input, which
has the strength of giving the coaches more clarity on what they respond to [51]. The coaches
themselves can naturally keep an interaction going by supporting or contradicting each other to
increase user engagement, active participation, reflection and critical thinking about their own
health. Besides the interaction with coaches, users can setup the system and change settings by
talking to the robot assistant.
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Figure 4.2: The Council of Coaches scripted basic reply1.

Figure 4.3: The Council of Coaches scripted autoforward reply1.

Figure 4.4: The Council of Coaches scripted input reply1.
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When users open the application, they are presented with the main menu Web interface, which
has a welcoming and familiar visual of a building entrance (see Figure 4.5). It is an entrance
to the “Council of Coaches” home. The functions available in this screen are: account creation,
log in with an account that was created before and selection of preferred language. If not done
before, users have to create an account, so their preferences and information can be stored,
and dialogues can be personalized. This action, as well as the login action, allows the user to
enter the Council of Coaches house. After pressing the button ’create account’, Coda will guide
users through this process (see Figure 4.6) and also introduces them to the COUCH system by
teaching them how to interact with it.

Figure 4.5: Council of Coaches Main Menu screen1.

Figure 4.6: First screen of the account creation process, guided by Coda1.
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4.1.4 The Dialogue Structure and Coaching Content
The previous section showed dialogue examples of the original COUCH application and gave
a feeling of such interaction. To give an idea about the high level structure of the conver-
sation, this section describes the different content types and hierarchy of the dialogues. This
information serves as background for the reader and explains the context of the current research.

To guide the user in their behavior change process, each coach has a number of dialogues
available that can be used to discuss a specific topic. COUCH structured the topics that each
coach can discuss with a hierarchy. The end-points of this hierarchy represent the topics for
the dialogues. For the current research, we will describe one example structure (the physical
activity coach) of such a coaching process (for more examples see the public deliverable D3.4
of the COUCH project [50]). The strategies for the other coaches are relatively similar. The
topics structure starts with a ’Start’ node that allows a choice between the ’Social’ topics and
the ’Coaching’ topic (see Figure 4.7). The hierarchy is straightforward from the figure, with all
grey nodes allowing a choice between topics and the blue nodes being final dialogue topics. A
small description of each of the blue nodes is provided in Table 4.2.

Figure 4.7: The hierarchy of coaching topics. Adapted from [50]. The blue nodes
are topics and the grey nodes has subtopics themselves.
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Topic Description
Introduction The dialogues in which the coach and the user introduce

themselves.
Background story The dialogues about the coach’s background story.
Gather information The dialogues in which the coach asks the user about his

preferences.
Discuss coaching approach The dialogues in which the coach discusses with the user

what coaching style he prefers.
Discuss sensors Dialogues about the sensors (FitBit).
Set new goal Dialogues about setting new goal long-term and daily

goals.
Discuss existing goal Dialogues about the users’ current goal and his experi-

enced level of difficulty of the goal.
Discuss actions to achieve
goal

Dialogues about what activities the user will do and when.

Advise on social support Dialogues discussing how users might ask their family and
friends to perform activities with them.

Help recognize triggers Dialogues in which the user reflects on triggers, causing
them to be less active.

Discuss progress Dialogues about how the user feels about its process.
Discuss experience Dialogues in which the user reflects on how it is going.
Give an example Dialogues providing examples of how the user can be phys-

ically active.
Explain Dialogues explaining the user how to be physically active.
Positive effects Dialogues explaining users why they should be physically

active.
Negatives effects Dialogues explaining users why being physically inactive

can be bad for their health.

Table 4.2: Descriptions of the coaching topics (the blue nodes in Figure 5.6).

4.2 System Architecture
To implement speech in the original text-based application, it is important to understand its
structure and functioning. This applications’ WebClient is connected to the R2D2 server which
has a submodule responsible for handling WOOL dialogues. The WebClient receives information
about the dialogues from the R2D2 server and presents the statements with reply options to the
user. Consequently, the chosen reply option is send back from the WebClient to the R2D2 server.

The speech-based system also uses a connection with the R2D2 server for handling and retriev-
ing WOOL dialogues. Furthermore, our system broadly follows the conversational interface
architecture, as described in Section 2.3, consisting of five main components: Automatic Speech
Recognition (ASR), Spoken Language Understanding (SLU), Dialogue Management (DM), Re-
sponse Generation (RG) and Text-to-Speech Synthesis (TTS). While the ASR-, DM- and TTS
component are connecting to external servers and clearly distinguishable in their function, the
SLU- and RG component are less explicit components implemented in the WebClient. The
WebClient is responsible for locally handling the keyword check (the SLU component) and
constructing the content-to-speak for the TTS (the RG component). In this report, the term
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’Keyword’ describes the word to listen for which is linked to one reply.

The complete interaction process can be briefly described as follows. When the user speaks
to the interface (i.e. the COUCH WebClient), the ASR component receives audio from the
microphone, and transcribes this input to written text. The transcription is send to the SLU
component, while simultaneously information about the state of the current dialogue step is
forwarded by the DM component. The SLU component compares the keywords received from
the dialogue manager with the audio’s transcription and returns the user reply for which the
transcription matched the keyword. The dialogue manager consequently evokes the next dia-
logue step and sends the updated dialogue content to the RG component. The RG component
uses the relevant content (i.e. the statement and voice of the coach) from this dialogue step
and sends it in the correct request format to the Google Text-to-Speak API, which translates
the statement in audio speech. The generated speech is sent to the interface, where the audio is
played. The user receives the content via audio (from the TTS) and text balloons (from the DM
component). Figure 4.8 visually presents this process and shows how the different components
interact. All system components are more elaborately discussed in upcoming sections.
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Figure 4.8: Visualization of the speech-based COUCH architecture. The system
contains ASR, DM and TTS components that are connected with external servers,
and SLU and RG components that are implemented in the WebClient and therefore
colored differently.

36



The system is additionally described on dialogue step level because using the application essen-
tially means a sequence of dialogue step repetitions. As mentioned in Section 4.1.3, three types
of replies exists: Basic, autoforward, and input replies. Since input replies are not adjusted
in the speech-based system, the focus was on basic and autoforward replies. The processes of
giving these replies are presented in sequence diagrams. These diagrams show the interactions
between the WebClient, R2D2 server, and NLspraak server arranged in a time sequence. It
depicts these three objects involved in the speech recognition during a dialogue step and the
sequence of messages exchanged that were needed to carry out the functionality of that dialogue
step. For simplicity, the TTS is not implemented in the diagrams.

Both types of replies are mixed together within the dialogues, causing the diagrams to have
overlap. Therefore only the sequence diagram of a basic reply (Figure 4.9 on page 38) is presented
from beginning to end. The sequence diagram of an autoforward reply (Figure 4.10 on page
39) is represented as smaller block that fits in the red square form the basic reply sequence
diagram as alternative dialogue step within an interaction. The sequence diagram in Figure 4.9
can be globally described as follows. A user starts the interface by turning on the ASR. The
server returns a request for permission to use the microphone. When the user gives permission,
keywords are added for coach names and the ASR component starts listening. When the name
of a coach is spotted, the coach starts an interaction and keywords are added for the related
reply options. While the coach is speaking, the ASR is paused and not listening for user speech.
When the TTS is finished synthesizing the coach’s statement, the ASR is resumed and listening
to the user again, searching for keywords. In case a keyword is spotted, content of the next
dialogue step is retrieved and the process starts all over again. An alternative possibility is that
the user speaks one of the keywords to end a conversation, so the interaction stops and the user
returns to the living room. In case of an autoforward reply, the user does not speak any reply
options, but instead the R2D2 server automatically

4.2.1 Automatic Speech Recognition
The ’NLSpraak’ ASR system is used for transcribing the incoming speech into written text. For
this speech recognizer, the Corpus Spoken Dutch3 was used to train Dutch models on the Kaldi
framework [30]. Based on this Dutch Kaldi implementation, a web demonstration for this ASR
was created4, which has been used as starting point for the current project. This demonstration
was helpful because it already included a working JavaScript application. The server listened
to the audio, which it received via an internet connection and returned the decoded transcription.

When the ASR system recognized a word that it never heard before, it printed this word as
unknown: ’<UNK>’. These unknown words could happen for two reasons: (1) the word was
not in the vocabulary of the ASR system, so it could not be transcribed (e.g. the Dutch word
’coachingssessie’), or (2) a word was mumbled instead of clearly pronounced which caused the
ASR system not to identify the spoken word and transcribe it as unknown word. The identifi-
cation of unknown words is used for the implementation of dialogue management strategies (see
Section 4.4)

3http://lands.let.ru.nl/cgn/
4https://github.com/laurensw75/SpeechAPIDemo
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Figure 4.9: A sequence diagram presenting the process of answering with a basic
reply in a dialogue step. The dashed lines represent return messages.
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Figure 4.10: A sequence diagram presenting the process of an autoforward reply.
Only part of the process is presented, that can replace the content of red square in
Figure 4.9.

4.2.2 Dialogue Management
The DM component is responsible for responding to user behavior perceived via the ASR input
and for generating the system behavior that is realized via TTS output. The dialogue manager
controls the SLU and RG components, which are discussed in the successive sections.

The WOOL editor is used adjust the dialogues and the WOOL subcomponent of the R2D2
server was responsible for handling these adjusted dialogues. As mentioned in Section 4.1.1,
WOOL offers some useful features that are used in the current research. For our project, the
structure and content has not really been changed, but we used WOOL’s possibility to remove
intermediate dialogue steps that were not relevant for the user studies (e.g. dialogues from
the activity coach requiring a FitBit) without changing anything to the remaining of dialogues.
Also, words that could not be pronounced correctly by the TTS were removed from the dialogues.

Furthermore, in WOOL it is possible to add an action-Statement to a reply. This means that
each reply option can receive a specific action that is performed when that reply option is
chosen. An example implemented in the original COUCH application is the response of the
system to open the recipe book in case a user replies with its preference to check out recipes
(see Figure 4.11).

Figure 4.11: An example of the addition of a generic action-Statement to a reply option

For the implementation of the speech-based system, this WOOL feature is used to provide
keyword tags to different reply options. Keyword tags are created for each reply, as shown
in Figure 4.12. This keyword list could be retrieved by the dialogue manager, specifying the
action type and value in the request. The dialogue manager passed on the keywords to the SLU
component that checked for the existence of one of these keywords in the speech transcription.
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Figure 4.12: An example of keyword tags, added to different answer options.

Most replies were manually provided with keyword tags, chosen by the main message and im-
portant words of the reply. These main words were added as keywords, together with a set of
similar words in order to increase the change for the ASR to detect a keyword and continue in
the dialogue. For example, in the sentence ’I just want to talk’, the keyword talk is added, as well
as its synonyms chat, speak and conversate (see Figure 4.12). Due to the hierarchical content
structure and fixed coaching topics, there was a lot of repetition in the dialogues. This offered
the possibility to copy keyword tags to other dialogues. One common strategy in the keyword
tagging was to provide a negative set of keywords to negatively phrased answer options and a
positive set of keywords to positively phrased answer options. Figure 4.13 shows an example.
For the reply that did not contain a keyword tag, the dialogue manager retrieved the last word
from the normalized reply (i.e. the reply without stop words and punctuation marks) and added
it as keyword. In the first place, the first word of a sentence as keyword, but the ASR showed to
have more difficulties recognizing the first word then the last word. The retrieval of other words
in a sentence was also considered, but this required a more complex implementation and because
most keywords were tagged manually, it was not considered for the current implementation.

Figure 4.13: An example of keyword tags for positively and negatively phrased answers

A difficulty experienced while tagging keywords was in sentences that were very similar but did
or did not contain the word ’not’. For example: ’I am actually a big football fan’, or ’I am
not really a fan of football’ were difficult sentences to deal with. In those cases, the positive
keywords (e.g. yes, big, always) were added for the first answer and the negative keywords (e.g.
no, not, never) for the second answer. Contrary, it happened that sentences were very similar,
but all answers resulted in the same next dialogue step. For example, the answers ’Oh, you play
piano? Do tell!’, ’I always love to listen to piano players’, and ’How long have you been playing
it for?’ all directed to the same follow-up step without setting parameters about the user’s reply
choice. In this case the main keyword ’piano’ was only added for the first reply.

Besides the dynamic ’last word’ and ’manual’ keyword tags, we hard coded a set of keywords for
two situations. The first hard coded set of keywords included all coach names and few alternative
options such as the function of the coach, terms related to the function, and the number of the
position of the coach in the living room (from left to right). For example, the keywords for
Olivia included: ’Olivia’, ’activity’, ’sport’, ’excercise’, and ’two’. These alternatives did not
require users to remember all coach names and the provided an option in case the ASR did
not recognize a name. The name ’Helen’ was very difficult for the ASR to transcribe, making it
difficult to start a conversation with the cognition coach. When observing the transcriptions that
the ASR created when ’Helen’ was spoken, words like ’heelen’, ’alan’, ’hellen’, and ’ellen’ came
forward. To improve the recognition, these keywords have been added manually as keyword for
the cognition coach. The second hard coded hard coded set of keywords included words to end
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a conversation, such as: ’Stop’, ’finish’, ’end’, and ’wrap up’. ’Bye’ was a reply option available
in many dialogue situations, but not in all, so it was added to this set of ’ending’ keywords to
give users the opportunity to always end a conversation by saying goodbye to the coaches. The
only situation in which users were not allowed to end a conversation was in the middle of an
autoforward reply.

4.2.3 Spoken Language Understanding
The SLU component used the transcription of the ASR and the keyword lists received from the
dialogue manager to check if any keyword matched the content of the transcription. In case
a keyword was spotted, the SLU component triggered an action that was dependent on that
keyword. All actions are passed on to the DM component, so it could retrieve the successive
dialogue step and all its specifications. A few actions were possible:

1. The transcription included a coach name or function, so the SLU component started an
interaction with the coach (only when the user was not in a dialogue step yet).

2. The keyword belonged to one of the reply options, so the SLU component programmatically
’clicked’ that reply option to continue to the next dialogue step.

3. The transcription included a word to end the conversation, so the SLU programmatically
’clicked’ the cancel button and the user returned to the living room.

In case no keyword was spotted, the SLU checked if there was an unknown word transcribed.
If this was the case, a clarification question was used (which is one the dialogue management
strategies described in Section 4.4). If no keyword and no unknown word were spotted, nothing
happened and the SLU component waited for a new transcription from the ASR.

4.2.4 Response Generation
While the SLU component is responsible for the process between the incoming audio and the
continuation to the next dialogue step, the RG component is responsible for the process between
this next dialogue step and the outgoing audio. The RG component receives the updated
specifications about the dialogue step from the dialogue manager. The job of the RG component
is to retrieve the speaking coach and statement find the correct voice and text-to-speak. This
information is formatted in an audio request the TTS could process (which is discussed in more
detail in the next section). The resulting synthesized speech is send back to the RG component
for playback. The WebClient presents the dialogue content in audio (received from the TTS)
and text (received from the dialogue manager) to the user.

4.2.5 Text-to-Speech Synthesis
Task of the TTS

To convert the string received from the RG component into audio data, the request had to be
send in the right format, specified in Google’s protocol5. The input text, voice specifications
(i.e. name and language code) and audio configurations were provided to the Google TTS, so
the speech audio could be retrieved and sent back to the RG component for playback.

Choice for TTS

For synthesizing the coach statements to text, one option was to prerecord all context with
different voices to create humanlike voices. Considering the limitations of KRISTINA [45] and
the meditation ECA [47], this might improve the overall experience. However, for the current

5https://cloud.google.com/text-to-speech/docs/create-audio
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research that includes a complete council of coaches, this approach was too time-consuming.
Besides that TTS has improved in quality over the past years and is expected to sound sufficient.

Although a decision for an ASR system was already made during the preliminary literature
research of this project, no TTS was chosen yet. This choice was quite easy due to the limited
number of options. Since seven of the COUCH coaches were used for the user studies, we had
to find a TTS that offered this many different voices. Other important criteria included the
voices to be Dutch, the TTS to be free and when possible, to support the Synthesis Markup
Language (SSML). All these criteria resulted in the choice for the Google Cloud Text-to-Speak6.
Current commercially available voices from Google are powered by WaveNet7, software created
by Google’s subsidiary DeepMind. The Google TTS differs from other voice synthesizers (in-
cluding Apple’s Siri) by using machine learning to generate speech, while other synthesizers
use concatenative synthesis. Concatenative synthesis is a technique for synthesizing sounds by
concatenating individual syllables (i.e. sounds such as ’ba’, ’sht’, and ’oo’) to form words and
sentences. DeepMind claims that ’WaveNets are able to generate speech which mimics any hu-
man voice and which sounds more natural than the best existing Text-to-Speech systems, reducing
the gap with human performance by over 50%’ [52].

The TTS contains five Basic and five of these improved Wavenet voices (3 female, 2 male).
Coaches Carlos, Olivia, Emma, Helen, Francois and Coda were included in the user studies, so
six different voices were necessary. The five ’human’ coaches received a Wavenet voice and the
robot received a basic voice, because there was no need for the robot to sound more humanlike.
The division was as follows:

• Coda: Standard-B
• Carlos: Wavenet-C
• Olivia: Wavenet-A
• Emma: Wavenet-D
• Helen: Wavenet-E
• François: Wavenet-B

The Google TTS provided the possibility to adjust the voices by pitch and speed, and to send
SSML in the TTS request to allow for more customization in the audio response.

4.3 Speech Synthesis Markup Language
This section describes the customization of the audio responses via SSML. The essential role of
the markup language is to provide authors of synthesizable content a standard way to control
aspects of speech such as pronunciation, volume, pitch, rate. For this research the voices have
not been adjusted by pitch or speed, because the voices were calm and clearly understandable
for older adults. However, the pronunciation could be improved because some words turned out
to be difficult to pronounce, such as: names, foreign words and slang. Additionally, the accen-
tuation of the synthesized speech was somewhat strange in certain dialogue parts. Therefore,
details on pauses, audio formatting for slang and the pronunciation of names and foreign words
haven been implemented with SSML.

Some synthesizers (e.g. Amazon’s Alexa) include the option to pronounce parts of speech in
a different language. This could be helpful in cases where François was talking about ’moi’,

6https://cloud.google.com/text-to-speech
7https://deepmind.com/blog/article/wavenet-generative-model-raw-audio
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or Carlos was greeting with ’Olá’. Unfortunately this ’lang’ attribute was not available for the
Google TTS. Instead, there was tried to give François a French accent by using one of the
French voices for all dialogue content, but this voice was not able to pronounce Dutch sentences
correctly so this idea was discarded. The ’phoneme’ attribute makes it possible to pronounce
words per small unit of the word and could be useful for words like ’wow’ and ’huh’, but was no
option in the Google TTS either. Therefore, the more general ’<sub>’ attribute has been used
instead. By replacing the text in the alias attribute value with the text for pronunciation, it was
possible to provide a simplified pronunciation of a difficult-to-read word. This specification of
word pronunciation worked for some words, such as; ’wow’, ’Helen’, ’Olá’, ’Emilie’, but not for
words like ’hmm’ and ’huh’, which was pronounced by spelling all the letters separately. When
the mispronunciation of a word could not be solved via SSML, it was removed from the dialogue.

4.4 Dialogue Design Strategies
A general strategy to manage dialogues was implemented in the autoforward replies. Auto-
forward replies contain parts of dialogues that stretches over multiple dialogue steps, without
requiring a reply. For written text it is logical to include a continue button that a user can
click to continue in this dialogue, because the moment to continue is dependent on the reading
speed of the user. Contrary, for spoken dialogues it is more logical to automatically continue
in the dialogue because it should happen after the coach’s statement is spoken. Therefore, the
’continue’ keywords and buttons were removed and the autoforward replies were automatically
continued after one second. Only for purposes regarding the experimental setup of one experi-
ment, the continue button was left in.

Furthermore, two design issues were considered for this research. As described in Section 2.3.3,
two frequent design issues within DM for conversational agents are interaction and confirmation
strategies [23]. Interaction strategies determine who takes the initiative in the dialogue – the
system or the user? - and confirmation strategies deal with uncertainties in spoken speech un-
derstanding. Designing appropriate interaction strategies were not very relevant for the current
project, due to the pre-defined structure. COUCH takes a mixed-initiative strategy, wherein
the user can take the initiative first by choosing one of the coaches to talk to. Consequently the
coach starts the conversation, wherein the coach can take initiative by proposing health-related
information. The user is not free to respond with whatever he wants, but instead chooses the
provided reply options to guide the dialogue. All possible dialogues implemented in the sys-
tem were fixed in the sense that every dialogue node was connected to other dialogue nodes.
Navigation happened by choosing reply options, that led the user to a next statement (see
Section 4.1.4). In this way, the turn-taking was already implemented and this mixed-initiative
strategy has not been changed when making the system voice-controllable.

Contrary, designing appropriate confirmation strategies were relevant for this research. No
confirmation strategies were implemented in the original COUCH application because uncer-
tainties only arise in spoken speech understanding and not in written speech understanding.
Both explicit and implicit strategies has been investigated, but implicit strategies (i.e. in which
the system integrates previous input in the next question) were not very suitable due to the
restricted dialogue structure. Confirmation strategies (i.e. in which the system takes an addi-
tional conversation turn), on the other hand, turned out to be a suitable method for repairing
the conversation. This strategy was necessary when the system did not catch a keyword from
the spoken sentence and therefore got stuck in the conversation. For the implementation of such
strategy, the Google design guidelines for dealing with conversational errors are used8. These
guidelines distinguished between a ’no match’ occurrence and a ’no input’ occurrence. A No

8https://designguidelines.withgoogle.com/conversation/conversational-components/errors.html
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Match error occurred when the system did not understand or interpret the user’s response in
context, while a No Input error occurred when the system did not detect a response from the
user (e.g. because the user has not said anything while the microphone was open, or the user has
not spoken loud enough). Two different methods for dealing with these errors are implemented.

For the No Match error, some explicit confirmation sentences and questions were hard coded.
These sentences were drawn from the following design suggestions:

• Reiterate the question quickly and succinctly.
• Combine apologies with questions.
• Talk to the user like you’re having a human-to-human conversation.

Which resulted in the following list of confirmation questions:

• ’Pardon me, I did not hear you properly, could you repeat the answer?’
• ’Excuse me, what did you say?’
• ’Sorry, I did not understand you well, can you say that again?’
• ’Could you repeat that?’
• ’Sorry, I was not wearing my hearing aid, can you repeat your answer?’

The ASR often transcribed spoken speech in small parts of sentences or even separate words,
which would cause an overload of extra conversation turns taken by the system in case these
questions were asked every time no keyword was spotted. Therefore, this strategy is imple-
mented so that the ASR checked if there was no keyword spotted and there was an unknown
word (<unk>, as described in Section 2.3.1) in the transcription. Then the system took an extra
turn and asked the user for explicit confirmation. These unknown words are actually words that
are not in the vocabulary of the ASR, but in practice an unknown transcription also occurred
when the user was speaking unclear and therefore not understood.

The No Input error was dealt with by repeating a statement after 20 seconds in which no key-
word was spotted. In this situation the system ’assumed’ that the user was not present or paying
attention, or did not hear what the coach just said. After 20 seconds it repeated itself in the
hope the user would respond the second time. Of course this implementation contains some
flaws, because it only assumes the user did not pay attention or did not hear the statement,
while it can be that the user has spoken for 20 seconds but without mentioning any of the
keywords. A better approach is proposed in Section 7.

4.5 Additional Features
A few extra features were added to the speech-based COUCH system, attempting to achieve
a good user experience. Guidelines for designing voice user interfaces were used, including the
advice to use a command-and-control approach for systems that have no idea the user might
speak [53]. In a conversational interface the system cannot automatically distinguish between
a random conversation or the start of a conversation with the system. With a command-and-
control approach users must do something explicit to inform the system that they are going
to speak [53]. For example, Siri requires the user to press the home button before speaking.
When this happens the system typically responds with audio and/or visual feedback, so the user
knows that the system is listening and the user can speak. In the speech-based COUCH system
such approach is implemented by creating buttons to start and stop the speech recognition (see
Figure 4.14), allowing users to decide for themselves whether they want to use the speech option
or not. It assures better privacy because there is no need for the recognizer to keep listening for
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speech when the application is open, but not used by the user. The ’start speech’ button got
blocked once it was clicked and the ’stop speech’ button was blocked while initializing the page
or clicking the ’stop button’. Additional verbal communication speaking ’speech recognition is
started’ or ’speech recognition is stopped’ is used to update the user about the state of the ASR.
One big difference of our implementation with Siri is that the speech recognition only needs to
be started once, while Siri requires the home button to be pressed every time the user wants
to speak. Besides the verbal feedback, we implemented a visual cue that indicated whether the
ASR was turned on. When the user clicked the ’start speech’ button, a recording button (see
Figure 4.15) appeared on the left side to make the user aware that the recognizer is turned on.

The last added feature was the megaphone (see Figure 4.16), which replaced the small text
balloons icons implemented in the original COUCH application. Interactivity was added by
making these megaphones responsive to clicking and causing the coaches to repeat the previously
spoken statement. This feature was only possible in basic replies and not in autoforward replies,
because in this second scenario the coach automatically continued to the next dialogue step after
a short moment.

Figure 4.14: The buttons that turn
on and off the ASR.

Figure 4.15: The record button that
appears when the ASR is turned on.

Figure 4.16: The megaphone that can
be clicked to make the coach repeat
itself.
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4.6 Removed and Ignored Features
Next to the addition of features in the speech-based system, it was necessary to remove or ignore
some existing features. First, the radio was removed because this caused the ASR to capture
and transcribe the music from the radio. Consequently, the system could spot a keyword in the
transcription of the radio audio instead of the user audio, causing the system to continue to a
next dialogue step without any action from the user. Another problem with the radio was the
intensity of listening to the radio and at the same time listening to the coaches. Therefore we
decided to remove the radio and all dialogue parts related to the radio from the system. Two
other features which are not removed, but instead ignored by the ASR and TTS because of
the irrelevance for the purpose of this study, included the recipe book and the text field input
options. The recipe book could be reached by an interaction with François via voice, but it
could not be navigated, opened or closed via speech. The same applied to conversations that
contained text input fields. These parts could be reached by speech, but names or numbers that
had to be entered as input could not be entered via speech. A physical click on the ’enter’ is
necessary when these text fields are filled.
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Chapter 5

Methodology of Evaluation

This chapter presents the design of two separate experiments that were performed to supply
participants with the system as described in Chapter 4. The first experiment is designed to ex-
plicitly address the differences in evaluation between the two systems, considering the number
of errors that are made by the speech-based application. Therefore the external variables (i.e.
the devices, the room, the environmental noise, etc.) are kept constant. This controlled study
mainly focused on quantitative data and therefore a larger number of participants is required
and is designed to answer Research Question 1. The second experiment is designed to test the
robustness of the speech-based system in a home-setting and investigate the user experiences
when used in such setting. A small number of participants is asked to use the speech-based
application at home via a tablet and participate in an interview afterwards. This ’in-the-wild’
study is designed to obtain qualitative data and answer Research Question 2. In the remaining
of this report, the first controlled experimental study is referred to as controlled experiment and
the second descriptive qualitative study as field experiment.

The chapter starts with a short description of the ethical procedure. Then it discusses per
experiment the following subjects: a general description of the setup, a description of each of
the measures, the participants, and the full procedure for a single participant. Additionally, a
pilot test for the controlled experiment is discussed in Section 5.2.7.

5.1 Ethical permission
Before the start of the user studies, all required documents were send to the university’s Ethics
Committee for ethical approval. These documents are presented in Appendix B and included
the information brochure, the consent form, and the ethics checklist. The consent form is a
standard form, indicating that the participant is adequately informed about the experiment
via the information brochure. Due to the COVID-19 crisis, the ethical approval was somewhat
more complicated and included strict regulations. Extra precautionary measures were taken
to comply to these regulations, such as: Guaranteeing 1.5m distance at any time, cleaning the
equipment in between the sessions and conducting the interviews by telephone. An additional
GDPR registration was done for both experiments because we collected personal data such
as participant’s demographics and voice recordings for the interviews. Both experiments were
reviewed and approved by the Ethics Committee.

5.2 Controlled Experiment
The controlled experiment is designed to compare the speech-based version of COUCH with
the original text-based application. During this experiment, participants are presented with
both systems and asked to use them consecutively for a limited amount of time. The focus of
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this study is to collect quantitative data via scale questionnaires and by counting the relative
number errors. A few open questions are added to obtain better insights in the user preferences
regarding the written- or speech-controlled interface.

5.2.1 Experimental Design
The experiment uses a within-subject design because of the low potential number of participants.
This increases the changes of finding statistically significant results in the quantitative data. It
also allows participants to make an explicit comparison between the two conditions in the final
questionnaire, which may lead to additional insights. The independent variables are the two
versions of the application (i.e. the original text-version and our developed speech-version) and
the dependent variables are the observational measurements and user experiences ratings, mea-
sured via the user experience questionnaire (UEQ) and an explicit comparison questionnaire.
To prevent the results being influenced by the order of the two conditions, we use a counter-
balanced measure design. This means that the order in which the versions are presented to the
participants is randomized, with half of the participants starting with the text-based application
and half of the participants starting with the speech-based application.

5.2.2 Hypothesis
As introduced in Section 1.3, Research Question 1 asked:

Does the addition of speech to the Council of Coaches application lead to an
increase in evaluations of the users’ experiences?

Research Question 1 needs to be broken down into more specific hypothesis that can be validated
or falsified through statistical analysis. Four hypothesis have been created for this purpose and
are based on the findings described in Section 1.2 that different studies [17,18] suggest potential
benefits for spoken conversational interfaces. Speech might be able to improve engagement be-
cause it can make the human-computer interaction more interesting and natural. The following
hypothesis were thus formulated:

H1 The interaction with the speech-based COUCH application leads to a significant increase
in user evaluations of the UEQ scale Stimulation.

H2 The interaction with the speech-based COUCH application leads to a significant increase
in user evaluations of the UEQ scale Novelty.

H3 The interaction with the speech-based COUCH application leads to a significant decrease
in user evaluations of the UEQ scale Efficiency.

H4 The interaction with the speech-based COUCH application leads to a significant increase
in user evaluations measured via an explicit comparison questionnaire.

5.2.3 Experimental setup
To create a controlled experiment where the environmental conditions were the same for all
participants, the experiment sessions were performed in the same lecture room in the Ravelijn
building at the University of Twente. This lecture room proved to have a good acoustic, without
background noise or resound. In this lecture room there were two desks placed side by side, with
two chairs behind them. A computer was positioned at one of the desks and a separate laptop
on the other desk. Participants used the COUCH systems on the laptop, which was connected
with a snowball microphone to assure good quality speech input, and filled in the questionnaires
on the computer. In this way, a distance of 1.5m between the researcher and participant could
be preserved (e.g. when the participant filled in a questionnaire, the researcher could already set
up the next system). The laptop and computer were cleaned between every session. The setup
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of the experiment is pictured in Figure 5.1, where the laptop with microphone is positioned on
the left desk, and the computer at the right desk.

Separate accounts were created by repeating the intake for every participant, making the di-
alogues more personalized. Names of participants could be used by the coaches to personally
address the participant. Additionally, separate accounts kept the dialogue content constant for
all participants, because no prior interaction had taken place via their account. The only inter-
actions that were skipped for all participants included the introductory conversations wherein
the coaches explained their role in the Council. Moreover, it was possible to retrieve log data
from the interactions (e.g. date, time, coach, dialogue step, dialogue content), allowing us to
check dialogue data used for the observational measurements. One account per user made this
process much more structured.

Two documents were provided to the participants: (1) a sheet with an overview of the coach
names and descriptions, and (2) a user manual. The user manual contained a general in-
troduction and an explanation about the operation of the text-and speech-based application.
Furthermore, this manual contained the steps that participants were asked to perform during
the interaction with the speech-based system. These steps are also used as guideline during
the interaction with the text-based system, although for this system the dialogues and interac-
tions could not be manipulated, making it impossible to assure these exact options. Moreover,
the steps are designed because they assure an interesting vocal interaction wherein the user is
required to reply (i.e. there are not many autofoward replies) and without too many yes/no
replies, which is less relevant in case of the textual interaction. The specified steps included the
following:

1. Start an interaction with Coda and let him explain the interface to you.
2. Start an interaction with a coach of choice and go through with this conversation until

finished and you are redirected back to the living room. Suggestions for interactions based
on you interest are the following:

Active lifestyle advice: Olivia
Music instruments: Emma – I just want to talk
Soccer: Carlos – I just want to talk
Quiz about the memory: Helen – do a coaching session
Nutrition advice: Francois – talk about food

3. Start an interaction with a coach of choice and end it at a moment of choice.

Furthermore, participants were told that they could test two speech-specific functions:

• The repeat function of the megaphone
• The repetition of the coach by remaining quiet for a while

Participants were only required to have the interaction with Coda to explain the interface. The
remainder of steps were not meant as hard requirements to follow, but more suggestions for
interesting interactions and to get a broad idea about all system components. Participants were
allowed to do interactions that were not on the list and to do steps in a different order.
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Figure 5.1: The experimental setup of the controlled experiment.

5.2.4 Measures
This section describes the measures taken during the experiment, consisting of an intake ques-
tionnaire, observational measure, validated user experience questionnaire and a final question-
naire explicitly comparing the two systems. Questionnaires are presented via Google Forms,
an online service. This allowed participants to fill out the surveys without requiring additional
interaction with the researcher, and the data was directly available online. Complete versions
of each questionnaire as presented to participants can be found in Appendix A.

Intake Questionnaire

The intake questionnaire is simply meant to collect demographics about each participant that
could be relevant. Participants were asked to fill in their gender, age, level of education and
working status. Additionally they were asked to indicate their level of experience with speech
technologies. People with more experience in speech technologies (e.g. Siri, Google Home,
Alexa) generally know how to interact with these kind of systems, possibly leading to a better
understanding between human and machine and differences in the error rate [53].

Observational Measures

The first source of data is an observational measurement, in which the number of times par-
ticipants are not understood or did not elicit a response from the system are counted. These
measures are collected in realtime by keeping tally of different error types via the observational
measurements sheet (presented in Appendix A.1.2) and are used give insights in the efficiency
and reliability of the system. In case the system makes many errors in the recognition by mis-
recognizing speech or not recognizing speech at all, the system cannot be perceived as reliable
and not efficient in use because the interaction often gets stuck.

The accuracy of the system is calculated with the number of times that there is no response
from the system, which means the ASR fails in understanding and handling the spoken speech.
However, since not all errors have the same effect on the system, it is important to distinguish
between different types of errors. For the objective measurements done in this study, we defined
different types of errors:
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1. ASR-errors: the system is not recognizing the spoken speech and therefore is not re-
sponding to user input. The system cannot process to the next dialogue step.

2. User-errors: the user said something that was out of the vocabulary of the system and
therefore could not be recognized.

The system partly dealt with ASR-errors by including conversation repair mechanisms (i.e. re-
peating the the statement after 20 seconds and querying one of the clarification questions).
Although it was still an error by the system, it could be part of a humanlike conversation and is
therefore called a ‘recovery’ error. Another type of error that occurred during the development
of the system was in recognizing names of the coaches. However, this was not the most essential
part of the conversation and not extensively researched in the first place, so these ‘name’-errors
are treated separately and are not considered for the accuracy calculation. The accuracy calcu-
lation is based on the ‘fatal’ errors: errors that cause the dialogues to get stuck.

Just counting the number of errors to determine the accuracy was somewhat difficult due to the
degree of freedom in interactions. Because not all participants did the same number of dialogue
steps, counting misunderstandings by the system was more complicated. For this reason, a
relative error percentage is calculated in which the number of misunderstandings is weighted
against the number of dialogue steps. This approach could also account for autoforward replies,
which are easier to get through because they do not expect a reply. The relative error percentage
(prel) is calculated by dividing the absolute number of fatal errors(eabs) by the total number of
dialogue steps(n) and multiply it by 100. This calculation is defined in Formula 5.1.

prel = 100%
eabs
n

(5.1)

Besides the ASR- and user-error types, one more type of error can be distinguished: dialogue-
errors. In this situation the user says something which is correctly recognized by the system, but
then continued to the wrong dialogue step. This means that the dialogue step was not labeled
with correct keywords or multiple replies contained the same keyword and therefore a correct
recognition did not result in the continuation to the intended dialogue step. Logging data can
trace back to this type of error, but was not considered very important for the current research.
Moreover, this type of error can be dealt with by carefully evaluating every reply option with its
related keyword tag, especially for reply options that use the last word as keyword tag (although
this might be a time-consuming process).

User Experience Questionnaire

The user experience is one of the most important concepts in designing any technological appli-
cation. When user have no pleasant experience with an application, they are tended to never
use it again. However, because this concept encompasses so many different aspects and can be
very subjective and different for each user, it can be difficult to quantify user experience. One
of the more commonly used tools for tackling this issues is the user experience questionnaire
(UEQ) [54]. The original German version of the UEQ was created by a data analytical approach
in order to ensure a practical relevance of the constructed scales. After extensive research and
conducting many usability tests to test the reliability (i.e. the scales are consistent) and validity
(i.e. the scales really measure what they intend to measure), the UEQ resulted in a questionnaire
containing 6 scales with 26 items [55]:
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• Attractiveness: Overall impression of the product. Do users like or dislike is?
Items: annoying/enjoyable, good/bad, unlikable/pleasing, unpleasant/pleasant, attractive/unattractive,
friendly/unfriendly

• Perspicuity: Is it easy to get familiar with the product?
Items: not understandable/understandable, easy to learn/difficult to learn, complicated/easy,
clear/confusing

• Efficiency: Can users solve their tasks with the product without unnecessary effort?
Items: fast/slow, inefficient/efficient, impractical/practical, organized/cluttered

• Dependability: Does the user feel in control of the interaction?
Items: unpredictable/predictable, obstructive/supportive, secure / not secure, meets expec-
tations / does not meet expectations

• Stimulation: Is it exciting and motivating to use the product?
Items: valuable/inferior, boring/exiting, not interesting/interesting, motivating/demotivating

• Novelty: Is the product innovative and creative?
Items: creative/dull, inventive/conventional, usual/leading edge, conservative/innovative

These items are presented as seven-stage scale to reduce the well-known tendency bias for such
types of items [54]. Each end of the scale contains one of the opposite items, as for example:

not understandable O O O O O O O understandable

The full list of questions is presented in Appendix A.1.3. The order of the positive and negative
term for an item is randomized in the questionnaire. Per dimension half of the items start with
the positive and half with the negative term [54]. Moreover, the order of the items is random-
ized per item, so the scales are not in sequence. Because this test has a strong psychological
character, participants are asked not to spend a lot of time thinking about their answers, but
rather to give responses based on their initial instincts.

The UEQ considers aspects of pragmatic and hedonic quality [56]. Perspicuity, Efficiency and
Dependability are pragmatic quality aspects referring to the perceived usefulness, efficiency,
and ease of use (so called utility and usability aspects). Stimulation and Novelty are hedonic
quality aspects referring to the ’joy of use’. Attractiveness is only a dimension referring to the
intrinsic attractiveness (i.e. positive qualities) or averseness (i.e. negative qualities). The items
included in the attractiveness dimensions are almost all related to the appearance of the graph-
ical interface. Since we barely made adjustments to the look of the application and items like
’attractive/unattractive’, and ’friendly/unfriendly were not very applicable, the attractiveness
scale is removed from the questionnaire. No single items can be removed from a validated ques-
tionnaire like UEQ, but a complete dimension like attractiveness can [54]. By doing this, we
also attempted to reduce the time demanded from the participants because the within-subject
design already caused the experiment to be lengthy.

To analyze the data resulting from the UEQ, two different types of software were used: (1)
an Excel-Tool for data analysis that was available free of charge via the UEQ website1, (2)
the statistical software SPSS. The second tool was used for analysis that were not available or
incomplete in the provided Excel-Tool. Analysis performed via the Excel-Tool include:

• Data-pre-processing and assumption checking (for the t-test)
• The scale means and the means per item
• Cronbach’s alpha
1www.ueq-online.org
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Analysis performed via SPSS include:

• Assumption checking (for the t-test)
• Paired samples t-test

The t-test available from the Excel-Tool was not used because this was an unpaired two-samples
t-test, while we wanted to do a paired samples t-test. The paired samples t-test is used to deter-
mine whether the mean difference between two sets of observations is zero (i.e. there is no dif-
ference between the means). In a paired sample t-test, each subject is measured twice, resulting
in two different sets of ratings for the same subject. As a parametric procedure (i.e. a procedure
which estimates unknown parameters), the paired sample t-test makes several assumptions2: (1)
the dependent variable must be continuous, (2) the observations are independent of one another,
(3) the dependent variable should be approximately normally distributed, and (4) the dependent
variable should not contain any outliers. Assumption (1) is met since the UEQ contains interval
questions and for assumption (2) it can be reasonably assumed that the data collection process
was random and all participants were independent of one another. Assumption (3) is checked in
SPSS with the Shapiro-Wilk test for normality. All values with a significant value of p > 0.05
cannot reject the normality null hypothesis, and indicate a normal distribution. Assumption (4)
is checked with the provided Excel-tool, which provides a simple heuristic checking how much
the best and worst evaluation of an item in a scale differ [54]. Although such situations can
also result from strong differences in opinions, or a misunderstanding of an item, it is seen as an
indicator for a problematic data pattern when there is a big difference (>3) in the evaluation
of an item. The occurrence of such a single case is not considered problematic, but when this
is true for three or more scales, this might be an indication the response to be suspicious. The
analysis tool suggested to remove answers from the data set that shows a critical value of 3 or
higher. Assumptions (3) and (4) are checked during the data pre-processing (Section 6.1.2).

Besides comparing means and checking significance levels retrieved from the t-test, we were
interested in the effect sizes; Cohen’s D. A significant p-value tells us that there is a difference
in user experience ratings, whereas an effect size tells us how big this difference is. SPSS does
not support this statistical test, but the effect size for a paired-samples t-test could easily be
calculated by dividing the mean difference by the standard deviation of the difference, as shown
in Formula 5.2. An effect size around d = 0.2 is considered a small effect, d = 0.5 a medium
effect and d = 0.8 a large effect.

d =
mean

SD
(5.2)

Explicit comparison

The final questionnaire provided after interaction with the second system is designed to explic-
itly compare both COUCH versions. The questions posed here are not part of any existing
questionnaire, but are instead formulated for the comparison of the text- and speech-based sys-
tem. Inspiration for the questions came from an essay that described similar research comparing
a coaching system employing plain text messages to deliver feedback with an ECA delivering
the feedback [57]. Our explicit comparison questionnaire presented participants with 15 state-
ments for which they had to indicate which of the two COUCH versions they felt the statement
applied more strongly to, rated on a five-point scale. Values closer to -2 indicated a stronger as-
sociation with the text-version, and values closer to +2 represent stronger associations with the
speech-version. Zero corresponds with a neutral ’no preference’ value. The statements related
to different areas, some overlapping with items from the UEQ.

2www.statisticssolutions.com/manova-analysis-paired-sample-t-test/
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For the following statements participants were asked: ’Please indicate which version you ...’

1. ... thought was more pleasant to use
2. ... thought was more efficient
3. ... thought was more interesting
4. ... thought was more credible
5. ... thought was more fun
6. ... would use for a longer period
7. ... would recommend to someone older then 55
8. ... would follow advice from more often
9. ... would rather spend money on

10. ... thought was more practical
11. ... thought was more cumbersome to use
12. ... thought was more monotonous
13. ... thought was more annoying
14. ... thought was more inconvenient to use
15. ... thought was more repetitive

The data is analyzed using SPSS. First, a one-sample t-test is used to determine if any of the
mean values found is significantly above or below zero, the ’no preference’ value. This indi-
cates if for any question, there is a significant stronger tendency for the text-version (value close
to -2) or the speech-version (value close to +2). Since we performed 15 different t-tests, the
Alpha-coefficient is adjusted down, otherwise the number of false positives will become too high.
Therefore we used the Bonferroni correction which is calculated by dividing the ’standard’ alpha
(0.05) by the number of t-tests. This resulted in a significance level of p < 0.00333. Similar to
the UEQ questionnaire, we were also interested the effect sizes. Formula 5.2 is used to calculate
the Cohen’s D for the explicit comparison statements.

Besides asking participants to indicate their preference towards a version in a quantitative man-
ner, we asked participants about their reasons why they had a specific preference via open
questions. These questions were in the form of written open questions. The choice for written
questions was made because the total number of interviews to conduct (N=28) was quite large.
Additionally, due to the focus on quantitative data that was also acquired online, not many
in-dept interview questions were asked. Lastly, participants for this experiment were mostly
younger adults, who in general are able to easily read and write written text. The following
questions were asked:

1. Which version did you prefer and why?
2. Which version was easiest for you to interact with and why?
3. Which version was most fun to use and why?
4. Which version would you recommend to someone older then 55?
5. What did you experience as advantage in the text-version?
6. What did you experience as disadvantage in the text-version?
7. What did you experience as advantage in the speech-version?
8. What did you experience as disadvantage in the speech-version?

To analyze the results of the open questions two methods were used. First, the number of
participants that preferred a certain version in multiple aspects is investigated. Then the reasons
why participants chose these versions are investigated. This is done by a thematic analysis in
which the answers were bundled to common answers for every question. The results are presented
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in separate tables, containing the reasons mentioned by participants and the number of times
they mentioned that specific reason. The same happened with advantages and disadvantages,
which are bundled to common answers and presented in a table, together with the number of
times they are mentioned.

5.2.5 Participants
The study population for the controlled experiment consisted of both adults and older adults.
The term older adult is defined as �55 years of age, and adult is defined as � 18 years of age. Due
to the nature of this experiment, which focused on obtaining quantitative data, a total of at
least 25 participants was estimated to be sufficient. More participants is expected to give more
reliable results, but due the controlled experimental setup, and the extra COVID-19 regulations,
this is too time consuming.

The people approached to participate in the study were mainly students and fewer people from
the target group. A total of 28 participants was approached via telephone or in real life at the
university. The division of the group divided by gender, age, working status and experience with
using speech technologies is presented in Table 5.1.

19-24
(N=17)

25-30
(N=7)

55+
(N=4)

Total
(N=28)

Gender Female
Male

11
6

5
2

2
2

18
10

Workstatus employed
retired
student

1
0
16

4
0
3

2
2
0

7
2
19

Education MBO
HBO
WO

0
0
17

0
1
6

1
1
2

1
2
25

Experience with
speech technolo-
gies

yes
no
moderate

1
14
2

1
6
0

2
2
0

4
22
2

Table 5.1: Demographics of the participants.

5.2.6 Procedure
This section discusses the procedure of the controlled experiment, which lasted a maximum of
35 minutes, with an average time of 25-30 minutes.

Recruiting phase

The recruiting phase for the controlled experiment was very simple and started by asking po-
tential participants via the phone or in real life if they wanted to participate in the study.
The potential participants recruited via phone were mainly friends and acquaintances of the re-
searcher, while the people approached in real life were random students and employees present
at the university. Due to COVID-19 crisis, approaching participants at university was difficult.
Especially (generally older) employees worked from home, so could not be recruited at location.
All potential participants received written or verbal information about the research, but not the
complete information sheet yet. In case of a positive response, a moment is scheduled for the
session.
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Introductory phase

When entering the room, the participant is welcomed and provided with a small introduction
about the experiment. At this point, the participant received the information sheet that con-
tained a general explanation of the experiment, the system being tested, the data collected and
the expectations that are placed on the participant. Moreover, the participant received the user
manual, including the steps to perform during the experiment, and an overview with names and
descriptions of all coaches. The participant is told that there is no right or wrong in performing
the steps. Finally, the researcher asked the participant if there were any remaining questions
about the experiment or the research in general. Once this procedure was done, a consent form
is handed and the signing of this form by both the participant and researcher concluded the
introduction. All forms and information sheets can be found in Appendix B. The introductory
phase lasted approximately 5-10 minutes, but depended on the participant’s reading speed.

Testing phase

The testing phase started with the participant completing the demographics questionnaire. After
completion, the participant is asked to start using the first application and follow the steps as
defined in the user manual. The researcher reported the numbers and nature of errors made by
system on the observational measurement log sheet. The chosen dialogue paths and the number
of dialogue steps were also added to this sheet. After the participant completed the steps for
the first system, he received the first UEQ on the second device. In the meantime the researcher
set up the second application. When the participant finished the first UEQ, he got back to
the laptop and performed the steps for the second system. Then, the participant was asked to
fill in the UEQ for the second system, and to continue with the explicit comparison and open
questions. The testing phase took about 20-30 minutes.

Debriefing phase

During the debriefing phase of this experiment, the participant is thanked for his participation
and asked if he had any questions or remarks. In case the participant is interested in receiving
the results of the research, an email address is noted to send these in a later stadium.

5.2.7 Pilot Test
In order to test both the software and the procedure, a pilot test was performed prior to the
actual experiment. No technical issues occurred during the pilot test, but it revealed that the
experiment was too long. The initial list of steps to perform included six steps, from which
three steps asked for a different type interaction (i.e. listen to a story, do a coaching session or
listen to advice). Additionally, the pilot test indicated that the different dialogue types were
not directly clear for the participant when using the application for the first time. The list of
steps was reduced to four steps, from which one step included an interaction with a coach from
beginning to end. Suggestions for interesting interactions were provided, instead of asking the
user to have a specific interaction type. For example, the participant was suggested to interact
with Carlos to talk about football when he was interested in football.

The initial plan for the observational measures was to record the time participants voluntary
played around, but the pilot test revealed that this measurement did not work. Participants
already explored most options in the previous interactions and steps were not clearly performed
one by one, but instead in random order. For this reason, timing the sessions was left out
the observational measurements, but the step to voluntary play around remained included, so
participants could decide themselves if they got a clear impression or wanted to see more.
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5.3 Field Experiment
5.3.1 Experimental Design
Contrary to the first controlled experiment, the second experiment used an exploratory field
research in which the system is tested in a natural setting. The field experiment is meant as
’long-term’ study in which participants used the application in their own house for one week. It is
used to test the robustness of the speech-based application in a natural environment, and thereby
investigate the user experiences when used in such setting. To assess these differences, people
with experience using the original text-based COUCH application by means of participation in
a previous study [58] were approached for this experiment. The method to obtain data in this
study was via qualitative in-depth interviews, attempting to obtain rich data.

5.3.2 Experimental Setup
The initial plan of the field experiment was to ask participants to use their own tablet, but
some participants did not own a tablet that was able to run the speech application. For this
reason they were provided with a Samsung Galaxy Tab A 10.1, which was delivered at home
and picked up one week later. A shortcut to the web application was added to the tablet’s home
screen to make it easily accessible. All participants received the link to the application and a
set of documents, including a user manual and a journal. The manual elaborately explained all
functionalities of the system and contained a general introduction and help-desk contact details
in case the participant ran into troubles. The journal (see Appendix B.2.4) was a compact form
containing multiple text fields, used to write down the time spend with the system, technical
problems experienced and general thoughts about the system. This journal is provided to help
participants better remember their experiences and problems when discussing those during the
interview. The participants without previous experience with the COUCH application addition-
ally received the coach sheet that was used during the controlled experiment (Appendix B.1.3).

The interviews were recorded (audio only) using the recording function in telephone calls. After
24 hours these recordings were used to summarize the findings retrieved from the interviews.
Complete transcripts were created, but only relevant comments by the participants were sum-
marized per subject, analyzed per topic and presented in this report.

5.3.3 Interviews
The interviews were conducted by means of verbal communication, with as main reasons being
the low number of participants, the nature of the experiment and the target group of older
adults. In-depth interviews provide richer qualitative results which are potentially valuable.
Additionally, older adults in general experience more difficulties reading and typing much text
on a computer, so conducting interviews are more appropriate.

The interview questions were relatively informal and loosely structured and focused on under-
standing the target group’s attitude towards the application, based on its robustness in a real-life
setting. Additionally, one question regarding the user opinions compared to the original text-
based system was added. The interview questions are listed in Appendix A.2.2, but since the
interviews were not strictly organized, the final set of questions for every participant could differ
somewhat. The general subjects that were discussed are the following:
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• General impression of the system
• Practical problems experienced
• Way of interacting with the system
• Interest in using the application in the future
• Recommendation of the system
• Suggestions for improvements
• Preference version
• Additional comments

5.3.4 Participants
The study population consisted of older adults (i.e. �55 years of age). As described in Sec-
tion 5.3.1, the intent of the field study was to recruit five participants from the group of people
who participated in the original COUCH study [58]. This small number was enough because
of the qualitative approach of the experiment. Unfortunately, only two ex-participants were
recruited for the field experiment, which was even for qualitative data too little. For this reason,
two other older adults without experience with the previous COUCH version were approached
to participate. These differences between participants were carefully taken into account during
the evaluation of data, but because of the qualitative nature of this experiment, we did not
expect to experience any problems with this.

The final group of participants in the field study consisted of four participants between the age
of 61 and 67 years. There were three female participants and one male participant, with an
average age of 64 years. They all followed a higher education. Two participants were retired,
one participant had a paid job and one participant did volunteer work. One participant had
experience with speech technologies, while the other three had not.

5.3.5 Procedure
This section discusses the procedure of the field experiment. Because of the current COVID-19
regulations, physical contact was avoided as much as possible.

Recruiting phase

The recruitment of participants for the field experiment started with an advertisement in the
newsletter from the original COUCH study. The potential participants who responded to this
advertisement received general information about the research, but not the complete informa-
tion sheet yet. When it became clear that no other participants would be recruited via the
advertisement, two people in the age >55 were contacted via telephone to participate. At that
moment, the information sheet, user manual and informed consent form were send via email
to all participants. The general information sheet contained the same type of information as
the information sheet of the controlled experiment. The two participants who never used the
COUCH application additionally received the coach sheet. With this email, the participants
were also asked to confirm their participation. The participants who were able to digitally sign
the consent, sent the signed form via email and the participants who experienced difficulties
signing the form online did the consent procedure verbally during the introductory meeting.
This consent form is similar to the one for the controlled experiment. The consent form, and
coach- and information sheet can be found in Appendix B. Once participation had confirmed
and eventual questions are answered, an appointment is made for the introductory meeting.
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Introductory meeting

The introductory meeting lasted a maximum of 15 minutes and started with the verbal consent
procedure (for the participants who had not given consent yet), by reading the description and
items of the consent form. Participants were asked if they understood the content and if they
agreed on participation. Afterwords, the procedure and setup and usage of the system was
explained, in case that was not clear from the manual, as well as the journal which had to be
filled in for each day of usage. Furthermore, an appointment for the final interview was planned
about one week later then the introductory meeting. Finally, participants were asked to fill
in the demographics questionnaire after the meeting. The two participants without previous
experience with the original COUCH application were additionally asked to have one session
with the text-based COUCH application to get insights in this version. Both links for the intake
questionnaire and the text-based application were send to the participants after the introductory
meeting. When they finished, either with or without using the text-based system first, they
could start the testing week. Completing these questionnaires and making an appointment for
the debriefing concluded the introduction.

Debriefing phases

The debriefing is the final phase of the experiment, which took place after the testing period was
completed. The researcher started a meeting via telephone to conduct the interview (discussed in
Section 5.3.3). In the end, participants had the opportunity to ask questions or leave comments
about the experiment or entire research. This debriefing phase lasted approximately 35 minutes.
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Chapter 6

Results

This chapter presents the data analysis and results of the controlled study, designed to answer
Research Question 1 (Section 6.1), and the field study, designed to answer Research Question
2 (Section 6.2). First, the results of the controlled experiment are discussed, starting with
general observations made during the experiment. Then results of each source of collected data
are presented: the observational measures, user experience questionnaires, explicit comparison
questionnaire and answers provided to the open questions. In the second part of this chapter,
the qualitative data collected from the field study is presented and discussed per question.

6.1 Controlled Experiment
A few observations were made during the experiment. First, participants who used speech tech-
nologies before seemed to ’try out’ the system. These participants tried to say things that were
related to the content written on the reply options, although not exactly matched and checked
how far they could deviate from the reply options and still continue in the dialogue.

Second, the system made many errors in isolated and short words, as for example: ’oké’, ’true’,
’no’, ’stop’ and ’sure’. Most fatal ASR-errors were caused by speaking such words. This finding
relates to our earlier approach to add the first word of a sentence as keyword to the list of key-
words, but because the first word of a sentence was often not recognized, the implementation
was changed by adding the last word to the keyword list. Besides short words, the system made
many errors in the recognition of coach names, although this was dependent on the name and
the person who pronounced it. Names like ’Emma’ and ’Francois’ were better captured then
names like ’Helen’ and ’Coda’. Moreover, the name Helen was difficult to pronounce for the
TTS, suggesting that it might be a difficult name for computer processing in general. Because
coach names were often spoken as isolated words, two problems were experienced simultaneously.
When, for example, a sentences was spoken like ’Good to see you, Emma’, the response improved.

As last, it was noticeable that some participants directly stopped using the computer mouse
while interacting with the speech-based system. Other participants hold their hands on the
mouse to keep using it. As a consequence, some participants directly clicked on a coach or reply
option when there was a slow response from the system. In general, when participants were
told that they did not need the mouse, except from turning on or off the speech recognizer, the
interaction got better. In this situation participants became more patient and waited for the
system to respond, without clicking directly as alternative response mode.
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6.1.1 Observational Measures
As described in Section 5.2.4, observational measures are performed to get insights in the ac-
curacy of the speech recognizer. The error percentage is calculated by taking the number of
dialogue steps, the number of fatal errors and the formula 5.1. These results are presented in
Table 6.1, together with the number of different errors. Since user-errors are no errors caused
by the ASR, these errors are not taken into account for the relative error percentage.

ID
Nr. of
dialogue
steps

ASR-error (no response)
User-error
(no option

Error
PercentageFatal Names Recovery

1† 18 2 1 2 1 11.1%

2† 15 3 0 5 10 20.0%

3 21 2 0 0 1 9.5%

4 28 5 4 3 0 17.9%

5 21 4 0 2 1 19.0%

6 10 3 0 2 0 30.0%

7 20 4 0 0 0 20.0%

8 13 1 0 1 0 7.7%

9 12 3 0 4 0 25.0%

10 21 4 4 1 0 19.0%

11 35 8 1 0 0 22.9%

12 17 2 2 0 4 11.8%

13† 25 1 0 0 1 4.0%

14 16 4 0 1 1 25.0%

15 19 4 1 3 0 21.1%

16 24 3 1 0 0 12.5%

17 21 4 2 2 0 19.0%

18 13 3 0 2 1 23.1%

19 18 3 3 0 1 16.7%

20 15 3 4 1 0 20.0%

21 12 3 1 3 0 25.0%

22 25 7 3 0 0 28.0%

23 24 2 2 0 2 8.3%

24 18 8 0 1 0 44.4%

25 16 1 0 0 0 6.3%

26† 19 4 0 0 0 21.1%

27 25 2 0 1 1 8.0%

28 17 1 0 1 0 5.9%

Average 19.2 3.4 1.0 1.3 0.9 17.9%

Table 6.1: The number of different error types and relative percentage. Participants
marked with the † symbol have experience in speech technologies.
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Table 6.1 shows that a significant number of errors is made in the (correct) recognition of speech.
The error percentages are especially high when compared with the text-version that (almost)
never incorrectly or not responded to a user reply. The results of the observational measures
show a wide spread of the error percentage and number of dialogue steps between participants
(see Table 6.2). One participant (who did 25 steps) did not get a response from the system once,
resulting in an error percentage of 4.0%, while a second participant (who did 18 steps) run into
8 fatal ASR-errors, resulting in an error percentage of 44.4%.

N Min Max Mean Standard
Deviation

Nr. of dialogue steps 28 10 35 19.21 5.520

ASR-errors 28 1 8 3.36 1.870

Names 28 0 4 1.04 1.401

Recoveries 28 0 5 1.25 1.378

User-errors 28 0 10 0.86 1.995

Error Percentage 28 4.0 44.4 17.94 8.91

Table 6.2: The descriptive statistics of the observational measurements.

Participants marked with the † symbol in Table 6.1 had experience using speech technologies
(e.g. Google home, Siri and also one participants specifically with the NLSpraak recognizer). It
is noteworthy that two participants with the most user-errors were participants with experience
in speech technologies. This was also in line with the observation that these participants tried
to test the boundaries and find out how far the vocabulary of the system reached.

6.1.2 User Experience
Data Pre-processing

As described in Section 5.2.4, the UEQ questionnaire is used to assess the differences in user
experiences between the two system versions. However, to assess these differences with a t-test,
still two assumptions had to be checked: the dependent variable should be approximately nor-
mally distributed, and the dependent variable should not contain any outliers.

First, we performed the Shapiro-Wilk test to check for a normal distribution of the dependent
variable (i.e. the UEQ rating for each scale per system version). With the data from our text-
version, a normal distribution was found for all scales. The data from the speech-version showed
a normal distribution in all scales except the perspicuity scale, which resulted in a significance
level of p = 0.004 (p < 0.05 indicates no normal distribution). The complete results are pre-
sented in Appendix C. Because this assumption is only violated for one variable we decided to
continue and consider this when doing the t-test for the perspicuity scale.

The second assumption required that the dependent variable did not contain outliers. It can
happen that not all participants answer all items seriously, although this problem is more often
experienced when applying the UEQ as online questionnaire. Before performing the analysis,
the data was checked for missing data. All participants responded to all questions in the ques-
tionnaires, leading to a complete dataset without missing values. Second, the data was checked
for more or less random or not serious answers with the UEQ Excel-Tool. As mentioned in
Section 5.2.4, big differences (>3) in the evaluation of an item are indicators for a problematic
data pattern. In our study, no such critical value of 3 could be observed, indicating that no
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random answers, response errors or misunderstandings were identified in any of the participants.
This means that the overall UEQ had been understandable and the respondents had answered
seriously. However, it is important to notice that in the current study the attractiveness scale
is left out from the questionnaire, meaning that the number of scales is less than in the tradi-
tional UEQ version and the critical value benchmark might get lower. Nevertheless, only two
participants per group (both text and speech) showed a critical value of 2, indicating that still
the majority of respondents understood the questions and answered seriously.

Overview of System Evaluations

The mean and variances per UEQ scale (presented in Table 6.3a and Table 6.3b) are generated
as starting point for the analysis. All values between -0.8 and 0.8 represent a neutral evaluation
of the corresponding scale, while values > 0.8 represent a positive evaluation (values < -0.8
represent a negative evaluation). The results show a positive evaluation for the perspicuity,
efficiency and dependability scales in both versions. An additional positive evaluation can be
observed for the stimulation and novelty scales in the speech-version, while there is a neutral
evaluation for these scales in the text-version. These findings already indicate a (small) differ-
ence in the evaluation of both systems, but this is statistically tested in a next sections.

UEQ scale Mean Variance

Perspicuity ↑ 1.722 0.28

Efficiency ↑ 1.120 0.61

Dependability ↑ 1.157 0.43

Stimulation → 0.426 1.00

Novelty → 0.343 1.58

(a) text-version

UEQ scale Mean Variance

Perspicuity ↑ 1.593 0.46

Efficiency ↑ 1.259 0.79

Dependability ↑ 0.963 0.44

Stimulation ↑ 1.259 0.51

Novelty ↑ 1.593 0.93

(b) speech-version

Table 6.3: UEQ scale mean and variance. A ↑ symbol indicates positive evaluations
(values > 0.8) and the → symbol indicates neutral evaluations (-0.8 < value < 0.8).

Besides the means per scale, we looked into the system evaluations on an item-level. Figure 6.1
and Figure 6.2 show participant’s responses per item. The range of the scales is between -3
(horribly bad) and +3 (extremely good), but generally in real applications, only values in a
restricted range are observed. It is, due to the calculation of means over a range of people
with different opinions and answer tendencies (for example the avoidance of extreme answer
categories), extremely unlikely to observe values above +2 or below -2. Thus, even a quite good
value of +1.5 for a scale looks from the purely visual standpoint on a scale range of -3 to +3
not as positive as it really is. The same holds for negative values items.

As can be observed from Figure 6.1, negative items for the text-based system include that it
is very usual (i.e. not in the leading edge) and boring to use. Figure 6.2 shows that the speed
is ranked as negative item for the speech-based system. Nevertheless, both systems mainly
received a positive evaluation for most items.
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Figure 6.1: Mean values per item ranked for the text-version.

Figure 6.2: Mean values per item ranked for the speech-version.
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Measure of Internal Consistency

A reliability analysis is performed to check the internal validity of the UEQ questionnaire per
scale. Cronbach’s Alpha Coefficient(α) is used as consistency measure and is calculated for each
scale. The Alpha-coefficients (presented in Table 6.4) normally range between 0 and 1. The
closer the coefficient is to 1, the greater the internal consistency of the items in the scale. There
is no generally accepted rule how big the value of the coefficients should be, but a rule of thumb
has been proposed by George and Mallery [59]: “α>0.9 – Excellent, α>0.8 – Good, α>0.7
– Acceptable, α>0.6 – Questionable, α>0.5 – Poor, and α<0.5 – Unacceptable”. However,
the value of the Alpha-Coefficient should be interpreted very carefully, especially in our case
where we only have a small sample. In such cases a low Alpha-coefficient can result from
sampling errors and may not be an indicator for a problem with the scale. Additionally, the
UEQ handbook mentioned that scales which are irrelevant for a certain product may cause low
Alpha-coefficients. In this case the responses might not be very consistent because participants
have problems judging an UX quality aspect that is not important for the application [54].

Perspicuity

Items Correlation

2, 4 0.19

2, 13 -0.10

2, 21 0.15

4, 13 0.24

4 , 21 0.20

13, 21 0.25

Average 0.15

Alpha 0.42

Efficiency

Items Correlation

2, 4 0.46

2, 13 0.18

2, 21 0.04

4, 13 0.44

4 , 21 0.30

13, 21 0.38

Average 0.30

Alpha 0.63

Dependability

Items Correlation

2, 4 -0.11

2, 13 0.11

2, 21 0.12

4, 13 0.13

4 , 21 0.11

13, 21 0.38

Average 0.12

Alpha 0.36

Stimulation

Items Correlation

2, 4 0.49

2, 13 0.60

2, 21 0.49

4, 13 0.80

4 , 21 0.34

13, 21 0.40

Average 0.52

Alpha 0.81

Novelty

Items Correlation

2, 4 0.65

2, 13 0.56

2, 21 0.62

4, 13 0.55

4 , 21 0.77

13, 21 0.61

Average 0.63

Alpha 0.87

Table 6.4: Conbach’s alpha coefficient for the complete dataset (text and speech data).

As can be observed from Table 6.4, the Alpha-coefficients indicate the questionnaire to reach
good reliability for the stimulation (� = 0.81) and novelty (� = 0.87) scales. This means that a
high level of internal consistency for these scales can be observed from our data. The efficiency
column presents a questionable value (� = 0.63), while a very low Alpha-coefficient is obtained
for the perspicuity scale (� = 0.42) and dependability (� = 0.36).
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Since the UEQ questionnaire is a generally validated questionnaire, it is not good practice
to remove any items from the data to improve the Alpha-coefficient. However, in such cases
where a scale shows a massive deviation from a reasonable target value (e.g. 0.6 or 0.7), the
corresponding scale should be interpreted very carefully. In our data this is the case for the
perspicuity and dependability scale. While analyzing the results of the paired samples t-test
(described in the next section), extra care should be taken for these low-scoring constructs.

Comparison of System Evaluations

To test Hypothesis 1, 2 and 3, we checked whether the scale means of the two measured systems
differed significantly with a paired samples t-test. Table 3 and Table 4 in Appendix C show test
results and statistic. P-values are used as indicator for significant results and Cohen’s D values
represent the effect size. A visualization of mean scores per scale for both systems is presented
in Figure 6.3. The results will be explained per scale in more detail.

Figure 6.3: Visualization of the mean and variance of the UEQ scales.

Perspicuity:
There was no significant difference in the scores for the perspicuity scale of the text-version
(M = 1.71, DS = 0.52) and speech-version (M = 1.83, SD = 0.66) conditions; t(27) = -0.92,
p =0.366. These results suggest that there is no difference in ratings of the perspicuity items
between the two systems. Additionally, the effect size (d = -0.174) is very small.

Efficiency:
There was no significant difference in the scores for the efficiency scale of the text-version (M =
1.15, SD = 0.79) and speech-version (M = 0.93, SD = 0.87) conditions; t(27) = 0.96, p =0.346.
These results suggest that there is no difference in ratings of the efficiency items between the
two systems. Additionally, the effect size (d = 0.181) is very small.

Dependability:
There was no significant difference in the scores for the dependability scale of the text-version
(M = 1.16, DS = 0.64) and speech-version (M = 0.95, SD = 0.65) conditions; t(27) = 1.677, p
=0.105. These results suggest that there is no difference in ratings of the dependability items
between the two systems. Additionally, the effect size (d = 0.317) is quite small.
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Stimulation:
There was a significant difference in the scores for the stimulation scale of the text-version (M
= 0.42, DS = 0.98) and speech-version (M = 1.24, SD = 0.71) conditions; t(27) = -4.025,
p < 0.001. These results suggest that there is a difference in ratings of the stimulation items
between the two systems. Additionally, the effect size (d = -0.761) is slightly below a large effect.

Novelty:
There was a significant difference in the scores for the novelty scale of the text-version (M =
0.29, DS = 1.27) and speech-version (M = 1.53, SD = 1.01) conditions; t(27) = -5.753, p <
0.001. These results suggest that there is a difference in ratings of the novelty items between
the two systems. Additionally, the effect size (d = -1.087) is over a large effect.

Very low Alpha-coefficients were obtained for the perspicuity and dependability scales and the
results of the t-test did no show any significant results. Therefore we can conclude that there is
no reliable indication that the two systems are evaluated differently on these scales. Contrary,
high Alpha-coefficients were obtained for the novelty and stimulating scales and the results of
t-test did show significant results. The stimulation scale showed an effect size slightly below a
large effect and the novelty scale an effect size over a large effect. This leads to the conclusion
that participants found the speech-based system to be significantly and considerably more novel
and stimulating. Therefore Hypothesis 1 and 2 can be confirmed: there is a significant increase
in user evaluations measured with the UEQ for the novelty and stimulation scales. A decent
alpha score was obtained for the efficiency scale, but no significant difference and a very small
effect size was observed in participant’s ratings regarding the efficiency of the system. Therefore
we cannot conclude the text-based system to be more efficient then the speech-based system.
This means that Hypothesis 3 cannot be confirmed: there is no significant decrease for the effi-
ciency scale. In line with our expectations there is no significant difference in user evaluations
of the perspicuity and dependability scales.

6.1.3 Explicit Comparison
As explained in Section 5.2.4, participants were asked to indicate which system applied more
strongly to 15 different statements. The results of this measurement help to test Hypothesis 4.
Table 5 in Appendix C shows the one-sample t-test statistics, including an overview of the mean
values found for each statement. A visualization of these numbers is presented in Figure 6.4.
From the graph we can see that the text-version scored higher on the positive attribute ‘effi-
ciency’, but also on the negative attributes ‘monotony’ and ‘repetitiveness’. On the other side,
we see the speech-version to score higher on most of the positive statements (number one and
three trough nine), but also seems to be more cumbersome and inconvenient to use.

The results of the t-test are presented in Table 6.5. A number of significant results can be
observed. A significantly stronger association with the speech-version is found for statements
3 till 9 (positive statements) and statement 12 (negative statement). A significantly stronger
association with the text-version is found for statement 2. Most significant results are observed
for the positive statements, while only one negative statements showed a significant difference.
Participants believed that the text-version was monotonous while the speech-version was more
interesting, credible and fun to use, and that they would use it for a longer period, recommend
it to someone older then 55, follow advice from and would rather spend money on. On the other
hand they experienced the speech-version to be less efficient and preferred the text-version in
terms of efficiency.
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Figure 6.4: Boxplot of the explicit comparison results.

(Very) large effect sizes are observed for statements 3, 4, 5, 8, 9, and 12. This means that besides
the statistically significant differences between the two versions for these statements, the differ-
ences in ratings were large, indicating that participants perceived the speech-version to be much
more interesting, credible, fun and considerably less monotonous. Especially the statements
’interesting to use’ and ’more fun to use’ show very large effects, indicating a clear majority
to be in favor for the speech-version regarding these statements. The statements ’would follow
advice from more often’ and ’would rather spend money on’ also show large effects, indicating
a strong tendency for the speech-version for these statements. The effect sizes for statement 2,
6, 7 can be classified between a medium and large effect, indicating a quite big (but somewhat
smaller then previously discussed statements) difference between ratings.

The results suggest that Hypothesis 4 can for a large part be confirmed. The speech-based
application leads to an increase in some user evaluations measured via the explicit comparison
questionnaire, but not for all. Participants rated the speech-based system better on item 6 and
7, much better on item 3, 4, 5, 8, 9, 12 and much lower in terms of efficiency (item 2). Item 1,
10, 11, 13, 14 and 15 showed no significant difference between the two versions, indicating now
explicit preference for those items. On the other hand, there was a decrease in the evaluations
regarding the speech-based system’s efficiency.
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Test value = 0

t df
Sig. (2-
tailed)

Mean
Difference

95% Confidence
interval of the
difference
Lower Upper Cohen’s

D

1) ..thought was more
pleasant to use.

1.072 27 0.293 0.286 -0.26 0.83 0.203

2) ..thought was
more efficient.

-3.576 27 0.001 -0.857 -1.35 -0.37 -0.676

3) ..thought was
more interesting.

12.813 27 0 1.643 1.38 1.91 2.421

4) ..thought was
more credible.

4.674 27 0 0.857 0.48 1.23 0.883

5) ..thought was
more fun.

10.003 27 0 1.5 1.19 1.81 1.89

6) ..would use for a
longer period.

2.489 27 0.019 0.643 0.11 1.17 0.47

7) ..would recom-
mend to someone
older then 55.

3.855 27 0.001 0.929 0.43 1.42 0.729

8) ..would follow ad-
vice from more of-
ten.

5.612 27 0 1 0.63 1.37 1.061

9) ..would rather
spend money on.

7.044 27 0 1.107 0.78 1.43 1.331

10) ..thought was more
practical.

-1.216 27 0.234 -0.286 -0.77 0.2 -0.23

11) ..thought was more
cumbersome to use.

1.987 27 0.057 0.357 -0.01 0.73 0.375

12) ..thought was
more monotonous.

-4.804 27 0 -0.821 -1.17 -0.47 -0.908

13) ..thought was more
annoying.

0.205 27 0.839 0.036 -0.32 0.39 0.039

14) ..thought was more
inconvenient to use.

1.769 27 0.088 0.286 -0.05 0.62 0.334

15) ..thought was more
repetitive.

-1.317 27 0.199 -0.25 -0.64 0.14 -0.249

Table 6.5: Results of the one-sample t-test performed with the explicit comparison
statements. All bold numbers (and related statements) are significant values, based
on p < 0.00333.

6.1.4 Open Questions
This section provides an overview of the topics from the set of open questions as discussed in
Section 5.2.4 The results are discussed per question and the answers are bundled into a collection
of most common answers.

Preference Version

A substantial majority of 85.7% of the participants (N = 24) preferred the speech-based system
over the text-based system (N = 3). Hereby it is important to take into account that most
participants were students and did not fall in the user target group. ==However, students were
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asked to position themselves in the role of older adults and the four participants aged > 55
also preferred the speech-version over the text-version. Some quotes of reasons that participants
mentioned in favor of the speech-version include: ’The speech-version gives a better impression
of personal contact’, and ’The speech-version was surprisingly fun. Hearing the answers out loud
and having to say them back is a fun way of interacting with a computer. Other reasons men-
tioned in favor of the text-based system and the speech-based system are presented in Table 6.6
and Table 6.7 respectively. Two participants (N = 2, 7.1%) did not clearly state a preference
for speech or text, but instead wrote: ”If speech recognition systems would develop and become
better, I would say a speech-based system. Otherwise I would say a text-based system because
for older adults it may be difficult to understand that they are restricted to the reply options
and cannot use free speech”, and “The text-version is easier and faster in use. Speech is more
innovative and might be convenient for people who cannot use their hands”.

Reason Number of times
mentioned

No reason mentioned 1

Faster in use 2

Ability to determine your own speed 1

Easy to use 1

Table 6.6: Reasons that were mentioned in favor of the text-version.

Reason Number of times
mentioned

No reason mentioned 3

Easy to use (mainly the combination of written text and speech) 2

Keeps your focus 4

More innovative 2

More interactive 4

More fun to use 5

Interaction feels more natural and personal 6

Faster to use 2

Takes less effort for me to use 1

Stays interesting for a longer period of time 1

More convenient for older adults >55 2

You have the choice to speak or click 2

Table 6.7: Reasons that were mentioned in favor of the speech-version.

An important addition to the reason ‘interaction feels more natural and personal’ is that this
natural interaction would improve when the speech recognizer responds faster. Participants
who mentioned ‘easy to use’ as reason in favor of the speech-version mainly experienced the
combination of written text and speech to be very helpful. This quality provided the option to
answer by speaking as well as clicking. Moreover, it enabled participants to read and listen at
the same time, making it easier to process the coaches’ information and enhancing focus.
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Easiest to use:
Tables 6.6 and 6.7 showed the reason ‘easier to use’ in favor of both systems, which also resulted
from the second question: ‘What version do you think is easiest to use and why?’ Although
most people experienced the text-based system to be easier in use (N = 18, 57.1%), there were
a number of participants who experienced the speech-based system to be easier (N = 8, 28.6%)
and a few participants who experienced both system to be equally difficult (N = 4, 14.3%). A
participant without preference mentioned: “At this moment there is no difference, since only
the text balloons can be spoken. When the speech-version is able to recognize an extensive vo-
cabulary, this version will be easiest.” According to this participant there is potential of the
speech-based system in ease of use. Reasons regarding ease of use of the text-based system and
the speech-based system are presented in Table 6.8 and Table 6.9 respectively.

Reason Number of times
mentioned

No reason mentioned 1

Restricted speech option 1

Speech was not always recognized 4

Speech took more time 1

You did not need any information from the beginning (e.g. coach
names) 2

Less errors 3

Faster in responding 2

You did not have to pay attention if you were understood 1

You could use it in your own speed 2

Table 6.8: Reasons that were mentioned by people who experience the text-
version to be easier.

Reason Number of times
mentioned

No reason mentioned 2

The application could be operated by voice and clicking 1

It is not necessary to click 2

You could give answers that were somewhat different from the
answer options 1

Direct feedback 1

You remember more information when it is spoken 2

Table 6.9: Reasons that were mentioned by people who experience the speech-
version to be easier.

One clear observation from these results is that in general the text-based system was perceived
to work easier because more errors were made by the speech-based system. The system did not
always respond to speech, while in the text-version (almost) no errors were made. Moreover, the
text-based system was not very fast in responding, but adding speech to this version made the
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system even slower, leaving participants in doubt if they were understood. Some participants
thought the text-version to be easier because they could operate it in their own speed and did
not have to wait for the coach to be finished speaking.

Most fun to use:
Although the text-based system won over the speech-based system in terms of easiness to use,
all participants agreed that the speech-based system was more fun to use. The reasons that
participants mentioned are presented in Table 6.10.

Reason Number of times
mentioned

No reason mentioned 3

More interaction 8

Suits better the to a conversation 1

More innovative 5

I felt like I could take more time in the interaction 1

More like talking to a person instead of a computer 5

More freedom in answering 1

Because of the sound, I felt like being spoken to 2

Interesting to test how much the coaches understood from what I
was saying 1

More active 1

More interesting, because I never used speech technologies before 3

It is cool that it recognizes my voice 1

Table 6.10: Reasons that were mentioned why the speech-system was most fun to use.

The reason mentioned most by participants is that speech enhances interaction, leading to a
conversation that feels much more like talking to a real person instead of a computer. Further-
more participants mentioned that speech technologies are quite novel and they did not use them
a lot before, making it more interesting and fun for them to try out.

Recommendation for Older Adults

Because most participants were students aged <30, one question was included which asked
them about the version they would recommend to older adults (>55). A total of 23 participants
(82.1%) would recommend the speech-version, while 2 participants (7.2%) would recommend
the text-version and 3 participants (10.7%) recommended both versions. Although most partic-
ipants did not indicate why they recommended a certain version, a few reasons were provided
which are similar to reasons mentioned earlier, such as: ‘The natural interaction’, ‘easier to use
because no buttons need to be clicked’, ‘more personal’, ‘more effective in coaching’, and ’more
fun’. Noteworthy from the participants who recommended both systems was that their recom-
mendation depended on the age of the user. Two participants recommended the text-version
to adults >55, but when adults become much older (e.g. >70), the speech-version was recom-
mended. In contradiction, another participant recommended the speech-version to adults >55
and the text-version to the oldest adults, because: ’the oldest adults may not understand that
they are restricted in their answer options while using speech’. Three participants recommended
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the speech-version, provided that it will be improved with better recognition, a more extensive
vocabulary and better response time.

Advantages and Disadvantages

Tables 6.11 and 6.12 provide an overview of the advantages of both systems as mentioned by
the participants, and Tables 6.13 and 6.14 provide an overview of the disadvantages. Some
advantages and disadvantages show overlap with earlier mentioned reasons.

Advantage Number of times
mentioned

It is simple to use 4

It is fast in use / Short reaction time 9

It is possible to use is noisy areas, and with music on the back-
ground 1

It is consistent and act like you expect 2

You can read/answer in your own speed 8

It makes less errors 5

Own interpretation of voices 1

Table 6.11: Advantages experienced in the text-version.

Advantage Number of times
mentioned

It is more interactive 5

It is more like a real conversation / a person is talking to me 10

It is much more fun 7

It costs less energy / is more relaxing 5

I take the information more seriously 3

It keeps your focus 2

You can communicate in your own way 2

You do not have to use the mouse/need hands for navigation 3

You do not have to look to the screen and in theory could do
something else in the meantime 1

You do not have to read small letters on the screen 1

Table 6.12: Advantages experienced in the speech-version.

The biggest advantage of the text-version is related to speed. The text-based system is respond-
ing faster and participants can read and reply in their own speed, making it faster to navigate
through. On the other hand, the text-version is experienced as boring, repetitive, impersonal
and it is easy to get distracted from reading text.
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Disadvantage Number of times
mentioned

There are little answer options / it is very predefined what you
have to say 3

It is very repetitive 3

It is very usual/boring 9

You have to click a lot 2

It is slow 1

It feels impersonal 4

I tend to click trough the messages very fast 1

Not suitable for people with visual impairments 2

It contains a lot of (unnecessary) text 3

It is easy to get distracted 3

Advices are less valuable 2

You easily read over (important) information 2

Table 6.13: Disadvantages experienced in the text-version.

Disadvantage Number of times
mentioned

Limited speech possibilities / small vocabulary 3

The reaction of a response (sometimes) takes long. 11
This makes it unclear if you were understood.

Speech is not always recognized 8

More errors are made I

Not suitable for people with hearing impairments 1

Wrong interpretation of the answer 1

You need to have a bit of foreknowledge in order to have an inter-
action 2

When what I said was not understood, it feels awkward to repeat
myself 1

Voices are robotic and impersonal 1

Calling the coaches by name is not working optimal 1

Table 6.14: Disadvantages experienced in the speech-version.

The biggest advantage of the speech-version is that the conversation feels much more like talking
to a real person, and for this reason participants tended to adopt information easier. This is an
important finding for the purpose of COUCH that attempts to learn older adults to indepen-
dently live happy and healthy. Another advantage is that using the speech-version costs less
energy and easily keeps focus, which might lower the threshold for people to begin an interaction
(e.g. after a busy and exhausting day). One last advantage is that the speech-version does not
require to stay close to the screen or to use the mouse/hands for navigation. On the other
hand, the speech-version responded too slow. Participants felt insecure about whether they
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were understood by the system, which sometimes caused them to already repeat themselves
even though they were understood. One participant mentioned: “Waiting for the response of
the system sometimes took too long, which gave the feeling that you were not understood, while
this was almost never the case. The recognition worked very well!’ Although the recognition
worked well according to this participant, a few others noticed as disadvantages that the speech
was not always recognized.

One common disadvantage of both systems was the limited number of reply possibilities. Users
would like to see options for more answers that are relevant to them, instead of a set irrelevant
and predefined options. For speech this would mean that users would like to see more possibilities
to use free speech and that they can define their own answers to a question or their own question
for a coach.

6.2 Field Experiment
This section gives a summary of the interviews, which are analyzed per subject. Some questions
were somewhat broad and related to each other, resulting in answers that were similar for
multiple subjects and are therefore moved to different topics for analysis purposes.

6.2.1 General Impressions
Participants were first asked about their general impression of the system. They did not much
appreciate the application in general, which made it more difficult to focus on their opinions
towards speech. Participants indicated that the system became boring because the content was
limited and not very diverse. In addition, using it for one week is limited because it is not
possible to do multiple coaching sessions of one coach. Besides, participants did not appreciate
not being able to provide their own answers (e.g. quote: ’I could not even give the option -
that sounds boring -, in a dialogue about the grandchildren of Carlos and instead had to choose
between two irrelevant answers. Furthermore, there was mentioned: ’It is one protocol that you
run, so that cannot really be called interactive’. Lastly, errors in the dialogue (e.g. circled con-
versations, strange response to an answer, and errors in the statements) negatively influenced
participants’ attitudes towards the system in general.

Besides the negative impression of the system in general, the system was received relatively well
when focused on the speech implementation, although it had limitations (e.g. quotes: ’It works
in all its limitations’, and ’It works with speech, but it is a laborious process’). Participants
mentioned that they appreciated the ability of coaches to speak, especially the combination of
written text and spoken sound was appreciated. This option allowed users to continue faster
in cases the dialogue was not relevant and continued too slow. In addition, most participants
experienced the voices to be very pleasant, adding value to the ability of coaches to talk. Par-
ticipants mentioned that an interaction with speech was fun, but somewhat difficult. Having
a vocal interaction was sometimes possible, but not always, while in a textual interaction it
was clear what was possible and what no. Moreover, the response to speech was slow, which
decreased the user experience and caused doubts about whether the user was understood. In
case the system did not respond, the text buttons were used, which made the system similar to
the original text-based system.

One participant had a negative experience with the system and perceived it as annoying and
thought the voices to sound mechanic because the accentuation was not always correct.
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6.2.2 Practical Problems
This section is divided in two parts. First, general difficulties experienced while running the ex-
periment are described. Second, problems that participants experienced while using the system
are discussed. These issues are considered for the analysis of results, because the participant
who experienced most problems showed the most negative attitude towards the system.

General

Technical problems were considerably more present in the execution of the field experiment then
the controlled experiment and was executed with a few major technical issues. Two participants
managed to complete the testing period without any additional assistance or support, but the
other participants contacted us about problems when running the application on an I-Pad. These
problems could not be resolved in the given time frame, so an Android tablet was provided
instead. This solved the problem for one participant, but the second participant continued to
have problems because the provided tablet was old. It had a hard time running either the text- or
speech-version of COUCH and caused a significant delay in both versions. Other problems with
this tablet occurred with the microphone, which had to be manually reset every time the speech-
version was started. A last issue came up when participants contacted us about the inability
to log in, which was caused by an issue with the system certificates. Luckily, participants were
able to use the system again one day later.

System

Besides general problems of the experiment, most participants experienced practical problems
while using the application, although this was very different per participant. For one partici-
pant the system worked very well and it only happened a few times that there was no (correct)
recognition. The system responded well and was particularly accurate in the recognition of
coach names, even while it was used in a noisy room (i.e. the washing machine in the room was
turned on). Other participants experienced more problems when using speech, but it depended
on the moment they used it. This issue might be caused by the internet connection, which is
not always stable in a home situation. Moreover, participants used their own equipment during
the experiment, that would sometimes lead to technical issues.

It appeared that some words were more difficult to recognize then others. For example, saying
’stop’ to end the conversation never worked, but saying ’end’ did work. Furthermore, par-
ticipants mentioned that the system response was slow. Although this was worst when using
speech to interact, it was also experienced when using the scripted text-buttons. Most problems
originated in François, who’s response speed was slower compared to the other coaches. This
sometimes caused the feeling of misunderstanding between human and machine, especially when
using speech because there it resulted in errors. Moreover, one participant mentioned that the
ASR was sensitive for the intonation of words. Simple words like ’oké’ were understood well
when it was pronounced in one way, but when spoken differently, the system did not respond
at all.

Sometimes participants chose a reply option, but the resulting next dialogue step did not make
sense for this reply. Occasionally this was an error by the speech-based system that captured
a wrong keyword and therefore continued to the wrong dialogue step. Other times it was a
strange dialogue transition (which was similar in the original application when checked by the
participant). Another problem related to the dialogue content was that in some situations
multiple answers contained the same word (e.g. the word ’tell’ in two answer options): ’Then
you have to stick very carefully to the text, because it is then unclear what the important word
to say is’.
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6.2.3 Way of Interaction
One question asked in which way participants talked to the coaches and if they wanted to see
this differently. Participants mentioned that they tried to test the boundaries of the vocabulary
of the system by deviating from the reply options. When this elicited no response, they adhered
to the given reply options. Some participants tried to use free speech, but quickly found out
this did not work.

Participants wanted to see more dialogue content and an extensive set of reply options to make
the interaction more like interacting with a real coach. Participants mentioned that the text-
version of COUCH should already be implemented with free text, so users can type their own
answers. In case the system understands a larger vocabulary, the user can provide many dif-
ferent replies and the system knows how to respond to each of them. More coaching content is
required to appropriately respond to each reply. Such system would offer more possibilities to
implement, to some extend, free speech, which is preferred to make the interaction more natural,
interesting and useful. Moreover, free speech could be helpful for visually impaired people who
cannot read the text on the screen.

One last problem with the interaction was that participants not appreciated the interactions
where coaches did not properly greet or say goodbye. When a coach started the conversation
by saying; ”hello, good to see you, how are you?”, this was appreciated more then when a coach
directly started with; ”do you want to know more about how to be more active?”. Additionally,
participants preferred the coaches to clearly say ’goodbye’ to end the conversation.

6.2.4 Use and Recommendation of the Application
Participants were asked if they were interested in using the application in the future and would
recommend it to others. All participants indicated not to want to use the application in the fu-
ture, even though the speech recognition and responsiveness would be improved. The main issue
mentioned was the little dialogue content and the limited number of reply options. However,
this result is more related to the COUCH system as whole then to the speech implementation
specifically. Participants mentioned that this disinterest might be caused by the limitations of
the study, because they were not able to see all coaching content due to the time constraints of
the application (e.g. the weekly coaching sessions) and to connect an activity tracker.

On the other hand, all participants would recommend the system to others, especially to people
in specific user groups. The application is expected to be more fun and informative for less
educated people and for people with less computer experience. Moreover, the application is
suggested as helping hand for older adults following therapy, wherefore is mentioned: These
people can go to therapy and receive information there, but still have to apply it at home
themselves. An application like this can help them in between the therapy sessions, especially
when the therapy content is a lot to process and remember’. Lastly participants mentioned the
application to be useful for older adults living alone, who can benefit from the social function
of the application.

6.2.5 Suggestions for Improvements
E-health applications like COUCH are considered important by the participants, but improve-
ments are necessary to make the application more effective (e.g. quote: ”These types of systems
have to be developed, but with these you quickly get stuck”). Participants were asked for possible
improvements to the system, resulting in a few concrete ideas.
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Participants preferred a dynamic interface with animated coaches. A 3D interface with human-
like characters is preferred most, but a 2D interface with characters showing facial expressions,
hand gestures and lip movements to indicate they talk (e.g. like in an animated movies), is a
good second option. Besides, there is suggested to sometimes move the coaches in the living
room to train the memory of the user and keep the application interesting.

As already explained in Section ’The way of interaction’ (Subsection 6.2.3), expanding the num-
ber of reply options and dialogue content is suggested. This improvement would allow people
to participate in a more natural conversation and for visually impaired people to use the ap-
plication. This is especially important since aging often occurs with visual deterioration. One
suggestion to overcome this problem and avoid the complexity of free speech, is to verbally
provide all possible answers. For example, the coach can say ’do you want to discuss something
personal?’, or ’do you want to do hear tips about your diet?’. This approach easily fits in the
structured COUCH structure.

Another idea mentioned was to provide feedback about the speech that is recognized. In the
current implementation it was clear that the ASR and microphone has turned on, but it did not
indicate whether or not the incoming speech was transcribed. It was not perceived as problem
that no keywords were spotted, as long it was clear that speech was transcribed. Although one
participant indicated this preference, another participant expected this graphical feature to be
unnecessary when the delay and slowness of the system was improved.

6.2.6 Preference Version
The interview ended by asking participants about their preference version. The two partici-
pants who participated in a previous COUCH study and had experience using the text-version,
differed in opinion. One participant preferred the speech-version, because this gave the feeling
of a real conversation and coaching-session. The second participant, who experienced a lot of
general problems during the start of the study, was annoyed by using the speech-based system
because it responded too slow and repetition was almost always necessary. The two participants
without previous experience with the text-version (i.e. who only used the text-version once)
both preferred the speech-version because speech improved the experience of a more humanlike
interaction with the coaches. The combination of spoken speech and written text was appreci-
ated, but there was also mentioned that for some older adults (especially the oldest ones) this
combination might be confusing.
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Chapter 7

Discussion

In this chapter, we discuss the results derived during this project. We start by presenting a
complete overview of the answers to the sub-questions. Then we discuss the original research
questions and main question and compare these conclusions with results derived from prior
research. As last, recommendations regarding future work in this area are presented.

7.1 Discussion of the Sub-questions
A large part of the sub-questions were already addressed during earlier stages of the study
(Chapters 2 and 4), but are repeated here for completeness:

SQ:1 What are current limitations in text-to-speech synthesis software and how can this problem
be addressed?
The fundamental limitation of speech synthesizers is to create natural sounding synthetic
speech. Despite the fact that modern TTS have reached a level of voice quality that no
longer resembles robot-like voices, it remains very difficult for systems to vocally express
emotion. Other limitations of TTS software is found in the correct pronunciation of names
and foreign words, and generating correct prosody. Although the lack of vocal emotion is
a limitation that is very hard to address, the correct pronunciation of words and names
can be addressed by integrating SSML specifications in the synthesis request. The Google
TTS supports the SSML ’<sub>’ attribute that is used for words like; ’wow’, ’Helen’,
’Olá’ ’Emilie’, but did not work for words like ’hmmm’.

SQ:2 How robust is the current state of art in text-to-speech synthesis to create multiple human-
like voices necessary to ensure a natural interaction with all coaches?
The current state of art in text-to-speech synthesizers does not offer many options to cre-
ate multiple humanlike voices. Most TTS software is paid, only offers one voice or is not
available for the Dutch language. Only the Google TTS met all requirements, but also
asked money when used on a larger scale. For this project we could use a try-out package
that enabled us to use spend €300.- on synthesis requests in a time period of one year. In
terms of robustness we can conclude that the TTS is already quite advanced. The voices
are not identical to human voices yet, and there were some problems in the pronunciation
of certain words, but overall the voices were perceived as clear and pleasant to listen to.
Especially for an application like COUCH where all coaching content is static (i.e. the
content is written by experts and does not involve dynamic generation of text), no new
text has to be synthesized. Therefore TTS can be a robust solution.
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SQ:3 What additions to the graphical user interface are necessary to assure a pleasant user
experience with the voice-based application?
Some graphical user interface additions were thought in advance, following the design
guidelines proposed by Pearl [53]. Other suggestions for adjustments were the result of
the two user studies. Simple visual feedback in the form of a start- and stop-speech buttons
were implemented to let the user know that the system was listening. This implementation
gave verbal and visual feedback about the listening state of the system because users may
get frustrated when it is unclear whether the system is listening. Some users liked to see
more visual cues then only knowing that the microphone was turned on. They would have
liked to see an indication that the system was really catching speech, but did not spot the
correct keywords for example.
The controlled study showed that it was not clear for all users if they had to speak the
’continue’ button in autoforward replies. The system automatically continued after a very
short time, but because there was a button users thought they had to say or click ’continue’
as well. Therefore this button was removed from the interface.
Cartoon-like characters as used in COUCH can lower customer expectations towards the
technical abilities of the system [41]. However, participants of the field experiment indi-
cated a preference for a less static application, wherein coaches are animated and show lip
movements. Moreover, a more dynamic interface was suggested by changing the position
of the coaches in the living room now and then. This better enhances the user’s focus and
keeps the memory sharp.

SQ:4 How should the dialogues be adjusted in order to function with the implementation of speech
into the Council of Coaches?
We cannot conclude that there is only one way in which the dialogues should be adjusted
in order to function with the implementation in the COUCH. However, there is one way
(implemented during this research) that is most logical due to the structured dialogue
architecture of the original COUCH application. The complete dialogue structure is build
upon the WOOL framework, which is essentially a definition of a series of dialogues steps,
linked through user replies. These dialogue steps were manipulated individually, by adding
keyword tags as general actions to statements, without changing the structure of the
complete hierarchy. This content could be retrieved by the COUCH Web Client and
used to compare with the transcription of speech. When the keyword was spotted in
the transcription, the Web Client could mimic a click event so the user continued in the
dialogue and the content of the next dialogue step (i.e. the speaking coach, the coaching
text, the reply options, etc.) could be retrieved. It was not necessary to adjust the
structure and content of the dialogues, except from removing some irrelevant dialogues for
the user studies. Also, words that could not be pronounced correctly by the TTS were
removed from the dialogues.
To allow for free speech in the COUCH application, adjustments the WOOL-based dialogue
structure are required. Users can define their own replies when using free speech, instead
of speaking predefined replies. This requires the application to generate new coaching con-
tent based on user replies, otherwise the system does not know how to respond correctly.
Changing the complete dialogue structure of COUCH is not the most convenient method
to implement free speech into the application. Instead, another approach could be to link
all user input to one of the reply options by using large keyword sets for every reply.
Keywords sets can be automatically created based on the content of the reply, enabling
for free speech (to some extent) and at the same time keeping the dialogues structure.
This suggestion is explained in more detail in Section 7.5.2. The main drawback of this
approach is that it is not always appropriate for dialogue content that cannot be related
to any of the reply options.
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7.2 Research Question 1
7.2.1 Answering Research Question 1
Research Question 1 stated:

Does the addition of speech to the Council of Coaches application lead to an
increase in evaluations of the users’ experiences?

Most participants (24 out of 28) preferred the COUCH speech-version over the text-version.
Moreover, significant higher ratings of the novelty scale (with items: valuable, exciting, in-
teresting and motivating) and stimulation scale (with items: creative, inventive, leading edge,
innovative) are observed. The Alpha-coefficients for theses scales were high, indicating that the
construct was reliable and the items were measuring the same scale. Because the effect size was
large for both constructs, the implementation of speech is expected to contribute to an increase
in user evaluations of the stimulation and novelty scales, supporting Hypothesis 1 and 2 respec-
tively. Hypothesis 3 cannot be supported, indicating that the addition of speech to the COUCH
application does not lead to a significant decrease in user evaluations of the efficiency scale. No
reliable Alpha-coefficient and significant test results could be observed for the efficiency scale.

Results of the explicit comparison showed that participants perceived the speech-version as more
interesting, credible, fun to use and less monotonous then the text-version and that they would
rather spend money on the speech-version, sooner recommend it to older adults, follow advice
from and use it for a longer period of time. These results party confirm Hypothesis 4, which
expected a significant increase in user evaluations measured via the explicit comparison. No
increase in evaluation is obtained for all items, but for 8 from the 15 items. One item, the
efficiency, showed a significant decrease in evaluation of the speech-version and the remaining 6
items did not yield any significant results.

The open questions supported the results of the UEQ and explicit comparison. All participants
experienced the speech-version to be more fun to use and most participants would recommend
the speech-version to older adults. Advantages of the speech-version included: more interactive,
exciting, interesting, and innovative. Two other important findings from the interview questions
were that many participants mentioned that they really had the feeling of participating in a real
conversation with a human-being, and that the interaction with the speech-version costed less
energy and maintained focus.

7.2.2 Discussion of the Results
Most results derived from the UEQ, explicit comparison and open questions were in line. Mul-
tiple tests supported the finding that the text-version was very usual and boring to use, while
the speech-version was perceived as interesting and entertaining. On the other hand, some con-
tradicting results were obtained. The explicit comparison and UEQ results regarding efficiency
were not in line. No significant difference in terms of efficiency could be observed, while this scale
contains items like ’fast’, ’efficient’, ’practical’, ’organized’. This finding contradicts the results
of the explicit comparison, that showed a significantly stronger association with the text-version
for the efficiency statement, and the open questions, that mentioned main advantages of the
text-version to be: the short reaction time, the speed of use and the fact that it makes less errors.
The original COUCH application already needed time to respond, but the implementation of
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speech significantly decreased the response speed of the application. This problem was already
experienced during the development phase, but was difficult to solve. It takes time to send the
spoken speech to the NLSpraak server, wait for the transcription and to convert this transcrip-
tion in a dialogue choice. The slow speed made the speech-based system more sensitive for errors.

No significant difference was observed in the ratings of perspicuity (items: understandable, easy
to learn, easy, clear) and dependability (items: predictable, supportive, secure, meets expecta-
tions). This result was expected because the two versions are, apart from the textual or vocal
interaction, very similar in the UEQ items (e.g. both systems are perceived to be very under-
standable and predictable). Additionally, the internal consistency measure resulted in very low
Alpha-coefficients for the perspicuity and dependability scales, making it hard to draw conclu-
sion in case the results were significant.

The number of errors made by the system differed a lot between participants. The relative
error percentage ranged between 4.0% and 44.4%, meaning that the highest error percentage
was more then 10 times the lowest error percentage. It is difficult to determine what caused
this wide spread in errors. It might have technical causes, such as the load on the NLSpraak
server at a specific time, or causes related to participant’s speech characteristics. One of the
limitations mentioned in Section 2.4 stated that ASRs have difficulties with speech input vari-
ations, for example caused by the characteristics of older voices. This might cause the ASR
to deteriorate in the recognition of older voices and therefore decreasing the user experience.
During the experiment the ASR did not seem to perform worse for older voices, but there might
be other characteristics that caused the difference in errors (e.g. the loudness or pitch of the
voice). Furthermore, younger and older participants differed in level of patience. In general, the
older participants and participants who used speech technologies before, showed more patience
while using the application. Therefore, less errors occurred in the system.

In addition to the wide spread of system errors, a wide spread in number of dialogue steps was
observed. Participants were quite free in their interactions except from the interaction with
Coda. Suggestions for interesting interactions were provided, but participants were not required
to stick to these options. These suggestions were only based on interesting dialogue content and
not on the length of dialogues. Moreover, not all participants showed the same level of interest
in trying the application. These differences resulted in a wide spread in dialogue steps that users
performed. However, since we calculated the relative error percentage, we did not expect this
to be a big problem.

An important and surprising finding of the controlled experiment is that the speech-based ap-
plication made it easier to maintain focus. It appeared to require participants less energy to
interact via speech. This finding may positively influence the long-term engagement because it
may lower the threshold to use the application after a long and exhausting day.

Closing Summary
Summarizing we can conclude that the addition of speech to the Council of Coaches ap-
plication leads to an increase in user evaluations, even though the system is susceptible
for errors and the efficiency is not optimal.
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7.2.3 Limitations of the Controlled Experiment
For the interpretation of the results of Research Question 1, some limitations regarding the
participants and experimental setup are considered.

Participant Demographics

The first limitation concerns the participant demographics that differ from the target user group
and thus the generalization of results. The group of participants mainly consisted of students
or young employees <30 years, only four participants were truly in the age category of older
adults. This made it more difficult to conclude if older adults would also perceive a better
user experience. In general, younger people (and especially high-educated students) have more
affinity and experience with technologies, potentially creating bias in the evaluation of the more
complex speech-version of COUCH. On the other hand, most younger participants did not have
previous experience with speech technologies, while two of the four older adults had. Besides,
this small group of older adults preferred the speech-based system over the text-based system.
However, it is still more valid to use a participant group homogeneous to the target user group.

Number of Participants

A total of 28 participants participated in the study, which is a relatively small number for
statistical calculations and increases the risk of finding false-positive reports [60]. A false positive
is an error in which the test results incorrectly indicate the presence of a significant difference in
user evaluation when in fact this is not present. However, since our study clearly showed a large
and significant effect on the scales that were in line with our expectations and observations, we
expect this risk to be minimal.

Experimental Setup

Some participants seemed to feel a bit insecure and uncomfortable during the experiment, prob-
ably because they were alone in a quiet room with the researcher, or did not exactly know what
to expect. This made them a bit hesitant during the conversation, especially in the beginning.
As a consequence, their voice was somewhat quiet and hesitant, making it more difficult for
the system to catch the speech correctly. This problem might be overcome by adjusting the
experimental setting, such that the participant is more at ease. This can be achieved by, for
example, using a one-sided transparent screen for observation or by filming instead of observing
all interactions.

Observational Measurement

The setup for the observational measurement can be improved because the researcher guided
the entire experiment and counted the number of errors and dialogue steps, which was a lot to
do at the same time. Logged history made it possible to retrieve information about the chosen
interactions and reconstruct the dialogue path to count the number of dialogue steps, but this
information was limited and not always clear. Logging information about the transcription
created by the ASR and keywords added in each step could be a valuable addition because it
was not always possible to see exactly what went wrong in the system (e.g. did the user say
something that was not possible, or did the system incorrectly recognize it?).
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7.3 Research Question 2
7.3.1 Answering Research Question 2
Research Question 2 stated:

How robust is the current state of art in speech recognition systems to create
a usable and enjoyable system that can be used in a real-life (home) setting?

From the field study it is difficult to conclude whether the current state of art in speech recog-
nition systems is robust enough to create a usable and enjoyable system that can be used in a
real-life setting. It was very different between participants, and even within participants using
the same device every time, how much problems in speech recognition were experienced. One
participant could use the application with the washing machine turned on in the same room,
while another participant mentioned that the coaches barely responded to their names, even
without any environmental noise. These results indicate that the robustness of a speech-based
application is not only depending on the ASR, but also depending on the performance of the
device (i.e. the speed), the quality of the microphone and the stability of the internet connection.

The second reason why it was difficult to conclude whether the current state of art in speech
recognition systems was robust enough to create a usable and enjoyable system, was that par-
ticipants did not appreciate the COUCH application in general. However, most participants
preferred the speech-version over the text-based application. Although none of the participants
would use the application themselves, they would recommend it to others, especially to different
user groups. In particular, the ability of coaches to talk was well received, especially because
the voices were very clear and intelligible.

7.3.2 Discussion of the Results
A clear difference in attitude towards the speech-based system was observed between participants
who experienced little and participants who experienced many problems during the experiment.
The participant who experienced fewest problems in speech recognition was much more positive
about the speech implementation then the participant who had many problems with the startup
and during the experiment. One participant mentioned not to be a fan of speech technologies
in general, but did appreciate the combination of speech and text made the speech-version.

The reason that participants did not appreciate the COUCH application in general was that it
included too little coaching content and reply options. This was partly caused by the time con-
straints of the coaching sessions, that disabled users to continue with the next coaching sessions,
which participants saw rather disappear (quote: ’In current society, it is not a practical reality
to do this, users just want to decide for themselves and continue sooner). The time settings
could have been adjusted for the field experiment to assure a better experience.

One participant of the field study mentioned that the responsiveness of the system depended on
the intonation of the spoken words. This participant also mentioned that her voice normally is
quite melodic and ranging from high to low pitch. The system often not captured her speech
correctly, only when the intonation was exactly right. The need for a specific intonation was
not experienced by other participants, so it might be caused by the fact that the ASR had to
listen to a female, older and melodic voice, which is more complicated for an ASR then listening
to a male and younger voice [35, 37]. Additionally, results from the observational measures in
the controlled experiment showed that there was a wide spread in the number of errors made
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by the system. This indicated that not all participants were equally good understandable for
the system. However, during this experiment no clear distinction could be made between voices
that were better understandable or less understandable (e.g. female vs male voices, young vs
old voices, loud vs soft voices).

Closing Summary
Participants preferred the speech-version over the text-version, even though practical
problems with the application were experienced. How well the system worked fluctu-
ated a lot, making the current state of art in ASR systems and commercial devices
(e.g. microphones in tablets and laptops) not robust enough for applications based on
only speech in- and output. However, the combination of speech and text made the
implementation of speech in Council of Coaches application robust enough. Generally,
participants preferred a vocal interaction, but in case the system did not respond, the
buttons could be consulted. Only the ability of coaches to speak (i.e. TTS) was already
appreciated a lot.

7.3.3 Limitations
For the interpretation of the results of Research Question 2, again a few limitations need to be
considered. The first limitation relates to the failing in finding five participants that participated
in the original COUCH study, and the second limitation relates to the number of practical
problems experienced in the field study.

Study Participants

The intention for the field study was to conduct it with five ’experienced’ COUCH users that
participated in the original study done by RRD, but only two people responded to the adver-
tisement. Instead, two family members of the researcher were approached to participate, but
they did not have experience with the COUCH application. To overcome this problem and be
able to ask something about their preference version, they were asked to use the text-based
COUCH application once, before starting with the speech-based application. It may be not that
big issue because the field study is designed to test the robustness of such speech-based system
in a home-setting, but it would be preferred to have a more homogeneous group of participants.

Practical Problems of the Field Study

As described in Section 6.2.2, there were some issues during the field study. Due to the Covid
crisis, we tried to avoid any contact with the older participants and therefore participants were
asked to use their own tablet for the experiment. The application was tested on a new Android
tablet, but not on an I-Pad, where the application turned out not to run. A replacement was
provided to two participants who used an I-Pad, but for one participant the tablet did not work
either because it was too old to run any of both versions smoothly. Moreover, these participants
tried to use the application on the day the server and application were down. All these issues
might have influenced the user experience of these two participants.
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7.4 Main Question
7.4.1 Answering the Main Question
The Main Research Question stated:

To what extent can spoken interaction offer a valuable addition to the
multi-party virtual Council of Coaches application?

To answer our main research question it is important to distinguish between the difference
in experience with the text- and speech-based version and the experience with the system as
a whole. The controlled experiment addressed these differences between versions, while the
field study focused on the experience as a whole. In general we can say that people preferred
the speech-based application over the text-based application, even though we learned from the
observational measurements that a lot of errors were made by the ASR in correctly recogniz-
ing speech, or recognizing speech at all. Additionally, using the application in a home-setting
sometimes resulted in bad performance caused by bad quality microphones, old devices, or
an unstable internet connection, decreasing user experience. Overall we expect spoken inter-
actions to be a valuable addition to an e-health coaching application like the Council of Coaches.

7.4.2 Discussion of the Main Question
We have found evidence allowing us to give an affirmative answer to our original research ques-
tions. Therefore, our results do indicate that adding speech to e-health applications can con-
tribute to a pleasant experience, but that a robust implementation and proper devices are
important to assure this. Because the results were promising for a system like COUCH, it does
not necessarily mean that this is true for all systems. In this section we discuss possible expla-
nations for the results.

The structured dialogue setup of COUCH made the speech synthesis easier, allowing us to au-
tomatically create humanlike voices that were perceived relatively well by participants. Since
the TTS is not prone to errors in the current application, only adding TTS as part of a spoken
interaction already offered a valuable addition for such application. Solely implementing speech
recognition without speech synthesis for the coaches would not fit an application like COUCH.
Moreover, it is probably not much appreciated because of the large number of recognition errors
in home situations. Besides facilitating the speech synthesis, the structured setup eased the
speech recognition but thereby limited users in their responses. Users were not able to freely
express themselves, which is not relatable to a human-to-human interaction. On the other hand,
compared to the situation where users were limited with textual responses, the perception of a
natural interaction increased a lot. Moreover, spoken interactions turned out to be more fun,
interesting and interactive to use. These factors may increase the change for a long-term en-
gagement with the coaches, allowing them to have further impact on the user’ health behavior
change, but therefore the system as a whole needs to become more interesting for all older adults.

In general, participants of the controlled experiment were more positive about the speech-based
application then participants of the field experiment, which is probably caused by the fact that
the application performed much better in the controlled experiment (although it differed per
participant). Moreover participants only used the application for about 10 minutes in the con-
trolled study, which might caused the application to be perceived as novel and interesting.
Preferences and attitudes in long-term interactions are likely to change, and novelty effects will
wear out [61]. During the field study, where participants used the application for a longer period
of time, the novelty effects might have worn out. None of these participants were interested in
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using the application in the future, although it is important to consider that this observation
was done for the application in general (with as main problem the content).

The robustness, efficiency and reliability of the system are far from perfect yet, but they can
improve a lot with the development of technology, reducing the number of ASR-errors. Many
technologies, such as better microphones with noise filtering already exist, but these are not
very common yet to be implemented in devices for home use. Additionally, the application is
not running on all devices, but this could be resolved by a better implementation. The biggest
bottleneck of the current application was its speed and responsiveness. In many cases the ASR
(almost) correctly transcribed the spoken speech, but because the response was very slow, par-
ticipants started to repeat themselves. The text-version was already not very fast in responding,
but by sending spoken audio to the ASR, waiting for a transcription from the ASR, sending text
to the TTS, and waiting for this text to be transformed in audio, slowed down the application.
This disadvantage was mentioned most, because it resulted in the feeling that users were not
understood or listened to.

Closing Summary
From both this thesis and the preliminary literature research [1], we can conclude that
spoken interactions indeed offer a valuable addition to a multi-party virtual Council
of Coaches application, but that better technologies such as a better performing ASR,
good quality microphones with noise filtering and a better, and especially faster im-
plementation, would create a more robust application. However, even though people
liked the speech-based application more, none of the participants would like to use an
application like this in the future. Therefore the application needs to become more
interesting in general, including more coaching content with a broader range of reply
options. On the other hand, almost all participants would recommend the application
to others, especially to specific user groups, such as older adults who feel lonely, have
difficulties reading, are lower-educated and have little computer experience.

7.4.3 Comparison with Prior Research
This thesis contributes to existing literature in the insight that adding speech to an applica-
tion like COUCH strongly increases the user experiences, even though much more errors are
encountered in a speech-based system compared to a text-based system. Taking into account
the original purpose of COUCH to engage users in humanlike interactions for a longer period of
time, the findings that users perceived a vocal interaction as much more entertaining, personal,
interactive and like a real conversation, is very important. These findings relate to the results of
the study conducted for the original application, in where the text-based application scored low
on the domains ’intention to use’, ’recommend it to others’, and ’enjoyment’ [62]. Participants
did not have the intention to use the system or recommend it to others and did not think the
system was entertaining or exciting. Results obtained with the controlled experiment showed
contrary results for the ’recommendation to others’ and ’entertainment’ field, where most par-
ticipants recommended the speech-version to older adults and all participants experienced the
speech-version to be more fun. We did not focus on ’intention to use’ in the controlled exper-
iment because the participants were generally not falling in the target group. On the other
hand, the field experiment revealed similar results that participants did not have the intention
to use the system, although they would recommend it to others. However, Hurmuz et al. [62]
mentioned that participants expected to get more in depth and personal advises. ”This gap be-
tween participants’ expectations and the reality made participants probably less positive about
the overall working of the system” [62]. It is important to notice that two of the participants for
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the field experiment already participated in the original study [62] and therefore had different
expectations for this follow-up study. This might have minimized this gap between expectations
and reality.

Furthermore, this thesis contributes to existing literature by its findings regarding the speech
synthesis. For the tightly structured COUCH application, the TTS with additional adjustments
via SSML resulted in a positive experience of the voices and the ability of coaches to talk.
Contrary, from Section 3 we learned that the voice of the KRISTINA agent was considered to
be monotonous and that a major source of displeasure with the virtual meditation coach was
the lacking humanlike synthesized voice [46, 48]. These issues contradict with the results of
our study, in where the Google TTS voices were generally perceived as pleasant and clear to
listen to. In this Related Work section we also discussed the exercise advisor from Bickmore et
all. [42,49]. The results of this research are in line with the results found in the two studies with
the exercise advisor. Their initial research [49] stated that deploying conversational interfaces
does not imply that natural language understanding must be used. This is in line with our
finding that many participants appreciated the fact that coaches could talk and that only TTS
already improved the naturalness of an interaction. However, in the exercise advisor’s followup
research [42], participants mentioned that they could not express themselves completely using
the constrained, multiple-choice interaction. This finding also resulted from our study, where
participants could use their voice, but were still limited to the multiple-choice interaction. They
preferred the option to draw their own answers and questions.

7.5 Recommendations
This section describes the future research directions and recommendations for the work described
in this thesis. The section is divided in two parts. The first section (Section 7.5.1) provides
research directions for future work. The second section (Section 7.5.2) provides some explicit
suggestions for future work, based on the research directions.

7.5.1 Future Work
The current research showed the addition of speech to dialogues in an application like COUCH
to be very valuable, but that users were very limited in their options to speak. Although users
could deviate to some extent from the answer options, they experienced that the system only
responded to the (almost) exact reply options. With the current implementation, this issue
might be improved by manually adding large sets of keyword, but this is very time-consuming
and inefficient. A recommendation for future work is to look into smart ways to automate the
process of creating large keyword sets. Thereby research should be done in how dialogue author-
ing tools (e.g. the WOOL dialogue platform) can be improved to support this automatization
and help construct better speech-based dialogue systems. These improvements allow users to
use a larger vocabulary to navigate through the dialogues. Moreover, it can remove the written
reply options, creating an interface that is more user friendly for older adults who more often
deal with visual impairments. Because this thesis focused on the implementation of speech
into an existing application, smart ways to adjust the dialogues were investigated. Apart from
looking into smart ways to automate the process of keyword tagging, it might be of interest
to investigate ways in which new dialogues can be created and tagged with keywords when a
dialogue-based application is created from scratch.
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From Chapter 1 we learned that keeping the user engaged for a longer period of time is one of
the major challenges in e-coaching [17]. When the application does not offer a big variety in
content, this can lead to interactions that become repetitive over a longer period of time. Our
results suggested that speech-based interactions can positively influence long-term engagement
because it showed to be much more innovative, entertaining and interesting to use. However, the
novelty effect may disappear with time, negatively influencing long-term engagement. Future
research should look into ways to overcome this problem with speech-based e-health applications.

The biggest bottleneck for a pleasant experience in our application was the slow responsiveness
of the system. During the interaction it was often not clear for users whether or not they were
understood by the system, only because it took a long time for the system to respond. This
problem is probably caused by the combination of a slow ASR, as well as the speed of the
COUCH application in general. Future work can test the speed of the NLSpraak ASR in a dif-
ferent application and investigate ways to improve the reaction speed of a speech-based interface.

Another suggestion for future work is to include more dialogue management strategies and more
conversational feedback mechanisms. We already included the coaches’ clarification questions
and the automatic repetition after some time with no speech, but this did not cover all conver-
sational errors. Especially the situation when there is no response from the system, although
there is spoken input, can be improved. Now this only includes the clarification questions which
are asked when no keyword and an unknown word is spotted, while it would improve the conver-
sation a lot if feedback is also provided when there is spoken audio, but not (correctly) captured
by the ASR.

A last interesting objective is to include free speech because this can make the interaction
much more interesting and personal. Therefore it is necessary that the coaches have a larger
vocabulary (manually or via automatic content generation) and can appropriately respond to
different input. In this case the application can step of the text balloons and instead can provide
better tailored coaching sessions, in where users are presented with personal advises based on
subjects they lack knowledge about. For this research direction, more advanced ASRs (especially
advancements in response speed), as well as in-home devices are necessary, as suggested by
Bickmore [42]. Available systems need to ensure that they could provide high enough reliability
given the variability and differences in voice quality in older adults. Free speech allows users
to choose topics that are interesting or relevant for their personal situation and discuss those
with the coaches. Additionally, free speech provides the option for older adults to tell stories
and have small talk with conversational interfaces, which can help building relationships with
coaches [44]. This might give the application an extra role as social companion for older adults
suffering from loneliness.

7.5.2 Application Improvements
This section provides a list of suggestions that can be considered to improve the system devel-
oped for this thesis. Suggestions such as automatizing the keyword retrieval, improving the name
recognition, dialogue management strategies and feedback mechanisms, but also some graphical
user interface additions are provided. These ideas all differ in level of complexity, ranging from
quite easy to very complex suggestions.

One simple suggestion is to follow the guidelines for designing voice user interfaces in their
suggestion to make use of visual confirmation [53]. Since the text on the buttons is similar to
what the user have to say, the system can simply highlight the button that is spoken. Then the
user will know whether she has been correctly (or incorrectly) understood and that the contin-
uation of the dialogue was right. Another option is to present the transcription of the speech
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as one of the replies under the text balloons. This will not improve the recognition in general,
but at least users know if and what the system captured from the sentence they spoke. It can
also improve the way they speak to the system (and therefore reduce the error rate) because
it allows users to see what words were misrecognized. This idea is similar to the functionality
of VUIs in smartphones that show the text that is captured by the ASR on the screen. One
last idea for the graphical user interface is to leave the interface 2D, but make the cartoon-
ish characters animated, like characters in animated movies. In this way it is obvious for the
user to see which coach is talking and it might improve the entertainment level of the application.

Another easy suggestion to make the application also suitable for visually impaired older adults,
without changing the complete structure of the original application, is to make replying to the
statements also voice directed. Instead of reading the reply options and speaking one of the
options, the coach can ask the user what he wants to do or respond and consequently click the
corresponding reply.

A more complex suggestion for improving the application is to automatically retrieve synonyms
of the keywords. The WOOL dialogue platform makes it possible for health experts to write
dialogues, without having any technical programming skills. Since these experts are responsible
for the content of the dialogue, it would be helpful when they could decide about the keywords
too. In this way they can write statements with multiple reply options, all containing a dif-
ferent main word (verb or noun), and add one distinctive keyword for each of these options.
Based on this keyword, a complete list of synonyms can be retrieved, for example via the Open
Dutch Wordnet1, and shown as suggestion to the writer. This Corpus contains almost almost
118.000 Dutch synsets, which are in fact, conceptual representations of a word. For example the
word ’dog’ includes synsets like [dog, animal, pet]. In this way, the synset for a word can be
retrieved from the Corpus and proposed as additional keywords, and dialogue writers can decide
themselves which keywords to add by clicking the relevant proposed synonyms. An example of
such a suggestion is provided in Figure 7.1. When a reasonable number of keywords all lead
to a specific reply, this allows users to engage in richer conversations and more freely express
themselves while maintaining the ease of use of the multiple-choice selection input modality.
Considering the recommendations of Bickmore et al., even when taking such an approach it is
important that the ASR ensures a high reliability, given the variability and differences in voice
quality in older adults.

Figure 7.1: An example of how automatically generated keywords can be
presented to the dialogue author.

1http://wordpress.let.vupr.nl/odwn/data/
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Because the recognition of the coach names performed very bad during the experiments, im-
proving this recognition will reduce the number of errors made by the system. One very simple
option is to include similar keywords for transcriptions that are often created, which we already
included for Helen (i.e. ’helen’, ’alan’, ’hellen’, ’ellen’), but not for the other coaches. Moreover,
for Helen these four extra keywords were not enough. Words that are similar to the names
can be added as keyword by checking what words the ASR often recognizes. A less manual
implementation is to automatically compare a recognized word with the coach name. The edit
distance can help to calculate how similar two strings are. ”The minimum edit distance between
two strings is defined as the minimum number of editing operations (operations like insertion,
deletion, substitution) needed to transform one string into another” [63]. For example, the ASR
transcribed the string ’gouda’ while the user spoke ’coda’. The gap between these two words is 2
(remove an u, substitute g for c). This similarity measure can calculate how similar the spoken
word is from one of the coach keywords and for example, by setting a maximum distance, a
spoken word that shows less operations then this maximum can be interpreted as the connected
coach keyword.

In the current application the NLSpraak ASR was used, which was a ready-made ASR. This
caused the ASR to be a black box that recorded the spoken audio and returned a transcription
of written text, but could not be improved for the purpose of the study. When the ASR is fully
controlled, machine learning techniques can be used to train the ASR, for example by training
the ASR for older adults voices, or by teaching it to retrieve new keywords from words that
are often spoken in a specific context. Also, most ASRs works best for English because this
language has most data. The performance of the ASR might be improved by training it with
larger Dutch corpora.

From the controlled experiment it turned out that participants really enjoyed the radio feature
implemented in the text-version, but removed from the speech-version. For future work it might
be interesting to use speech filtering techniques to mitigate noise effects, so the radio can be
turned on, without triggering the ASR component. Additionally, this filtering techniques allow
participants to start the application without explicitly clicking the ’start speech’, but instead
trigger the application by speaking a specific sentence (e.g. the Google Home starts listening
to the user when ’Hey Google’ is spoken). This can be beneficial again for people experiencing
difficulties with reading and clicking text balloons.
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Chapter 8

Conclusion

This thesis aimed to explore the possibility of implementing speech to the Council of Coaches
application. The intention was to create a speech-based application that can maintain a spoken
conversation with a user by creating an engaging and humanlike experience. The application
required the following implementations: it should be able to (1) recognize user input, (2) cor-
rectly transcribe the input to written text, (3) check the transcription for specified keywords,
(4) correctly trigger the adequate reply to continue in the dialogue, and (5) transform the new
dialogue content into output audio.

Even though the system made a significant number of recognition errors in some cases, many
participants of the controlled experiment found the interaction fun, interesting and interactive,
and preferred the speech-based application over the original text-based application. On the
other hand, the field experiment resulted in a less enjoyable interaction, partly caused by the
content of the application. Besides, the field experiment showed that speech technologies were
not robust enough yet in order to be effectively used in a home-setting where participants used
tablets with worse performing microphones.

The literature research preliminary to this thesis, answered five sub-questions, mostly related
to the implementation of ASR systems. Since the focus of this thesis was to allow for speech
interactions into both directions (i.e. user to coach, and coach to user), more research in the
TTS was required. Therefore, the current research answered two additional sub-questions focus-
ing on the state-of-art in TTS. Because speech was implemented in an existing application that
used a fixed and self-contained dialogue structure, sub-questions about smart ways to handle the
dialogues were added, as well as additional graphical user interface features. The sub-questions
were for the most part answered before the system implementation, although the experimental
studies provided additional insights.

To answer the research’s main question ”To what extent can spoken interaction offer a valu-
able addition to the multi-party virtual Council of Coaches application?”, two experiments are
conducted with each answering a different research question.

RQ:1 The addition of speech to the Council of Coaches application leads to an increase in user ex-
periences. Statistical analyses of the controlled experiment showed that participants rated
the speech-version to be significantly more novel (items: valuable, exciting, interesting and
motivating) and stimulating (items: creative, inventive, leading edge, innovative). Addi-
tionally, results showed the speech-version to be more interesting, credible, fun to use and
less monotonous then the text-version and that participants would use the speech-version
for a longer period of time, more often follow advice from it, sooner recommend it to older
adults and rather spend money on the speech-version. Although the implementation of
speech in the COUCH application did lead to a higher user evaluations for certain aspects,
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a significant number of errors is made by the system, indicating that the technologies and
implementation are far from perfect yet. The main problem of the speech-based system
was its lack of responsiveness.

RQ:2 The current state of art in speech recognition systems and commercial technologies (i.e.
devices with proper microphones), are not robust enough to create a usable and enjoyable
system that can be used in a in-home setting. The field study showed large differences
between participants in the amount of problems experienced. For some participants the
system worked well without many errors, while other participants were hardly understood.
In some cases it was dependent on the moment how well the speech was recognized.
Although the speech recognition turned out not to be very robust, it still created system
that was more enjoyable then the original text-version. In particular, the combination of
written text and spoken speech was well received, because this improved the efficiency of
the interaction in case the ASR left much to be desired. None of the users would like to
use such an application in the future, but it can be useful for specific user groups.

Considering the finding that users appreciated the possibility for speech interactions much more
then textual interactions, even though the application was far from robust, adding speech to
such e-health applications offer good future prospects. With the rapid advancements in tech-
nology, it can be expected that in a few years commercial devices are developed enough to
work properly in a home-settings. On the other hand, concepts like free speech for communica-
tion with devices is much more complex, though still very relevant for such e-health applications.

The next step for the speech-based COUCH application would be to improve the keyword
retrieval through automatic keyword generation, which can decrease the workload of dialogue
authors. Automatic keyword generation can be done by, for example, synonym retrieval from a
Dutch corpus. The recognition of names can be improved by implementing a similarity measure
that can determine if, and what name is spoken. The naturalness and fluency of the conversation
can be improved by including more dialogue management strategies. Overall, we believe that
speech can positively contribute to such e-health applications, even though the technologies are
far from perfect.
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Appendix A

Questionnaires and interviews
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A.1 Controlled Experiment
A.1.1 Intake Questionnaire
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A.1.2 Observational Measurements

OBSERVATIONAL MEASUREMENTS 
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A.1.3 User experience
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A.1.4 Explicit Comparison
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A.2 Field Experiment
A.2.1 Intake Questionnaire
Same questionnaire as Appendix A.1.1

A.2.2 Interview questions
1. Hoe vond u het om het systeem te interacteren, en dan niet wat betreft de inhoud van de

coaches, maar gewoon heel algemeen de werking van het systeem?
� Doorvragen: voorbeelden, hoe zou het beter kunnen volgens u?
� Antwoorden zoals: makkelijk/moeilijk, leuk/stom

2. Zou u deze spraak-gebaseerde versie van de Council of Coaches aanraden aan anderen?
� Ja: Waarom wel? Kunt u een voorbeeld geven?
� Nee: Waarom niet? Kunt u een voorbeeld geven?
� Heeft u nog andere voor- of nadelen ervaren?

3. Heeft u veel problemen ervaren met het gebruik van het systeem?
� Antwoorden zoals: problemen dat het systeem mij niet verstond en niet doorging in

het gesprek / systeem niet luisterden naar coachnaam / niet duidelijk hoe de applicatie
bediend zou worden / systeem werkte te traag.

4. Op wat voor manier praatte u met de coaches?
� Antwoorden zoals: ik zei letterlijk wat op de tekstballonnen stond / ik hield ongeveer

aan wat op de tekstballonnen stond / ik vertelde graag alles wat in mijn hoofd omging.
5. Had u het idee dat u begrepen werd door de coaches?

� Ja: Waarom wel? Kunt u een voorbeeld geven?
� Nee: Waarom niet? Kunt u een voorbeeld geven?

6. Wat zou u graag willen veranderen aan de applicatie?
7. Zou u de applicatie zelf in de toekomst ook willen gebruiken?

� Waarom wel/niet
� Doorvragen: Hoe had de applicatie het nog leuker kunnen voor u om te blijven

gebruiken?
8. Welke versie vond u prettiger om te gebruiken, de oorspronkelijk tekst gebaseerde versie

of deze spraak gebaseerde versie?
� Tekst: Waarom? Redenen dat spraak slecht werkt (traag, luistert niet goed, in-

gewikkeld, systeem doet niet wat ik verwacht)
� Spraak: Waarom? Redenen dat tekst slecht werkt (veel lezen, saai)
� Geen voorkeur: Waarom?

9. Er waren een aantal ”conversation mechanisms” in de applicatie geïmplementeerd. Bi-
jvoorbeeld: na 20 seconde in eenzelfde dialoogstap wordt die gesproken stap herhaald. En
als er geen keywoord is gespot en een onverstaanbaar woord was gesproken in de tekst,
vroeg de coach aan de gebruiker om het te herhalen. Heb je zo een situatie ooit meege-
maakt?

� Wat vond je hiervan?
� Had je het idee dat je hierdoor beter/slechter/even goed begrepen werd door het

systeem?

106



Appendix B

Forms and information

107



B.1 Controlled experiment
B.1.1 Information brochure

FACULTY OF ELECTRICAL ENGINEERING, MATHEMATICS AND COMPUTER SCIENCE 

Informatieblad 

INFORMATIEBLAD VOOR ONDERZOEK 

‘Het Toevoegen van Spraak aan de Council of Coaches Applicatie’ 

Doel van het onderzoek 
Dit onderzoek wordt geleid door Laura Bosdriesz. Dit onderzoek is onderdeel van een 
afstudeerproject waarbij een op spraak-gebaseerde versie van de Council of Coaches applicatie 
is gemaakt. Het doel van dit onderzoek is om een vergelijking te maken tussen het 
oorspronkelijke tekst-gebaseerde systeem en het nieuwe spraak-gebaseerde systeem. Hierbij 
wordt ook de robuustheid van het de spraakherkenning in het systeem getest.   

Hoe gaan we te werk? 
Het onderzoek vindt plaats op de universiteit, in een projectruimte in Carré of Design Lab. Hier 
wordt je welkom geheten en wordt er begonnen met een introductiegesprek en uitleg van het 
experiment. Gedurende dit gesprek en het gehele experiment worden de RIVM-regels in acht 
genomen. Tijdens het introductiegesprek worden de twee versies de Council of Coaches 
uitgelegd en wordt u gevraagd om twee vragenlijsten in te vullen met betrekking tot u geslacht, 
leeftijd, opleiding en werk, en met betrekking tot u ervaring met technologieën in te vullen. 
Deze vragenlijsten kunnen via een Google form worden ingevuld. Nadat u de vragenlijsten heeft 
ingevuld, krijgt u een document met de stappen die u moet doen met de applicaties. Wanneer 
u dat gelezen heeft kunt u beginnen met de eerste applicatie. Er is geen goed of fout in het
experiment en het maakt niet uit als de beschreven stappen niet allemaal lukken. Als u klaar
bent met het eerste systeem, dan kan de bijbehorende vragenlijst worden ingevuld. Hierna
wordt het tweede systeem opgestart en wordt u gevraagd de al beschreven stappen te
herhalen. Dit wordt vervolgens weer afgesloten met eenzelfde vragenlijst als voor het eerste
systeem. Het onderzoek eindigt met een vergelijkende vragenlijst en een paar open vragen. Alle
vragenlijsten kunnen online via een google form worden ingevuld.

Potentiële risico's en ongemakken 
Er zijn geen fysieke, juridische of economische risico's verbonden aan uw deelname aan deze 
studie. U hoeft geen vragen te beantwoorden die u niet wilt beantwoorden. Uw deelname is 
vrijwillig en u kunt uw deelname op elk gewenst moment stoppen. 

Vertrouwelijkheid van gegevens 
Wij doen er alles aan uw privacy zo goed mogelijk te beschermen. Er wordt op geen enkele 
wijze vertrouwelijke informatie of persoonsgegevens van of over u naar buiten gebracht, 
waardoor iemand u zal kunnen herkennen. Voordat onze onderzoeksgegevens naar buiten 
gebracht worden, worden uw gegevens zoveel mogelijk geanonimiseerd. 
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FACULTY OF ELECTRICAL ENGINEERING, MATHEMATICS AND COMPUTER SCIENCE 

Informatieblad 

Uitsluitend ten behoeve van het onderzoek zullen de verzamelde onderzoeksgegevens worden 
gedeeld met bevoegde personen van de Universiteit Twente en Roessingh Research & 
Development. 

De onderzoeksgegevens worden bewaard voor een periode van 10 jaar. Uiterlijk na het 
verstrijken van deze termijn zullen de gegevens worden verwijderd. De onderzoeksgegevens 
worden indien nodig (bijvoorbeeld voor een controle op wetenschappelijke integriteit) en 
alleen in anonieme vorm ter beschikking gesteld aan personen buiten de onderzoeksgroep.

Vrijwilligheid  
Deelname aan dit onderzoek is geheel vrijwillig. U kunt als deelnemer uw medewerking aan het 
onderzoek te allen tijde stoppen, of weigeren dat uw gegevens voor het onderzoek mogen 
worden gebruikt, zonder opgaaf van redenen. Het stopzetten van deelname heeft geen 
nadelige gevolgen voor u of de eventueel reeds ontvangen vergoeding.  
Als u tijdens het onderzoek besluit om uw medewerking te staken, zullen de gegevens die u 
reeds hebt verstrekt tot het moment van intrekking van de toestemming in het onderzoek 
gebruikt worden. Wilt u stoppen met het onderzoek, of heeft u vragen en/of klachten? Neem 
dan contact op met de onderzoeksleider. Tot 24 uur na het onderzoek kunt u nog weigeren dat 
de data gebruikt wordt. 

Contact informatie 
Dennis Reidsma (afstudeerbegeleider) 
of
Laura Bosdriesz (student)

Dit onderzoek wordt uitgevoerd vanuit de Universiteit Twente, faculteit Electrical Engineering 
Mathematics and Computer Science. Voor bezwaren met betrekking tot de opzet en of 
uitvoering van het onderzoek kunt u zich ook wenden tot de Secretaris van de Ethische 
Commissie van de faculteit Electrical Engineering Mathematics and Computer Science op de 
Universiteit Twente: 

Contact Information  

Ethics Committee, Faculty of EEMCS,  
University ofTwente  
PO Box 217  
7500 AE Enschede (NL)  
Tel: +31(0)53.4892085  
Email: ethics-comm-ewi@utwente.nl  
Website: https://www.utwente.nl/en/eemcs/research/ethics/ 

Indien u specifieke vragen hebt over de omgang met persoonsgegevens kun u deze ook richten 
aan de Functionaris Gegevensbescherming van de UT door een mail te sturen naar 
dpo@utwente.nl.  

Tot slot heeft u het recht een verzoek tot inzage, wijziging, verwijdering of aanpassing van uw 
gegevens te doen bij de Onderzoeksleider. 



B.1.2 Informed consent

FACULTY OF ELECTRICAL ENGINEERING, MATHEMATICS AND COMPUTER SCIENCE 

Toestemmingsverklaring Onderzoek 

TOESTEMMINGSVERKLARING ONDERZOEK 

Door dit toestemmingsformulier te ondertekenen erken ik het volgende: 
1. Ik ben voldoende geïnformeerd over het onderzoek door middel van een
separaat informatieblad. Ik heb het informatieblad gelezen en heb daarna de
mogelijkheid gehad vragen te kunnen stellen. Deze vragen zijn voldoende beantwoord.
2. Ik neem vrijwillig deel aan dit onderzoek. Er is geen expliciete of impliciete
dwang voor mij om aan dit onderzoek deel te nemen. Het is mij duidelijk dat ik 
deelname aan het onderzoek op elk moment, zonder opgaaf van reden, kan
beëindigen. Ik hoef een vraag niet te beantwoorden als ik dat niet wil.
3. Ik geef toestemming dat bevoegde personen van de Universiteit Twente en
Roessingh Research Development en bevoegde autoriteiten inzage kunnen krijgen in 
mijn onderzoeksgegevens. Ik geef toestemming om mijn gegevens te gebruiken voor de
doelen die in het informatieblad genoemd zijn. 

Naam onderzoeker: Laura Bosdriesz 

Datum: 

Handtekening: 

Naam proefpersoon: 

Email-adres: 

Datum: 

Handtekening:  

Ik verklaar hierbij dat ik bovenstaande proefpersoon volledig heb geïnformeerd over 

het genoemde onderzoek. 
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B.2 Field Experiment
B.2.1 Invitation letter

Beste (oud-)deelnemer van de Council of Coaches, 

Mijn naam is Laura Bosdriesz en ik studeer Interaction Technology aan de Universiteit 

van Twente. Momenteel ben ik bezig met mijn afstudeerproject waarbij ik de Council of 

Coaches heb veranderd in een applicatie die werkt via spraak. Dit betekent dat er nu 

gesprekken met de coaches gehouden kunnen worden door tegen ze te praten, waarop 

de coaches op hun beurt weer terugpraten. Voor het evalueren van dit systeem ben ik 

op zoek naar mensen die al ervaring hebben met het gebruik van Council of Coaches, om 

zo een goed beeld te krijgen van de voorkeuren van de gebruiker en de effectiviteit van 

een op spraak gebaseerd systeem. 

Ik hoop dat u het leuk heeft gevonden om deel te nemen aan het eerste onderzoek en 

graag zou ik  vragen of u nog een week wilt meedoen aan dit afstudeeronderzoek? 

Wat houdt het onderzoek in? 

Mocht u interesse hebben in het onderzoek, dan zal u rond half september een 

informatie brochure toegestuurd krijgen met alle details van het onderzoek. U zult via 

email benaderd worden voor het maken van een afspraak voor een online 

introductiegesprek. Tijdens dit introductiegesprek wordt de spraak-versie van de 

Council of Coaches uitgelegd en wordt u gevraagd om twee vragenlijstjes in te vullen 

met betrekking tot u geslacht, leeftijd, opleiding en werk, en met betrekking tot u 

ervaring met technologieën. Na dit gesprek kunt u zo vaak als u wilt, zo lang als u wilt en 

op momenten dat het u uitkomt het systeem gebruiken. Een week later wordt opnieuw 

een meeting via Skype ingepland waarbij u vragen krijgt over wat u van het systeem 

vond, en wordt er een vergelijking gedaan met het oorspronkelijke op tekst-gebaseerde 

systeem.  

Hoe kunt u mee doen? 

Mocht u interesse hebben of nog vragen hebben dan hoor ik graag van u via 

onderstaande contactgegevens: 

- Naam:  Laura Bosdriesz 

Met vriendelijke groeten, 

Laura Bosdriesz 
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B.2.2 Information brochure

FACULTY OF ELECTRICAL ENGINEERING, MATHEMATICS AND COMPUTER SCIENCE 

Informatieblad  

INFORMATIEBLAD VOOR ONDERZOEK 

‘Het Toevoegen van Spraak aan de Council of Coaches Applicatie’ 

Doel van het onderzoek 
Dit onderzoek wordt geleid door Laura Bosdriesz. Dit onderzoek is onderdeel van een 
afstudeerproject waarbij een op spraak-gebaseerde versie van de Council of Coaches applicatie 
is gemaakt. Het doel van dit onderzoek is om een de robuustheid van dit systeem, en de 
bijbehorend voor-en nadelen in kaart te brengen.   

Hoe gaan we te werk? 
Het onderzoek begint met een online introductiegesprek. Tijdens dit introductiegesprek wordt 
de spraak-versie van de Council of Coaches uitgelegd en wordt u gevraagd om twee 
vragenlijsten in te vullen met betrekking tot u geslacht, leeftijd, opleiding en werk, en met 
betrekking tot u ervaring met technologieën. Deze vragenlijsten kunnen via een Google form 
worden ingevuld. Na dit gesprek kunt u zo vaak als u wilt, zo lang als u wilt en op momenten dat 
het u uitkomt het systeem gebruiken. U wordt verzocht om op het meegegeven dagboek 
formulier in te vullen wanneer u de applicatie gebruikt en wat de voornaamste zaken waren die 
opvielen tijdens de interactie.   Een week later wordt opnieuw een meeting via Skype ingepland. 
Tijdens deze meeting wordt informatie vergaard door u te interviewen en uw antwoorden op te 
nemen via een Skype beeld- en audio-opname. Er zal ook een transcript worden uitgewerkt van 
het interview.  Tijdens dit interview worden vragen gesteld over u ervaringen met het systeem, 
en wordt er een vergelijking gedaan met het oorspronkelijke op tekst-gebaseerde systeem.  

Potentiële risico's en ongemakken 
Er zijn geen fysieke, juridische of economische risico's verbonden aan uw deelname aan deze 
studie. U hoeft geen vragen te beantwoorden die u niet wilt beantwoorden. Uw deelname is 
vrijwillig en u kunt uw deelname op elk gewenst moment stoppen. 

Vergoeding 
U ontvangt voor deelname aan dit onderzoek geen vergoeding . 

Vertrouwelijkheid van gegevens 
Wij doen er alles aan uw privacy zo goed mogelijk te beschermen. Er wordt op geen enkele 
wijze vertrouwelijke informatie of persoonsgegevens van of over u naar buiten gebracht, 
waardoor iemand u zal kunnen herkennen. Voordat onze onderzoeksgegevens naar buiten 
gebracht worden, worden uw gegevens zoveel mogelijk geanonimiseerd. 

Uitsluitend ten behoeve van het onderzoek zullen de verzamelde onderzoeksgegevens worden 
gedeeld met bevoegde personen van de Universiteit Twente en Roessingh Research & 
Development. 
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FACULTY OF ELECTRICAL ENGINEERING, MATHEMATICS AND COMPUTER SCIENCE 

Informatieblad 

De audio-opname wordt na 24 uur alleen gebruikt voor het maken van een transcript, daarna 
wordt deze verwijderd. Het transcript blijft vertrouwelijk en alleen voor analyse. De 
onderzoeksgegevens worden bewaard voor een periode van 10 jaar. Uiterlijk na het verstrijken 
van deze termijn zullen de gegevens worden verwijderd. De onderzoeksgegevens worden 
indien nodig (bijvoorbeeld voor een controle op wetenschappelijke integriteit) en alleen in 
anonieme vorm ter beschikking gesteld aan personen buiten de onderzoeksgroep.

Vrijwilligheid  
Deelname aan dit onderzoek is geheel vrijwillig. U kunt als deelnemer uw medewerking aan het 
onderzoek te allen tijde stoppen, of weigeren dat uw gegevens voor het onderzoek mogen 
worden gebruikt, zonder opgaaf van redenen. Het stopzetten van deelname heeft geen 
nadelige gevolgen voor u.  
Als u tijdens het onderzoek besluit om uw medewerking te staken, zullen de gegevens die u 
reeds hebt verstrekt tot het moment van intrekking van de toestemming in het onderzoek 
gebruikt worden. Wilt u stoppen met het onderzoek, of heeft u vragen en/of klachten? Neem 
dan contact op met de onderzoeksleider. Tot 24 uur na het onderzoek kunt u nog weigeren dat 
de data gebruikt wordt. 

Contact informatie 
Dennis Reidsma (afstudeerbegeleider)  
of 
Laura Bosdriesz (student) 

Dit onderzoek wordt uitgevoerd vanuit de Universiteit Twente, faculteit Electrical Engineering 
Mathematics and Computer Science. Voor bezwaren met betrekking tot de opzet en of 
uitvoering van het onderzoek kunt u zich ook wenden tot de Secretaris van de Ethische 
Commissie van de faculteit Electrical Engineering Mathematics and Computer Science op de 
Universiteit Twente: 

Contact Information  

Ethics Committee, Faculty of EEMCS,  
University of Twente  
PO Box 217  
7500 AE Enschede (NL)  
Tel: +31(0)53.4892085  
Email: ethics-comm-ewi@utwente.nl  
Website: https://www.utwente.nl/en/eemcs/research/ethics/ 

Indien u specifieke vragen hebt over de omgang met persoonsgegevens kun u deze ook richten 
aan de Functionaris Gegevensbescherming van de UT door een mail te sturen naar 
dpo@utwente.nl.  

Tot slot heeft u het recht een verzoek tot inzage, wijziging, verwijdering of aanpassing van uw 
gegevens te doen bij de Onderzoeksleider. 



B.2.3 Informed consent

FACULTY OF ELECTRICAL ENGINEERING, MATHEMATICS AND COMPUTER SCIENCE 

Toestemmingsverklaring Onderzoek 

TOESTEMMINGSVERKLARING ONDERZOEK 

Door dit toestemmingsformulier te ondertekenen erken ik het volgende: 
1. Ik ben voldoende geïnformeerd over het onderzoek door middel van een
separaat informatieblad. Ik heb het informatieblad gelezen en heb daarna de
mogelijkheid gehad vragen te kunnen stellen. Deze vragen zijn voldoende beantwoord.
2. Ik neem vrijwillig deel aan dit onderzoek. Er is geen expliciete of impliciete
dwang voor mij om aan dit onderzoek deel te nemen. Het is mij duidelijk dat ik 
deelname aan het onderzoek op elk moment, zonder opgaaf van reden, kan
beëindigen. Ik hoef een vraag niet te beantwoorden als ik dat niet wil.
3. Ik geef toestemming dat bevoegde personen van de Universiteit Twente en
Roessingh Research Development en bevoegde autoriteiten inzage kunnen krijgen in 
mijn onderzoeksgegevens. Ik geef toestemming om mijn gegevens te gebruiken voor de
doelen die in het informatieblad genoemd zijn. 

Naam onderzoeker: Laura Bosdriesz 

Datum: 

Handtekening: 

Naam proefpersoon: 

Email-adres: 

Datum: 

Handtekening:  

Ik verklaar hierbij dat ik bovenstaande proefpersoon volledig heb geïnformeerd over 

het genoemde onderzoek. 
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B.2.4 Journal

Logboek 

Datum: 

Tijd gebruikt: 

Positieve 
ervaringen: 

Ervaren 
problemen: 

Andere 
opmerkingen: 

Datum: 

Tijd gebruikt: 

Positieve 
ervaringen: 

Ervaren 
problemen: 

Andere 
opmerkingen: 

Datum: 

Tijd gebruikt: 

Positieve 
ervaringen: 

Ervaren 
problemen: 

Andere 
opmerkingen: 
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Statistical Results
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C.1 UEQ: Shapiro-Wilk test for normality check - text

Statistic df Sig.

Perspicuity 0.938 28 0.100

Efficiency 0.953 28 0.242

Dependability 0.975 28 0.729

Stimulation 0.965 28 0.461

Novelty 0.965 28 0.461

C.2 UEQ: Shapiro-Wilk test for normality check - speech

Statistic df Sig.

Perspicuity 0.879 28 0.004

Efficiency 0.946 28 0.156

Dependability 0.974 28 0.691

Stimulation 0.949 28 0.189

Novelty 0.950 28 0.203

C.3 UEQ: Paired samples t-test statistics for the comparison
per scale

Mean N Std. Deviation Std. Error Mean

Pair 1 Perspicuity_text 1.7143 28 .52137 .09853

Perspicuity_speech 1.8304 28 .66337 .12537

Pair 2 Efficiency_text 1.1518 28 .78569 .14848

Efficiency_speech .9286 28 .87363 .16510

Pair 3 Dependability_text 1.1607 28 .64267 .12145

Dependability_speech .9464 28 .65390 .12357

Pair 4 Stimulation_text .4196 28 .98143 .18547

Stimulation_speech 1.2411 28 .70541 .13331

Pair 5 Novelty_text .2857 28 1.26877 .23978

Novelty_speech 1.5268 28 1.00770 .19044
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C.4 UEQ: Paired samples t-test results for the comparison per
scale

Paired Differences

t dt
Sig. (2-
tailed)

Cohen’s
DMean

Std.
Deviation

Std.
Error
Mean

95% Confidence Interval
of the Difference

Lower Upper

Pair 1 Perspicuity -.116 .668 .126 -.375 .143 -.919 27 .366 -0.147

Pair 2 Efficiency .223 1.231 .233 -.254 .701 .959 27 .346 0.181

Pair 3 Dependability .214 .676 .128 -.048 .476 1.677 27 .105 0.317

Pair 4 Stimulation -.821 1.080 .204 -1.240 -.403 -4.025 27 .000 -0.761

Pair 5 Novelty -1.241 1.142 .216 -1.684 -.798 -5.753 27 .000 -1.087

C.5 Explicit Comparison: One-sample t-test statistics

N Mean Std. De-
viation

Std. Er-
ror Mean

1) ...thought was more pleasant to
use.

28 .29 1.410 .267

2) ...thought was more efficient. 28 -.86 1.268 .240

3) ...thought was more interesting. 28 1.64 .678 .128

4) ...thought was more credible. 28 .86 .970 .183

5) ...thought was more fun. 28 1.50 .793 .150

6) ...would use for a longer period. 28 .64 1.367 .258

7) ...would recommend to someone
older then 55.

28 .93 1.274 .241

8) ...would follow advice from more
often.

28 1.00 .943 .178

9) ...would rather spend money on. 28 1.11 .832 .157

10) ...thought was more practical. 28 -.29 1.243 .235

11) ...thought was more cumber-
some to use.

28 .36 .951 .180

12) ...thought was more
monotonous.

28 -.82 .905 .171

13) ...thought was more annoying. 28 .04 .922 .174

14) ...thought was more inconve-
nient to use.

28 .29 .854 .161

15) ...thought was more repetitive. 28 -.25 1.005 .190
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