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Abstract

Young children are prone to create strong bonds with robots and are very
trusting of companies up until the age of 12. They give out a lot of informa-
tion about themselves, even though they seem privacy aware. In recent papers, it
became clear that the embodiment of a robot can facilitate higher levels of infor-
mation disclosure, which creates serious privacy concerns as no regulations exist
on this. Furthermore, not much research about this phenomenon has been done
in relation to children, even though children are in contact with robots from a
very young age and create strong bonds with them: this can make them more
vulnerable to disclose information. These gaps in knowledge led to the experimen-
tal study (a 2x2 between-subject design) of this report in which 79 children, aged
8-12 years old, conversed with an embodied conversational agent for five minutes.
The agent was either a Furhat robot or a Google Home Mini device. At several
points in the conversation, the robot requested personal information in the form
of a privacy permission request. Children’s compliance on this determined an in-
formation disclosure score and their understanding of the content of the request
determined a privacy awareness score. Besides the different levels of agent embod-
iment, a “stranger presence” within the agent could occur during a request. For
the Furhat, this meant a change in voice and face, for the Google Home Mini a
change in voice only. The stranger symbolised the company behind each service,
as the people behind a company are often strangers to its users. Next to this,
children are taught about not complying to strangers from a young age and they
indicate that they seek privacy from strangers online as well. This novel approach
of a stranger presence might therefore trigger their knowledge on stranger danger
and lower their information disclosure. The results show that the level of agent
embodiment and presence or absence of a stranger did not lead to significant dif-
ferences in information disclosure and privacy awareness. Observations, children’s
comments and post-questionnaire measurements are used to go into further depth
on these results.

Keywords
Child-Robot Interaction, Stranger Danger, Embodiment, Information Disclosure,

Privacy Awareness, Conversational Agents

Project website
https://sites.google.com/view/master-thesis-nynke-zwart/

1 Introduction

Privacy is often defined as “having control over information about ourselves” [34]. In
today’s society, it can feel overwhelming to achieve this, as every website, robot or
other service has its own privacy policy that is filled with jargon and lengthy sentences
[3], [35], [46], [57], [61], [70], [76]. As a result, people become either more concerned
about their privacy [70] or they simply accept the privacy policy without reading it
[33], [95]. It is not uncommon for people to think they are privacy aware and still hand
out much information about themselves at the same time. A privacy paradox can be
recognised in this: a discrepancy in people’s intentions and actual behaviour [67]. Many
researchers have looked at different ways of changing privacy policies to increase privacy
awareness, which is often measured by policy understanding [19], [26], [46], [77]. A
promising method makes use of timing [26], to request information from people when
this information becomes relevant to collect. This way, users do not have to agree with
everything beforehand. A privacy permission request contain small parts of a privacy
policy, which are easier to process for people than the full document. Most research on
privacy has been done with adults, but children are an important group to do privacy
research with as well, because they are also subjected to the privacy paradox.
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It seems that children are quite privacy aware, as has been found through mainly
qualitative research, such as interviews and co-design sessions [53]. They have different
strategies to keep themselves safe online [5], [20], [50], [53]. These can be strategies that
are implemented by their parents but also ones that they have come up by themselves,
such as falsifying information and changing profile settings to “friends only”. However,
many do not read privacy policies, as this is already complicated to adults. They also
find it hard to explain possible consequences of online risks [96]. Furthermore, children
still give out a lot of information about themselves online, with children (aged 14 and
below) disclosing more information about themselves than their older peers [8], [21],
[49]. A privacy paradox seems to exist here as well. According to EUKidsOnline,
that published a ranking of the biggest online risks for a child in Europe, giving out
personal information was found to be the biggest risk [40]. It is a risk because misuse
of personal information can occur in several ways, for example through cyberbullying,
identity theft and data abuse by companies. Therefore, it remains relevant to research
in which contexts and why this paradox occurs, especially because children go online a
lot and are allowed to be online, unsupervised, from as young as 8 years old [12]. They
get their first phone at age 10 [17] and many children own multiple devices, such as
gaming devices, tablets and computers. Next to this, embodied conversational agents
such as Alexa and Google Home are found increasingly in people’s homes, with children
interacting with them from as young as 15 months old [74]. Children thus have to learn
how to navigate the “digital” landscape from a young age.

Moreover, recent research has found that that embodied agents can facilitate higher
information disclosure, which is a cause for concern [10], [84], [86]. Similar results are
found when a person has physical contact with an agent and when the agent has a
high level of sociability [73], [75]. Most companies that create social, embodied agents
use privacy policies that are similar to those for websites and apps. Current rules and
regulations namely do not take the seeming advantages of embodiment into account [10],
[42], [29]. Besides, most research on the topic of disclosure and agent embodiment is
done with adults, which means there is a knowledge gap when it comes to children. It is
known from research that children especially can create very strong bonds with robots
[44], [45], [60], [74]. They could be even more vulnerable than adults when it comes
to information disclosure to embodied entities [48], [85]. Once again, it is important to
take this group into account.

It is because of the above mentioned reasons that this report focused on children
(aged 8-12 years old) and created an experiment with different levels of embodied con-
versational agents: a Google Home Mini and a Furhat. Depending on the condition, the
embodied agent held a conversation with a child in which privacy permission requests
occurred, to obtain privacy sensitive information. Such privacy permission requests
were used to determine a child’s privacy awareness. As for information disclosure, the
embodiment of the conversational agents afforded the introduction of a novel method:
namely, turning the agent into a stranger.

Children are very aware that they should not comply to requests from strangers,
to avoid ”stranger danger”. From a young age, children are taught about this - the
risks that complying to an unknown person can bring - by their parents and educators
[6], [14], [20], [52], [59], [65], [4]. When asked whom they seek privacy from online,
79% of children answered “from strangers” [20]. This phenomenon can be interesting
to apply to entities that wish to collect personal information, to find out if it can lessen
information disclosure of children. This would then introduce a novel approach, that
tries to leverage knowledge on stranger danger. Furthermore, a metaphor can be drawn
between a stranger appearance and a company. A stranger appearance can represent the
company behind the agent, which is run by people that are often strangers to their users.
In general, children are very trusting of companies up until the age of 12 [53]. Perhaps
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this is the case because companies are not visible/graspable and children prefer to frame
things in a real world context [53]. A stranger presence within a conversational agent
could be a first step towards raising awareness on this. That a different presence might
heighten awareness, has also been proposed in a research on Alexa and third-party apps
[56]. It was shown that many Alexa users did not recognise whom they were talking to
at times and freely gave away information to third party apps without knowing. The
researchers suggested a change in voice might heighten users’ awareness. This inspired
the agent “changes” within this report as well. In terms of the agents used in this report,
the Furhat robot afforded a change in voice and face and the Google Home Mini afforded
a change in voice only.

Taking all these elements into account, a novel way of researching information dis-
closure and privacy awareness of children was thus tested. This was done using different
embodied conversational agents that could facilitate a stranger presence within an agent.
Each participant conversed with an embodied conversational agent that wished to col-
lect personal information at various points in a conversation. The aim of the research
was to study the influence of embodied conversational agents, as well as the absence or
presence of a stranger within this agent during privacy permission requests, on infor-
mation disclosure and privacy awareness of children. It was hypothesised that children
would give away less information to a stranger presence within the agent, as opposed to
when the agent stayed the same during the entire conversation, mainly because they are
taught to not comply to strangers. The higher embodied agent was thought to match
children’s expectations of a stranger more, leading to a bigger impact. Therefore, it was
hypothesised that less information would be disclosed to a stranger presence in a high
embodied agent than a low embodied agent. When the agent stayed the same during
the entire conversation, the opposite effect was expected. As for privacy awareness, it
was hypothesised that children would be more privacy aware in the stranger presence
conditions, because the stranger would facilitate more attention from them in order to
minimise the risk of stranger danger, which would make them remember better what
was said during the privacy permission requests. A higher embodied agent was also
hypothesised to lead to higher privacy awareness scores. More detailed explanations are
written in the hypotheses section of this report.

The rest of the structure of this report is as follows: it starts with a literature study
about the related work on this topic, followed by the research question and hypotheses.
Next, two pilot studies are described before the main study comes into focus. All studies
include results, a discussion and limitations/future work. Lastly, an overall conclusion
is drawn, which closes the report.

2 Literature study

2.1 Privacy policies

Privacy plays a large role in this research, so the literature study will first dive into this
topic, focusing mainly on 1) the rules and regulations surrounding privacy policies, 2)
the understanding of users of these policies and 3) the representation of privacy policies.
Most research by far has been done in the context of websites or applications: albeit not
directly connected to conversational agents, as used in this report, the section is useful
for several reasons. The first mentioned point is relevant, in order to understand what
is currently being asked of companies to provide to users. The second point contains
research that shows how adult users struggle understanding privacy policy documents. It
becomes clear that it cannot be expected from children to read these documents to gain
privacy awareness. Point 3 contains research that has tried out different approaches
to heighten privacy awareness through different privacy policy representations, which
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inspired elements that are used in the main study.

2.1.1 The definition of privacy

The term privacy has many definitions, such as “the right to be let alone” [88], “the
condition of being protected from unwanted access by others” [13] and “having control
over information about ourselves” [34]. A definition by Alan Westin, a pioneer in the
field of privacy, is often quoted. His definition states that privacy is an individual’s
control over information that is knowingly given or shared with others [90]. This also
includes when information is obtained and what uses will be made of it by others. The
latter grows more important by the day as companies collect huge amounts of user data.
All kinds of information are saved and even shared between companies and other parties
online. The commercial value of personal data keeps on growing. The privacy guidelines
of Google are an example of this shift in business model. In 1999, its first privacy policy
stated that Google would only share “aggregate” information to advertisers, business
partners, sponsors and other third parties: “We only talk about our users in aggregate,
not as individuals” [39]. For example, information about the number of visits to Google
per day would be only one number, aggregated over all its users. Over the years, this
has changed to the following: “We will share personal information with companies,
organisations or individuals outside of Google when we have your consent to do so.”
Personal info can include search queries, clicks, uploaded content and more. Whereas
one user profile might not be very profitable, the real value comes from huge numbers of
data profiles. Big tech companies offer targeted marketing based on the data provided
by its users. The services of the company may thus be free, but are in essence “paid”
for by the user, through giving away their data. Therefore, the second part of Westin’s
definition is something to be cautious about as a user. There are ways to inform ourselves
on company practices, for example through privacy policies. Such documents are made
to inform users about data collection practises of companies and can help to raise privacy
awareness. However, it will become clear in the next section that these documents are
not easy to get through.

2.1.2 Perception of privacy documents

The previous paragraphs briefly touched upon a few lines from Google’s privacy policy.
A privacy policy is a legal document that contains information about how a party
gathers, uses, discloses and manages a customer’s or client’s data. The term is used
interchangeably with “privacy notice” and “privacy guidelines”.

A privacy policy can be found on nearly every website and application. There is
no worldwide set of rules that companies need to comply to: each country or continent
has their own laws. However, these rules cross borders. This means that an American
website needs to fulfil the EU law requirements whenever they collect personal informa-
tion from a European user or transfer personal information to- and from an EU country.
This makes privacy policies complicated to create and maintain as so many different
requirements are asked of companies. A few of the most well known laws are:

• CalOPPA: The California Online Privacy Protection Act, effective since 2004,
is the first state law in the US that requires companies to include privacy poli-
cies on their websites [42]. The policy must include the information that can be
gathered by the website, how the information can be shared with other parties
and - if possible - how the user can change or review the stored information. The
CalOPPA made it more common to publish privacy policies on US websites, since
it is highly likely that somebody from California will visit a US website. Because
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the CalOPPA is stricter than other rules in the US, websites will sometimes have
a separate section named “Your California Privacy Rights”.

• GDPR: Standing for General Data Protection Regulation, this regulation is cre-
ated to provide EU and European Economic Area users more control over their
personal data. The law went into effect in 2018, taking over the Data Protection
Directive that was adopted in 1995. A big change that was introduced is having
the right as a user to ask for a free detailed copy of all the data that is collected
about them. They can also demand to have all their data deleted for good. An-
other requirement of the GDPR is that privacy polices must be written in “clear
and plain language” that is “concise, transparent, intelligible and easily accessi-
ble” (Article 12) [29]. Furthermore, when privacy sensitive information is to be
collected, the user has to give consent and be informed about the why’s and how’s
accordingly (Article 7) [30]. They must be able to easily withdraw their consent
at any given time.

Privacy Policies are written to inform the client how they handle their gathered data
and what they use it for. However, studies with adults, before the introduction of the
GDPR, show that users struggle with these legal documents, due to the lack of clear
and plain language. The sentences and words that are used in many documents, are too
long. Technical jargon is also often not understood by adults. Various methods that
measure people’s understanding of texts, such as the Flesch Reading Ease Score and the
cloze test [79], confirm this [3], [58], [76]. Milne found that if a privacy policy is not
perceived as comprehensible, it is less likely to be read [61]. Although privacy policies
should be written to protect a client, Earp et al. observe that they serve the company
more than the client in protecting them from potential privacy lawsuits [25].

Another problem caused by companies is that their policies are often not straight-
forward in their practices. Privacy concerns of users are rather intensified than clarified
because it is unclear to what extent companies use their data [70]. Furey and Blue’s
research adds to this that the user is only vaguely informed about what other par-
ties can access their data and what data exactly [35]. This lack of transparency and
accountability does not improve the understanding of policies.

Thirdly, some websites are designed to make it harder for users to find the policy.
When a privacy policy is not shown immediately, users avoid reading it [78], [92]. Those
who do find and click on it merely scan through it. Most people however, never click on
it. Steinfield found these results using eye-tracking experiments. Moreover, users base
a company’s credibility on the ease of use and feel of a website, which can lead to false
assumptions about privacy protection [33]. Even if people see security warnings in the
toolbar, they often explain away warnings because they trust how the content on the
website is presented [95].

Much research has been done in order to tackle the readability issues and make
policies more appealing to read for users. This is important, as a good understanding of
a company’s practises can raise users’ privacy awareness. The next section will go into
detail on the research on this topic.

2.1.3 Different privacy policy presentations

This section will cover a collection of studies that introduce ways to change the pre-
sentation of privacy policies, in order to improve users’ privacy awareness. There are
different approaches to measuring privacy awareness: the approach that is often used in
the studies mentioned in this section and that can be checked for validity, is answering
questions on understanding and memorisation of privacy policy information [11], [19],
[46], [58], [72], [77].
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Changing textual presentation Researchers have tried to create standardised forms
for privacy policies, such as layered formats that require clicking to get into more depth
or bulleted policy formats. These standardised forms increased reading speed, but still
did not perform well on comprehension and joy in reading them [58]. Another study
tried out a textual grid, but it missed a focal point and was found to be too cluttered,
thus not performing well on understanding [72].

Changing visual presentation Kelley et al. created an improved grid layout by
introducing visual labels that were inspired by nutrition labels and labels of energy
companies [46]. This lessened the amount of text in the grid, making the layout clearer.
Participants’ understanding scores were higher for this presentation than a “normal”
policy. Other researchers tried to develop even more compact visualisations, which were
fully icon-based or used sentences that contained icons and relationship-arrows [71], [38].
Both were not evaluated by users. Lastly, Soumelidou and Tsohou created “Tag Clouds”
to explain sections of privacy policies. Users’ showed higher privacy awareness levels for
the cloud method, compared a normal privacy policy [77].

Changing timing of presentation Research showed that if a policy is not presented
immediately, it is less likely to be read [78]. Timing is thus an interesting component that
can influence privacy awareness. Egelman et al. conducted a study on the placement
of privacy indicators and the timing of their placements [26]. It turned out that timing
had a significant impact on how much extra money participants were willing to pay for
a safer site. Participants that were in conditions where they could immediately scan
privacy ratings of websites also made fewer other searches and were quicker in their
buying decisions.

Presentations in the “wild” Despite the above mentioned research, most websites
still use traditional non-standardised text-based policies, which are not beneficial to
users’ privacy awareness. Since the introduction of GDPR, companies such as Google
have added short animated videos to their privacy policies. However, no research has
been done on whether this is beneficial to users. Another approach that is becoming
more popular, which depends on timing and relevancy, is the pop-up permission request.
These requests are often used in applications and websites. A privacy permission re-
quest contains a small piece of information from a privacy policy (called context), that
is related to the information to be collected. It informs the user why and how this infor-
mation will be used. Privacy permission requests usually only become visible when it is
relevant to collect the requested information. Timing is thus an interesting component
to take into accountin the study of this report, especially considering Egelman et al.’s
positive results on people’s privacy awareness.

As mentioned previously, this section only discussed research with adult participants,
while the research group of this report is children. It may be derived from reading this
section that it cannot be expected of children to understand a full privacy policy, when
adults already struggle with these documents. Therefore, other representations should
be looked at that can help to raise children’s privacy awareness. The above mentioned
permission requests are perhaps a suitable approach, as they offer smaller chunks of
information to process, instead of a full document. The next sections will go into more
detail on the research on children and privacy that has been done previously.
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2.2 Children and privacy

This section explains why privacy policy understanding is relevant to study with chil-
dren. It starts with describing the current situation and continues to discuss research on
how children perceive privacy risks and the privacy strategies they use. Further insight
is then provided on children’s privacy awareness and information disclosure and the
privacy paradox that is connected to this. Furthermore, “stranger danger” is discussed
and how children seek privacy from strangers online.

2.2.1 Children on the internet

In 2002, 90% of US children between 5 and 17 years old went online, more than any
other age group. For 10 to 13 year olds specifically, this percentage was 65% [69]. To
add to these facts, more than 175,000 children worldwide go online for the first time
every day, according to a press release in 2018 by UNICEF [81]. The average age of these
children is unknown, but from earlier surveys as done by Microsoft in 2013, it was found
from 1000 respondents (parents and non-parents) that on average, they would allow
their children to browse independently on devices and on the internet from the age of
8 [12]. Of all parents with children under the age of seven, 41% allowed unsupervised
access to a computer and 29% allowed unsupervised mobile app use. As these numbers
are from 2013, it can be expected that they are already higher than this. The size of
children’s own device collection most likely contributes to this increase. In 2016, 64%
of children accessed the internet on their own laptop and tablet, which was only 42% in
2012. Furthermore, the average age of getting a first phone was found to be 10.3 years
old [17]. This questionnaire was filled in by 500 US parents.

In Europe, Dutch children are the highest users of internet (93%). This was found
through a survey by EU Kids Online, which was based on parents and guardians with
children less than 18 years [40]. They fall into high-risk categories when it comes to
safety and privacy, especially because children use public applications (such as Youtube,
Snapchat and Instagram) more than applications aimed at children [53].

It is therefore important to do privacy research with children, not only because they
are young, but also because they are often unsupervised users and fall into these high-
risk categories. The next section will first go into detail on the rules and regulations
that are set in place to protect children’s privacy.

2.2.2 COPPA and GDPR-K

A US Federal Trade Commission survey of 212 children’s websites in 1998 found that
88% of all sites collected at least one type of personal identifying information (name,
email-address, postal address, age, hobbies and others) [18]. 21% of sites collected five
or more types of information. 46% of sites did not have a privacy policy or information
statement or both. Rules and regulations were set in place in the 90s to restrict these
practises, specifically COPPA. The GDPR-K is also a well known, recently introduced
law. This is what they entail, in short:

• COPPA: COPPA stands for Children’s Online Privacy Protection Act, which
went into effect in 1998 in the United States. COPPA changed the collecting
practices for children under thirteen years old: websites and online services need
to conform to special rules. For instance, there must be a clear privacy policy
about how a child’s personal data is handled. Furthermore, parents need to give
additional consent about collection of their child’s data and have rights to change
privacy settings from little to no collection and to request for all data to be deleted.
Companies also need to create extra security, confidentiality and integrity around
children’s data [1].
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• GDPR-K The EU General Data Protection Regulation contains sections about
children’s (Kids’) data collection, which are referred to as GDPR-K. Article 12,
that requires clear language in policies, emphasises this needs to be taken into
account when “any information [is] addressed specifically to a child”. Article
8 governs the process of obtaining consent from parents for their child and the
validity of this consent [31]. The GDPR-K specifically mentions that children
deserve special protection “as they may be less aware of the risks, consequences
and safeguards concerned and their rights in relation to the processing of personal
data” [31]. A difference between the GDPR-K and COPPA is that member states
in the EU can decide by themselves what the maximum child age is, ranging from
13 to 16. By default, the chosen age is 16.

These regulations thus require extra steps to be taken by companies to align their
data collection practises. As a result, there are companies that have set a 13 year
age limit before an account can be created, such as YouTube (not to be confused with
YouTube Kids), Snapchat and Instagram. As children themselves indicated that they
use public applications [53], ways are found to circumvent these rules. It is also known
that children go online unsupervised from the age of 8, so this means that children aged
8-12 are in a grey area of self-regulation and being protected by rules. This is the reason
why this age-group is studied in this report.

The next sections explore the situation of children further, in terms of risks and
parental and children’s privacy strategies.

2.2.3 How parents view children’s privacy

In 1999, Ackerman et al. created a survey on privacy in e-commerce and asked 381
adults to fill in a survey on what pieces of information they were comfortable giving
out to websites. This information could be an email address, age, a favourite snack,
and more. Ackerman also asked users’ comfort in giving out this information if it would
concern a child in their care between the ages of 8 and 12. Participants were significantly
less comfortable with this on all questions [2]. Whereas Ackerman’s findings are very
specific, most research focuses on bigger concepts, such as fear. In boyd’s and Hargittai’s
research, common fears were rated by parents with 10-14 year old children (N=1007),
such as their child meeting a stranger they know from the internet, being exposed to
pornographic content, being exposed to violent content, being a victim of online bullying
and bullying another child online [14]. The levels of concern were expressed in this
order, with meeting a stranger being the highest fear: 63% of parents were extremely
concerned. 30% of EU children (N=25000) between 9 and 16 years old has had contact
online with someone not met face to face [51], but the percentage of parents whose
children actually experienced harm by a stranger was 1% [14]. In reality, if harm does
occur, it usually does not involve strangers, but people known to the victim [62]. It is
not unusual that risk is badly assessed by humans, especially in fields where they are
not experts. This badly assessed risk can be attributed to the media, that arguably have
created the biggest fears around the topic of “stranger danger” [52]. However, since the
awareness around this topic is high, it is interesting to look into this phenomenon in
further detail (see Section 2.2.6).

Another research, by Madden et al., looked at concerns of parents with 12-17 year
old children (N=802). Questions were asked about interaction with strangers, but also
about information available to advertisers, impact on future opportunities and reputa-
tion management. 53% was very concerned about interaction with strangers, closely
followed by what information about their children was available to advertisers (49%)
[55]. Most social networking companies get their income through personalised adver-
tisements [43], that are based on information disclosed by their users. The latter concern
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thus aligns better with the real world.
Parents’ concerns about their children online lead to different strategies. During in-

terviews, several strategies were mentioned. For example, some parents let their children
use password protected devices that only they knew the password of. Others only put
devices in the same room as where they were present, so they could monitor the child
[41]. Only a few of the 14 participating parents in Zhang-Kennedy’s research used more
advanced strategies such as parental control tools on the device or changing privacy set-
tings [96], compared to none of the 18 parents in Hsiao’s research. In Hsiao’s research,
none of the participants were even aware of COPPA [41].

The parents in Madden et al.’s larger survey were more privacy aware. For example,
44% of all parents had read a privacy policy for a website or application that their child
was using. According to the research findings, the level of education of the parent, as
well as being a user themselves, heightens chances of having read a privacy policy [55].
Next to this, 31% of parents helped their child with privacy settings and 50% of parents
in their research used parental controls. Most parental control apps prioritise monitoring
and restriction instead of promoting communication and self-regulation amongst children
[93]. Parental influence is important, as adolescents who value privacy in the real world
are also more careful with disclosing private information online [21]. However, too much
of it can destroy trust and respect between parent and child. Therefore, researchers
advise that parents should leave room for the child to learn how to navigate the digital
world on their own [66]. This report therefore focuses on a novel research method that
does not include parents.

The next sections will dive into what children think about the topic of privacy, the
ways they monitor themselves and what they expect of their parents, to get a sense of
their privacy awareness.

2.2.4 How children view privacy risks

Livingstone et al. performed a large database research on 105 articles to map children’s
privacy awareness [53]. They mapped these findings in age categories of 5-7, 8-11 and
12-17 years old. Firstly, 5 to 7 year olds know how to use digital devices for a small
set of activities. They understand the idea of secrets and how to hide them, but have
a limited understanding of the risks in the digital world. They come up with risks that
link to the physical world, such as protecting themselves from siblings who steal their
devices. 8 to 11 year olds start to understand digital risks better. They can name online
privacy risks such as “stranger danger”. 5-11 year olds are in general very trusting of
companies. Lastly, 12 to 17 year olds are more wary about trusting companies, gain more
privacy understanding and are familiar with concepts such as data traces. However, they
have little concern about possible future consequences. According to Zhang-Kennedy’s
research, children aged 7-11 find it hard to explain possible consequences of risks, as
they are only aware of the basic concepts [96].

Another research by Livingstone et al., with 8543 children, reveals the risks that
children come up with by themselves [52]. 55% of all the mentioned risks were content
risks, with pornographic content being the highest risk (22% of all risks), followed by
violence (18% of all risks). Contact risk, specifically “stranger danger”, made up 14.0%
of all named risks by the children. A contact risk “positions the child as a participant in
adult-initiated activities, possibly unwillingly or unwittingly”. The low percentage might
result from the fact that it is a risk that is not very likely to occur, so children do not
have much experience with it [14], [40]. It might also be due to the fact that children are
taught less about stranger danger in online situations. Section 2.2.6 describes teaching
methods in more detail to get insight into this.

Lastly, giving out personal information was named as 3% of all risks [52], while it
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Online risks for children
Giving out personal information
Encountering pornography online
Seeing violent and hateful content
Being cyber-bullied
Receiving unwanted sexual comments
Meeting an online stranger offline

Table 1: This EUKidsOnline ranking is based on 390 empirical studies conducted in
Europe that meet certain quality thresholds. It is ranked from most common to least
common [40].

is actually the biggest online risk for children, according to EUKidsOnline [40]. Hence,
this risk is important to look at into further depth, as will be done in section 2.2.7. The
full ranking of risks can be found in Table 1. Next, the way children handle their privacy
will be discussed.

2.2.5 How children handle their privacy

In general, parents try to handle their children’s privacy, but from age 11 onwards,
children showed privacy tactics in the focus groups of Livingstone et al. (N=135, ages
11-16). Strategies employed by children can be sorted into three categories, as defined
by Davis et al.: withholding, proactive or no strategies [20].

Proactive strategies are strategies such as faking information, disabling location shar-
ing or having multiple accounts [53]. A 2011 survey in the US showed that 49% of 12-13
year olds admitted to falsifying their age to obtain access to websites and applications
[50]. In Davis’ research with children aged 10-14 years old, this number was 36%. While
falsifying information gives a sense of privacy, bypassing regulations, specifically made
for children, is not beneficial: they are actually less protected by bypassing these regu-
lations. A more appropriate proactive strategy was changing profile settings to “friends
only”, which was mentioned by 64% of children [20]. Disabling location sharing was
mentioned by children as well [53]. Similar strategies were found in a qualitative study
by Awan et al. [5].

Examples of withholding strategies are to not post certain things or deny friendship
requests [20]. Some children indicated that they thought about what they posted and
who would see it, as they did not want to post embarrassing things. The 42 children
of Davis’ study were mostly taught withholding strategies, such as avoiding posting
of personal information or talking to strangers. Changing privacy settings was rarely
mentioned by their educators (10%) [20].

Overall, children express a feeling of control over their online presence and even
experience the internet as a safer space to communicate in than the real world [5].
That they have a sense of control is confirmed by research on co-designing monitoring
apps, where 11 out of 26 solutions by children (7-12) were based on self-regulation [59].
However, children do not mind the help of their parents either (15/26 solutions). They
did not want their parents to control everything: communication was also important to
them. One child thought of buttons so a parent could consult the child before putting
up restrictions: ”Instead of it being forced and kids having no say, consult [them]”.
Similar results were found in a co-design paper by Badillo et al [6]. The children in that
study introduced several parental control features for the TikTok application, to help
them manage stranger danger.

When children were asked by Davis et al. who they seek privacy from, 83% answered
“from a known other” (such as a family member). Interestingly enough, children in Mc-
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Material nr. Nr. of ratings Scenario total Seen and heard Only seen Only heard Digital
1 116 3 3 0 0 0
2 76 12 6 6 0 0
3 58 5 4 1 0 0
4 55 5 5 0 0 0
5 51 7 4 2 1 0
6 42 1 1 0 0 0
7 31 4 1 0 0 3
8 23 3 2 0 1 0
9 19 1 0 1 0 0
10 14 11 6 2 1 2

Total 485 52 32 12 3 5

Table 2: Stranger danger scenarios analysed from the 10 most popular sources on Teach-
ers pay Teachers [4], categorised by scenarios where the stranger is seen and heard, only
seen, only heard or a digital stranger.

Nally’s research still allowed parents access to their location (84%), contacts (75%) and
browser history (75%). Access to texts and blocking camera access were less agreed upon
(42%, 33%) [59]. Children also seek privacy from strangers, which was mentioned by
79% [20]. The next section will go into more detail on the stranger danger phenomenon.

2.2.6 Stranger danger

Stranger danger is a known concept to children and they are taught about it by both
parents and educators in detail [4]. It entails the risks surrounding meeting and com-
plying to an unknown person. Historically seen, stranger danger was used to teach
children about physical safety [65]. It now extends to the digital world as well. Children
themselves indicate to seek privacy from strangers online [20]. It is not surprising that
parents’ fear of it both on- and offline is highest of all risks: there are news reports
that call out predators on TikTok for example, who pose as famous celebrities and ask
children as young as 8 years old for nude pictures or videos [94]. Still, it is the risk least
likely to occur [14], [40].

It is relevant to discuss what and how children are taught about stranger danger, to
understand their knowledge on the topic. On the Teachers pay Teachers (TpT) website,
many educational materials on stranger danger can be found that have been created by
a community of teachers [4]. For elementary school children, these materials often make
use of imaginary scenarios to teach them about not complying to strangers, in order
to avoid potential dangerous situations. 10 of the most high-rated lesson materials
on stranger danger, rated positively by 485 teachers, were analysed on their example
scenarios (52 in total) (see Table 2). The materials were found by searching on “stranger
danger” and filtering on elementary school materials.

The researcher of this report made a distinction between scenarios that included a
stranger that was seen and heard, a stranger that was seen, a stranger that was only
heard and a digital stranger. 32 out of 52 examples included a stranger that was seen
and that talked to a child. 12 examples included a stranger that was only seen and 3
only a stranger that was heard. 5 examples were examples of stranger danger in the
digital world. One example from each of the ten sources is mentioned in Table 3. There
is thus a clear focus on the physical characteristics of a stranger, more so than voice
characteristics or digital presence. This could therefore be a reason why children name
“stranger danger” less as on online risk [52].

In terms of research, Moran et al. tested children’s reactions to strangers using video
scenarios. After watching multiple videos, 6 and 8 year olds showed a 55% compliance
rate towards the stranger in it. They responded this way mostly out of self-interest but
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Material nr. Example scenario Category

1 It is raining and a man that you have never met but
lives in your neighbourhood asks if you want a ride
home from school.

Seen and heard

2 You are walking along the road. A car slows down
and starts driving slowly beside you. The driver keeps
staring at you.

Only seen

3 A nice-looking stranger approaches you in the park and
asks for help finding the stranger’s lost dog.

Seen and heard

4 Ben was home alone after school one day, when there
was a knock on the door. A nice looking lady was
standing outside, asking him to open the door because
she had a package for his mom.

Seen and heard

5 Grace and Emily are playing at the park. It is 4:00
p.m. and they were told to be home by 3:30 p.m. A
man sitting on the park bench has heard them talking
about being late. He offers to give them a ride home.

Seen and heard

6 Someone you don’t know waves at you to come and
talk to them.

Seen and heard

7 You receive an anonymous text that asks you what
your name is and what school you go to.

Digital

8 A stranger approaches you and asks you to come with
them to get you a gift.

Seen and heard

9 Someone knocks on the door or rings the bell. Only heard
10 You are playing a video game online and a player asks

for your real name.
Digital

Table 3: One exemplary scenario from every analysed stranger danger lesson [4].

also out of politeness, for reasons as “wanting to be helpful to the adult [in the video]”.
The 10 year olds in the study showed a 38% compliance rate to the stranger. There were
also videos that differed in familiarity of the person and the type of request (request,
offer, demand). 10 year olds showed the most nuance in their answers [65]. The research
further brings up questions such as when somebody stops being a stranger. It mentioned
that knowing a name could already be sufficient.

Co-design research by Badillo et al. revealed that 8 year olds wanted to learn more
about stranger danger and withholding techniques. 10-11 year olds wished for more
options in managing unwanted contact. Children (N=7, aged 8-11) had to come up with
ways to address stranger danger in the TikTok app. 5 out of 7 children were familiar
with the application. The children came up with very diverse ideas about preventing
oversharing, rejecting strangers and other scenarios [6]. They wished for “Tell a parent”
buttons, buttons to warn the police, buttons to “decline” all contact from a person and
automatic detection of foul words. Such words would then be replaced with an angry
emotion or different text to protect the child from the content. They also wished for
fake profiles to be detected and marked by a red dot. Lastly, they wanted an education
section within the app to learn more about stranger danger and how to manage this.
This research again confirmed that children care about their privacy and want to protect
themselves from strangers, something which could be leveraged in the main study of this
research.

2.2.7 Giving out personal information

Giving out personal information online is seen as the biggest risk for children [40] (see
Table 1). Children themselves are less concerned about this and find it difficult to think
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about possible consequences of their actions [52], [53]. It is known that children make
use of proactive and withholding privacy strategies, yet studies show that they disclose
a lot of information. A survey from 2006 found that 82% of teens share their first
name on their profile, 79% include pictures of themselves and 61% include their city
or town on MySpace [49]. Another research found that 12-14 year olds disclosed more
information on MySpace profiles than 15-18 year olds [21]. In general, it has been found
that compared to self-disclosure in offline environments, online self-disclosure happens
quicker and at deeper levels [8]. According to research, children’s self-disclosure is thus
high, yet they also show knowledge about privacy strategies and the desire to protect
their privacy. The situation can be seen as a privacy paradox, where there seems to be
a discrepancy between behaviours and intentions [67].

There are several research examples with children that show this disconnect between
the desire to protect their privacy and willingness to share personal information online
[20]. For example, children (4-10 years) expressed positive moral judgements about
digital tracking and location sharing, even when somebody could track objects that did
not belong to him or her [37]. Tracking risks were only mentioned as less as 0.3% of all
risks as named by children [52], while this information is privacy sensitive and can be
misused. Misuse is closer than may be thought: Snapchat, for example, introduced a
location sharing feature so users can always see where their friends are. This can cause
even more children to share personal information when peer pressure is considered as
well [52].

Miyazaki et al. studied mediating information disclosure by letting children sign up
for a website and showing different warnings. They found that an “age-below-13” visual
warning and threat of sending an email notification to a parent reduced willingness
of children to disclose information online [63]. This finding adds to other research,
that reveal the role of parents in children’s disclosure decisions. However, Miyazaki’s
research also showed that disclosure levels in the “visual warning only” condition were
even higher than those in a no safeguard condition. This is alarming, since COPPA
requires privacy protective measurements such as these to be made. Thus, a website
might be in line with COPPA, but still not prevent higher information disclosure [63].
Moreover, personal information is often part of the business model of social networking
sites, that specialise in targeted advertisements. For example, the advertising revenue
of Facebook in the third quarter of 2020 made up 99% of the company’s total revenue
from that quarter [43]. While personalised advertisements for children are forbidden by
COPPA [1], information about children is still collected and shared with third parties
where allowed.

As becomes clear from this section, there is more research that can be done to mediate
information disclosure in children. Miyazaki et al. tested out a method for website sign-
ups. Whether or not a privacy paradox occurred, was not looked at. The researcher
of this report believes it can be beneficial to look at both variables, as they can give
insight into children’s actions and understanding at the same time. Furthermore, it is
important to look beyond the internet as well. So far, the mentioned research focused
on applications and websites. However, in today’s society, robots are becoming more
prevalent. It is relevant to focus on this area of research as well, especially because
recent research in this area has raised privacy concerns amongst people. The next
section describes research that has tried to map how children make sense of robots and
the effects that embodiment can have on information disclosure. There’s a gap in the
field of Child-Robot Interaction (CRI) when it comes to researching the latter.
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2.3 Human Robot Interaction

This section discusses HRI research. It discusses how children view robots, the bonds
they create with agents and how embodiment of agents can actually facilitate more
information disclosure. Not much research has been done on information disclosure and
embodiment of agents with children. Therefore, insight is gained from papers that are
available, including adult research.

As mentioned before, robots are increasingly found around us: in schools, stores,
hotels and more. The field of Human Robot Interaction is relevant to discuss, because
our privacy is not only susceptible to our mobile devices, but also to robots. A robot is
simply another form that can collect personal information from its users.

Robots are defined as programmable machines, capable of carrying out a sequence of
actions automatically [22]. Their control is embedded within the machine itself or they
can be controlled from the outside. There are many different kinds of robots, but one
type of robot that is focused on in particular in this report, is the social robot. Duffy et
al. defined a social robot as a physical entity embodied in a social environment, that is
sufficiently empowered to achieve its own goals and those of its community [24]. When
a social robot can speak and has a physical form, it can also be regarded as an embodied
conversational agent (ECA). Its physical form must be capable of allowing non-verbal
communication, too [16].

In this report, smart speakers such as Amazon’s Alexa and Google’s Google Home
are regarded as social robots that are ECAs, too. Although their embodiment is simple,
it includes sensors that indicate when the device is listening and “thinking” (loading)
for example. They are also capable of non-verbal communication, which means commu-
nication outside of words. For example, loudness or tone of voice, both paralinguistic
cues, can be controlled.

Even though ECAs have been used in the experiment of this report, it must be noted
that not every robot mentioned in the upcoming section is an ECA. Furthermore, not
every conversational agent that is mentioned is embodied and may be regarded as a
social robot.

The next section pays attention to how children react to different types of robots
and agents, as this creates insight into how children might react to the conversational
agents from the main study in this report. The effects of embodiment of agents on
information disclosure are discussed in the section after that. However, those effects are
mostly reported using research on adults: there’s a gap in the field of CRI in regards to
this topic.

2.3.1 How children view robots

It has been found through research that children view robots as different “beings” than
computers [44]. As opposed to computers, children attribute more intent and emotion
to robots, especially those they can interact with socially and psychologically [80]. This
attribution starts from the age of 3 to 5 years old, wherein children develop a sense
to perceive emotional and mental states of others. They apply this “Theory of Mind”
to make sense of the world, whether it be about the state of their pet, the moods of
their parents or robots [89]. Even before this development, children might have been
in contact with a robot already. Participants of Sciuto et al.’s in-home interviews in
2018 mentioned that interaction between child and robot happened from as young as 15
months. In particular, the parents of the 15-month old son told them that the child knew
where to look to find Alexa when a family member interacted with it. Another child, a
2.5 year old, assumed that Alexa could see the colours of her crayons when she asked
Alexa to name them, even though Alexa has no facial features. Most parents mentioned
that their children love asking questions to the embodied conversational agent [74].
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That children can create positive bonds with different types of agents is seen in
a study by Druga et al. [23]. They let children (N = 26) interact with Alexa, Google
Home, Cozmo (an autonomous, small robot toy) and the Julie Chatbot (a conversational
agent - chatbot - on the internet). 70% of the 3-10 year olds described every agent as
“friendly”. 60% or more was attributed to “truthfulness” for every agent. When it
came to intelligence, the younger children (3-5) believed they were smarter than most
devices or were neutral about it. Older children believed the device was smarter, with
the biggest difference in opinion on Alexa (100% in the older group believed this, versus
20% in the younger group). Differences in agents as well as differences in the age of a
child itself thus play a role in these beliefs.

According to Williams et al., education also plays a role in how children perceive
robots [91]. In their study, children were taught about AI. They found that children
who performed worse on AI assessments after lessons, believed robots to be less smart
than themselves, while children who performed well saw robots as “people who were
smarter than them”.

Children can form strong bonds with robots, even when they resemble a living or-
ganism only slightly. In a research with the robot dog AIBO, 60% of 72 children between
ages 7-15 affirmed that AIBO had mental states, sociability and moral standing [60].
Moral standing means that the way people treat something or somebody makes a moral
difference. It has been shown that a mistreated robot can cause distress in children, such
as when a robot is put in the closet by a researcher, even when it claims it is “scared of
the closet” [45]. Children found it morally wrong to force the robot against its will, but
at the same time indicated they would not grant a robot civil rights or entitlement to
its own liberty. It seems that robots are not held to the same standard as humans, but
come pretty close.

The fact that children form such strong bonds with robots makes them vulnerable
as well. Research done by Vollmer et al. highlights this: they found that children are
more likely to conform to a group of three robots that give the wrong answers to a task
than adults are [85]. The children in the study were between 7-9 years old. The group
of social robots were thus able to apply social pressure to a child, having it make the
wrong decision. The trust that is given to robots is thus not always a good thing. In
the next section, several papers on the embodiment of robots and information disclosure
are discussed, as these are topics that are integral to this report.

2.3.2 Embodiment and information disclosure

Robots are a separate category of research that challenge traditional research findings.
They pose challenges to user privacy because of their embodiment and novelty for users
[10]. Current privacy legislation does not take the possible impact of a physical appear-
ance into account: recent research suggests that it should, because the embodiment of a
robot can change users’ privacy considerations [84]. “Embodied” usually refers to body
parts, bodily actions, or body representations [36]. In the case of robots/agents, this
often means that they have human-like features, such as a head, arms, etcetera. Usually,
embodied entities are dynamic instead of static, so they can interact with the real-world
environment through sensors and motors.

There are several papers worth discussing that looked into the effects of embodi-
ment. Many of them do not have child participants, but are still worthwhile to mention.
First, a paper by Vitale et al., looked at how embodied agents had an effect on people’s
willingness to disclose private information. It turns out that people were more willing
to give information to a robot (which carried a tablet for interaction purposes), than
only a tablet [84]. However, this was only the case in the transparent conditions, where
both systems were clear about privacy guidelines. When the guidelines were not pre-
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sented, there was no significant difference in sharing information. The researchers thus
concluded that the physical design of the system had an impact on users’ decisions.

Another privacy related study comes from Caine et al. They studied how robots
with different degrees of embodiment would influence privacy enhancing behaviours
of older adults [15]. There was one condition with a simple mounted camera, one
with an immobile “embodied” robot with a camera and a mobile embodied robot with
a camera. The adults had to prepare a secret birthday surprise for their caretaker,
involving changing of shirts, hanging up decorations and inviting people through the
phone. They got told that their caretaker might be looking at the camera footage. The
researchers found that the participants showed more behaviours to enhance their privacy
in the simple webcam condition than with the embodied robots. The exact reason for
this finding could not be completely explained by the researchers.

Besides physical presence, physical touch can facilitate disclosure too. Touch is
important in creating meaningful human connections. Shiomi et al. used this principle
to see whether participants would disclose more personal information to a robot after
hugging it, as opposed to not hugging it [75]. The participants were instructed to talk
about their own life to the robot. They disclosed more personal information and talked
to the robot for a longer amount of time, indicating a stronger bond.

Whereas Shiomi’s robot did not disclose information about itself, research by Moon
showed that if an agent disclosed information about itself as well, it helped in getting
people to reveal more about themselves, too [64]. This phenomenon is called reciprocal
self-disclosure. Besides this, they found that participants were more likely to disclose in-
timate information when they were first “warmed up” with some introductory questions.
The sequence of questions can thus make a difference in disclosure, too.

Embodied agents are increasingly anthropomorphic, which means that human char-
acteristics are attributed to it. The previous section contained many examples of how
children anthropomorphise agents. But the fact that they are not actually humans, also
influences our decisions. For example, Lucas et al. found that patients had increased
willingness to disclose personal information to autonomous agents than to tele-operated
ones [54]. If they were certain that the virtual human on the screen was an agent instead
of a real human behind the scenes, they were less anxious about being evaluated and
making a bad impression. They would show more sadness to the autonomous agent
as well. Agents may profit from this “anthropomorphic advantage”. Sannon et al., for
example, used a 3x3 experiment differing in degrees of sociability of chatbots on the
internet and types of data sharing practices. Participants felt more negatively towards
agents who would share their data outside of the company with third parties [73]. How-
ever, they were less negative about this when they were interacting with the most social
chatbot.

Embodied conversational agent Alexa also compromises privacy of users in a way.
Major et al. found that users often do not understand that some skills are run by third
parties and when these are in effect. Surprisingly, experienced users were even more likely
to mistake third party skills for native Amazon functionality. One skill that stood out
in being recognised correctly as a third party skill, was Jeopardy (79.7% of participants
recognised this). The researchers believe that the change in voice from Alexa to Alex
Trebek facilitated this recognition and suggest future research to look into this [56].
In conclusion, Alexa users have bad conceptual models about where and with whom
their information ends up if no cues or additional information are given. Don Norman
defines the conceptual model as a person’s mental model of how a product works: “The
design should project all the information needed to create a good conceptual model of
the system, leading to an understanding and feeling of control” [68].

That robots can get away with more, even in privacy sensitive settings has not been
researched much in relation to children. However, Leite et al. conducted research in
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which a robot would reveal a secret that only the child knew about. Children in this
condition noticed the revelation and showed emotional responses to it, with younger
children (4 to 6 years old) being more affected than older children (7-10 years old) [48].
However, even though negative affect was found in the revelation moment and descrip-
tions of parents about their children’s responses (unsure, confused, shocked, surprised),
the moment did not have an impact on the likeability of the robot and willingness to
interact with it again.

Most of the mentioned research was done with adults and showed an increase in
information disclosure with embodied agents. That rules and regulations do not take
this seeming advantage into account, is a legitimate concern. Furthermore, it becomes
even more relevant to research information disclosure and embodied agents with children:
children may be extra vulnerable to this, as the previous section showed that they create
very strong bonds with robots.

2.4 Literature summary

This section summarises all the literature that is discussed above. It identifies the gaps
in knowledge and links the discussed literature to craft a novel research question.

Firstly, the literature study has focused on privacy matters such as policies and
regulations. It is well known that most policies are lengthy and full of jargon [3], [35],
[46], [57], [61], [70], [76]. Attempts have been made to change the presentation of these
documents, with some of them actually improving users’ privacy awareness [19], [26],
[46], [77]. Promising research made use of timing to show smaller privacy policy parts
[26]. It has become common for applications and websites to use something similar,
named privacy permission requests. Such requests pop up when certain information
becomes relevant to collect and they contain explanation on what happens with the
collected information. They could be suitable for raising privacy awareness in children,
as they are compact.

Furthermore, the literature study looked at how children use technology and view
privacy matters. Most privacy regulations protect children until the age of 13. However,
children go online unsupervised from 8 years old [12]. Therefore, the age group of 8-12
year olds find themselves in a grey area, making it relevant to study them in more detail.
Previous research showed that children develop their own protective strategies and are
generally privacy aware [5], [20], [50], [53]. Most children are taught by their educators
and parents about risks online. Still, they give out a lot of personal information, which
is also the biggest risk online for children [40]. The situation can be seen as a privacy
paradox [20], [67]. Some researchers have tried to lower information disclosure. Miyazaki
et al. found significant results for this through a sign-up experiment that gave parental
threats and age warnings to children [63]. However, different approaches might be
interesting to explore as well.

It was further identified that parents fear “stranger danger” and how children are
made aware of this risk from a young age. In order to minimise this risk, children are
taught not to comply to requests from unknown persons [4], [65]. Stranger danger now
also extends to the digital world and children have shared that they seek privacy from
strangers online [20]. They recognise that they can encounter stranger danger online, but
do not necessarily take potential dangers, caused by strangers behind a company, into
account. In general, they are very trusting of companies up until the age of 12 years
old [53]. Using children’s knowledge on “stranger danger” could offer an interesting
approach to researching information disclosure and privacy awareness.

Lastly, HRI research was looked at. Children can create strong bonds with robots and
almost regard them as humans [44], [45], [60], [74], which can be leveraged positively but
also makes them vulnerable [48], [85]. Furthermore, the degree of embodiment can have
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effects on people’s behaviours [15], [54], [86], causing even higher information disclosure
with higher degrees of embodiment [84]. These findings raise concerns about robots
and privacy, as no regulations currently take into account the seeming advantage of
embodiment. Also, most studies on information disclosure and embodiment have been
done with adults, which means there is a research gap that can be filled. It can be
argued that research with children on this topic is very necessary, precisely because they
are capable of creating such strong bonds with robots. Furthermore, the embodiment
of robots/agents affords a fusion with the phenomenon “stranger danger”, to turn an
agent into a stranger.

In conclusion, a novel research experiment can be set up where children have a conver-
sation with an agent. There can be multiple agents with different levels of embodiment
to study their effects on information disclosure and privacy awareness of children. Fur-
thermore, as agents can facilitate a change into a “stranger presence”, the effects of this
new approach can be measured for information disclosure and privacy awareness as well.
Such a change might happen at moments that privacy sensitive information is asked, as
the metaphor behind the stranger can be a company whose “stranger employees” collect
information. The asking of privacy sensitive information can be done using privacy per-
mission requests. Children’s privacy awareness can be measured by their understanding
of these requests and their information disclosure can be measured by their compliance
to the requests. Measuring both these variables can give more insight into the privacy
paradox that children are susceptible to.

The next section will introduce the research question that followed from this litera-
ture study.
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3 Research Question

The following research question is proposed:

How does the level of embodiment of an embodied conversational agent and the
(non)presence of a stranger within this agent during privacy permission requests,
influence information disclosure and privacy awareness of children?

The research question specifically uses the term embodied conversational agent (ECA).
The term ECA offers clarity on the experiment itself too, as children will converse with
an embodied agent.

The research question differentiates between a “high” and a “low” level of embod-
iment. In this study, “embodiment” encapsulates having a physical, tangible “body”.
High embodiment is defined as having more anthropomorphic - human-like - features.
Low embodiment in this study entails that the agent is not very anthropomorphic: it
does not have clear human-like features. However, it can use and understand human
speech.

The presence or absence of a stranger within the agent is defined as follows: a
stranger presence within the agent means that the agent “embodies” a stranger during
privacy permission requests in the conversation. A stranger is defined as a person
that is unfamiliar or that does not belong in a particular context [65]. Classifying a
person as unfamiliar is often done based on whether their physical characteristics or
voice characteristics are recognised or not [4]. In the context of this research, a stranger
presence is facilitated by a change in these characteristics of the agent. This can either
mean an auditory change (voice), or both an auditory and a visual change (voice and
face), depending on the affordances of the ECA. Next to this, knowing a strangers’ name
can already ensure that they are not seen as a stranger anymore [65]. The stranger
presence thus does not share any personal details about themselves in the conversation
with the child. Lastly, the “no stranger presence” means that the agent stays the same
during the entire conversation with the child. This agent does share personal information
throughout the conversation, although not during the privacy permission requests either.

4 Hypotheses

The research question is split up into multiple hypotheses, that are as follows:

4.1 On information disclosure (H1)

Hypothesis H1A: Children will disclose more information to a “no stranger presence”
compared to a “stranger presence” within the ECA.

A child can create a strong bond with a conversational agent [23], [60], [74]. It
is believed that they will create a stronger bond with a conversational agent when a
stranger presence within the agent does not occur, because more time spent with “one”
agent appearance can strengthen the bond [44], making the child more vulnerable to
conform to the privacy permission requests [85].

Besides this, it is known that an unexpected event can cause negative affect in
children. In Leite’s research, children were, according to their parents, unsure, confused,
shocked and surprised that a robot knew a secret that it was not supposed to know [48].
In this research, the unexpected event is a stranger presence: children might be surprised
negatively by this presence and feel less willing to share information.

The stranger also does not share any personal information about itself, which is
suspected to contribute to children feeling less willing to disclose information. When an
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agent discloses information about itself as well, it can help in getting people to reveal
more about themselves too [64]. As the “no stranger” does share personal information,
information disclosure might be higher in “no stranger presence” conditions.

Lastly, children are taught not to comply to strangers [65]. In Miyazaki’s research,
children disclosed less information when a parental threat was given [63]. In this case, a
stranger “threat” occurs. From Davis’ research, it is known that children seek almost as
much privacy from strangers as from their parents [20]. This can be another argument
to assume that children will disclose less information to a stranger presence within an
agent.

These arguments lead the researcher to believe that children will disclose less infor-
mation to a stranger presence within the agent, compared to a “no stranger presence”.

Hypothesis H1B: Children will disclose more information to a “no stranger presence”
within a high embodied agent, but less to a “stranger presence” within a high embodied
agent, compared to a low embodied agent. An interaction effect thus occurs between
the level of embodiment of an agent and the stranger (non)presence within an agent.

It is predicted that a high embodied agent will lead to a higher disclosure of informa-
tion than a low embodied agent, when no stranger presence occurs. This is based upon
findings that state that people share more with agents that are more social and higher
embodied [73], [84]. However, it is expected that children will disclose less when a high
embodied agent turns into a stranger compared to when a low embodied agent does. A
stranger is usually recognised by their unfamiliar characteristics. These characteristics
include physical characteristics and voice characteristics. This can be seen in research
approaches [65], but also in educational materials [4]. Especially educational material
on stranger danger focuses on scenarios where the stranger is seen as well as heard. The
multi-modal experience of the high embodied agent might therefore match children’s
expectations of a stranger better and have a bigger impact on them. This would then,
in turn, lead to less information disclosure (see Figure 1).

4.2 On privacy awareness (H2)

Hypothesis H2A: Children will show higher privacy awareness when an ECA has a
high level of embodiment, regardless of a stranger (non)presence within the agent.

Throughout their youth, children are taught to listen to other humans, such as their
teachers, parents and other adults [65]. Since the high embodied agent has more human-
like features, it is thought that children will listen more carefully to this agent. Another
reason for more attention could be that the high embodied agent can be viewed as more
visually interesting and dynamic. Its face and eyes move while talking and it also has
a camera that tracks the child, so it follows the child if they move. These are a things
that could maintain the attention of a child.

The low embodied agent is quite static: it only produces sound and shows a few inner
states (such as listening and loading) using white LEDs. It is thus not very stimulating.

Following these arguments, it is suspected that children will pay more attention to
the permission requests of high embodied agents, leading to higher privacy awareness.

Hypothesis H2B: Children will show higher privacy awareness when an ECA has a
“stranger presence”, regardless of the level of embodiment of the agent.
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Children are taught about stranger danger from a young age [65]. Because it is
not always clear what the intentions of a stranger are, they are taught to refrain from
contact with them and not comply to their questions [4], [14], [20]. It is thought that
a stranger presence within an agent will attract more attention from children, because
they will experience an agent presence that they are unfamiliar with and that they need
to deal with. It is assumed that this attention will be directed to the permission request
as well, in order to make a decision that minimises stranger danger. Their attention
towards the privacy permission request would then lead to higher privacy awareness in
the stranger presence conditions. See Figure 2 for a visual explanation of hypothesis 2.

4.3 Information disclosure and privacy awareness correlation
(H3)

Hypothesis H3: There is a negative correlation between privacy awareness and infor-
mation disclosure.

It is assumed that children are relatively privacy aware, based on the literature
study. Despite their privacy awareness, information disclosure still happens. A negative
correlation between these two variables is hypothesised, which can be explained by
the hypothesised differences between the no stranger presence and stranger presence
conditions. The negative correlation means that a higher level of privacy awareness
leads to lower information disclosure.

The stranger conditions are hypothesised to show low information disclosure and
high privacy awareness. Several arguments are used to hypothesise the low information
disclosure, such as the negative emotions connected to the unexpected event, a less
tight bond with the agent due to its stranger presence and the activated knowledge
on not complying to strangers’ requests, to avoid stranger danger. Furthermore, the
high privacy awareness score is hypothesised to occur because a stranger presence might
facilitate more attention from children. This could make them listen and remember
the privacy permission requests better, in order to minimise stranger danger. The
no stranger conditions, in comparison, are hypothesised to show higher information
disclosure and lower privacy awareness. The differences between these condition groups
would then lead to a negative correlation between privacy awareness and information
disclosure. See Figure 3 for a visual explanation of hypothesis 3.

4.4 Summarised hypotheses

In summation, these are all the hypotheses:

H1A Children will disclose more information to a “no stranger presence” compared to
a “stranger presence” within the ECA.

H1B Children will disclose more information to a “no stranger presence” within a high
embodied agent, but less to a “stranger presence” within a high embodied agent,
compared to a low embodied agent. An interaction effect thus occurs between the
level of embodiment of an agent and the stranger (non)presence within an agent.

H2A Children will show higher privacy awareness when an ECA has a high level of
embodiment, regardless of a stranger (non)presence within the agent.

H2B Children will show higher privacy awareness when an ECA has a “stranger pres-
ence”, regardless of the level of embodiment of the agent.

H3 There is a negative correlation between privacy awareness and information disclo-
sure.
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Figure 1: Hypothesis 1 on information disclosure.

Figure 2: Hypothesis 2 on privacy awareness.
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Figure 3: Hypothesis 3 on the correlation between privacy awareness and information
disclosure.

4.5 Approach

In order to answer the research questions, multiple pilot studies were set up before
starting with the main study. Through the pilot studies, results were obtained for the
design of privacy permission requests. Furthermore, the recognition of auditory and
visual changes was tested to see whether children could pass part of the manipulation
check. Through the main study, data was obtained to answer the research questions.
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5 First pilot study: privacy sensitive variables

5.1 Goal

The first pilot study provided insight into children’s views on privacy and their experi-
ences with robots. Most importantly, multiple choice questions identified the perceived
privacy sensitivity of sixteen variables, which helped determine the variables requested
by the ECAs in the main study. Not much research has been done that asked children
about the privacy sensitivity of certain variables when giving these to an application
or website. Past research asked adults’ views on giving out these variables of children
[59] and discussed similar privacy matters with children through interviewing, obtaining
qualitative instead of quantitative data [20], [49], [52]. The pilot study got approved by
the ethical board.

5.2 Participants

12 children (M = 3, F = 8, O = 1) aged 8-12 years old joined the experiment (8 = 25%,
9 = 8.3%, 10 = 16.7%, 11 = 41.7%, 12 = 8.3%). The distribution of participants is thus
skewed towards eleven year olds and girls as well. The participants were either found
through parents who are acquaintances of the researcher or through the parent portal
of a daycare at the University of Twente.

5.3 Method

The research took around ten to fifteen minutes and was filled in at home, because of
COVID-19 safety measures. The thesis website contains all materials used in the pilot
study [97].

The survey contained explanation videos of the researcher as well as drawn images
to make the survey fun and easily understandable for the children who participated (see
Figure 4 for an example question). In the videos, the researcher made it clear that the
child was the expert, that there were no right or wrong answers and that they should
not let themselves be influenced by their parents, if they were present.

The first part of the survey included background questions such as what devices
children own, what applications they visit most, whether they have ever read a privacy
policy and how familiar they are with robots. The second part of the questionnaire
revolved around identifying what children find privacy sensitive information. Ackerman
et al. researched something similar [2]. They asked adults what concrete information
they would give away to websites, such as age, name and income. They were also asked
to fill this in from the viewpoint of having a child between 8-12 years. Furthermore,
in the co-design research of McNally et al., children were asked what features they
would allow their parents access to, such as picture access, camera access and access to
contacts [59]. This pilot study combined the variables of these studies and asked these
to children themselves. The children had to imagine whether or not they would give
this information to a website or application. The variables that were asked about can
be found in Table 4.

Variables that are stricken-through are discarded variables: decisions on leaving out
certain variables from the survey were made depending on whether children would be
aware of a variable (thus discarding social security number), were owners of a variable
(discarding credit card info) and whether the information was usually obtained by web-
sites and applications or not (removing restrict internet access). Some variables were
rephrased to be more relevant to children, such as changing income to pocket money. Re-
dundant variables were discarded as well (such as “view search history”, keeping “view
browsing history”). One variable was added, namely “picture access”, as it is commonly
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asked by applications and websites. In the end, sixteen variables were presented with a
five-point Likert scale (“would never give out” to “would always give out”) in the survey
for children (see Table 4).

Figure 4: Example of a survey question about a privacy sensitive variable. Translation:
Would you give the following information to an app/website: your computer info? The
questions used a five-point Likert scale (from never to always).

From Ackerman’s research From McNally’s research
Social Security Number Block Camera Access
Credit Card Info View Text Messages
Income Pocket Money Restrict Internet Access
Phone Number View Social Media Posts
Medical Info View Browsing History
Address Block App Downloads
Full name View Call Logs
Age View Search History
Email Address View Contacts
Computer Info GPS Location Tracking
Favourite Snack
Favourite TV Show

Table 4: Variables as chosen from existing research that were asked of the children in
the pilot study. The variables are ranked from least to most accepted, respective to each
study [2], [59].

5.4 Results

According to the results, the children in the pilot study sample were experienced with
technology: only one out of 12 children did not own a device by themselves. The other
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11 children owned a device, with 6 of them owning more than one device. 91.7% usually
went online without supervision and 83.3% of all children had lied before when signing
up for a website.

83.3% of all children indicated that they found privacy important. Several reasons
included: “Yes, because it is personal”; “Yes, because they are not allowed to know
everything.”, “Yes, because they are things that are yours and not someone else’s and
otherwise people will steal your things”, “Yes, for the wrong people.” and “Otherwise
everyone can see that it is you.” Answers on this question were often a bit ambiguous
in the meaning of “it” and “they”. Presumably, “they” indicates people with bad
intentions, possibly strangers. Further explanation was not asked for.

Answers were more divided on whether the children knew about privacy policies and
had read them before. 25% had read a privacy policy before, 33.3% had heard of privacy
policies, but never read them and 41.7% had never heard of them before.

When it came to robots, 33.3% had never interacted with a robot before. The
other 66.7% had experience with robots, mostly with remote-controlled toys. 25% of all
children had experience in talking to an embodied conversational agent. None of the
children lived in a household that owned a smart-speaker such as a Google Home or an
Alexa.

Owning multiple devices did not mean that the children had more often heard about
or read privacy policies. They also were not more experienced with robots.

The results on giving out personal information are shown in Table 5. Children were
the least protective of their email address and favourite snack. They were very unwilling
to give out access to their contacts and medical info. An interesting finding is that each
variable received low information disclosure scores (a “would never disclose” or “would
sometimes disclose” score) from at least half of all participants. The children of this
sample thus score quite low on information disclosure.

Privacy variable Mean value (SD)
Email Address 2.92 (1.165)
Favourite Snack 2.75 (2.750)
Full Name 2.67 (1.231)
Age 2.58 (1.379)
Favourite TV Show 2.42 (1.564)
Picture Access 2.00 (1.128)
Camera Access 1.92 (0.900)
Address 1.75 (0.866)
Phone Number 1.75 (0.965)
Pocket Money 1.58 (0.900)
GPS Location Tracking 1.58 (0.669)
Computer Info 1.42 (0.793)
View Browsing History 1.25 (0.452)
View Text Messages 1.25 (0.622)
View Contacts 1.17 (0.389)
Medical Info 1.08 (0.289)

Table 5: Information disclosure mean values (standard deviations) for each privacy
sensitive variable (1: would never disclose, 5: would always disclose), ranked from high
to low disclosure scores.
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5.5 Discussion

The ranking as found through this pilot (see Table 5) is used in deciding upon the
variables of the permission requests in the main study. The found averages were divided
into three categories, determining the least to most privacy sensitive categories. Two
variables were picked from the most privacy sensitive category, the other categories
provided one variable each.

Only after conducting the first pilot study, the two ECAs that would be used in the
main study were known: a Furhat robot and a Google Home Mini (see Section 7.4 for
further explanation). Therefore, the researcher also looked whether or not a variable
would provide a realistic scenario in a conversation between these ECAs and a child. For
example, picture access would be difficult to insert into a conversation: how could actual
access to this be given? An alternative to full access would be to have a child show a
few pictures to the agent. This would create several obstacles: 1) not all children own
mobile phones, 2) the Google Home Mini, having no camera system, would not be able to
recognise the content and 3) the Furhat robot would require advanced computer vision
to recognise the content in order to make an appropriate comment on it. Following these
lines of reasoning, variables were either chosen or discarded. In conclusion, the variables
decided upon for the main study were name (least privacy sensitive), phone number
(moderately privacy sensitive), computer info and access to contacts (both identified as
very privacy sensitive). The creation of the privacy permission requests can be found in
Section 7.6 on conversation design.

5.6 Limitations and future research

In regards to limitations, a limitation to be mentioned is that the questions are purely
hypothetical. It is therefore unknown whether children’s behaviour would match their
intentions in a real scenario. There is often a difference between these two in the case
of information disclosure [67]. Although parents were instructed to not to influence the
child, they might have or their presence might have.

Furthermore, the children were asked what their answers would be in the case of a
website or an application asking for information. Their answers could have differed in
the case of an ECA. Since it was not completely certain which ECAs were to be used
at the time of starting the pilot study, websites/applications seemed a sufficient second
option.

Lastly, a survey format has limitations in regards to exploring answers to open-ended
questions in a deeper way, since the answer is only known after submitting the survey. A
video interview format might have worked better to explore children’s views on privacy
further.
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6 Second pilot study: auditory and visual changes

6.1 Goal

This small pilot study identified whether auditory and visual changes within the ECAs
were recognised by children, before starting the main study. The recognition of these
changes was important, since these changes are part of creating the “stranger presence”.

6.2 Participants

4 children (M = 2, F = 2) aged 9-12 years old joined the study. Every age in the sample
was represented by one child. The children were from the same group as the first pilot
study. This study has no relation to the first pilot study. Furthermore, the children did
not know anything about the main study either. An unbiased opinion was therefore still
possible.

6.3 Method

The children were sent four files. Two files were separate pictures of the agents that
were used in the main study. The other two files were an audio file of the Google Home
Mini and a video file of the virtual Furhat robot interface. The sent fragments can be
found on the thesis website [97]. In each fragment, the agent told a short part from
a fairy tale. In the middle of each fragment, a change would occur: depending on the
agent, an auditory or auditory and visual change took place. The children were not
told about the change, since the objective was to find out whether the change would be
noticed by them or not.

The children were told to watch and listen to the fragments and comment on every-
thing that they observed. Their parents made a small video or wrote in text what their
children said about the fragments, which they sent to the researcher.

6.4 Motivation behind changes

The main research question differentiates between a “stranger presence” and a “no
stranger presence”. One of the objectives of the research is thus to find out whether
a stranger presence during privacy permission requests can facilitate lower information
disclosure scores and higher privacy awareness.

As mentioned before, a stranger is often described as an unknown person, that does
not need to stand out to be a stranger [4]. They do not have any “rare” features, such as
blue skin, a missing eye or a bloody nose, for example. The “stranger presence” within
the agent should therefore be kept quite “normal” as well. It should not push the child
towards certain answers because of its looks.

The changes that were tried out in this pilot study were thus realistic, instead of
exaggerated. It was decided first that both ECAs should be male agents: the male
voices between the two programming platforms were easier to match in tone than the
female voices. As a result, the Furhat robot also has a male face to match its voice.

The auditory change of the stranger presence was a lower voice. As for the visual
change, the Furhat robot changed to another male face (see Figure 5 for this change).
The researcher thought that the “stranger” face of the Furhat looked a bit older than
the “no stranger” face, therefore it was matched with the lower voice.
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Figure 5: The visual change of the Furhat robot.

6.5 Results

6.5.1 Furhat video

Participant 1 (F, 10) was impressed by the Furhat and asked “Wow, can he actually say
all of this?”. She noticed the face as well as the voice change in the robot. Participant 2
(M, 12) noticed the face change and also the voice change, although he was more certain
about the face change. He enjoyed the voice of the Furhat more than that of the Google
Home Mini, finding the Furhat less monotone. Participant 3 (M, 9) and 4 (F, 11) were
brother and sister and looked at the fragments at the same time. They noticed that the
face changed and found that the Furhat talked very fast.

6.5.2 Google Home Mini audio

Participant 1 noticed that the middle part changed in voice but she also had the feeling
that the fairy tale was missing parts, which was not the case. Participant 2 found the
voice monotone. He noticed that the fragment was split up into three parts and found
that all the parts sounded kind of different. Participant 3 and 4 did not notice any
change in voice. They said that it felt as if the voice took no breaks between sentences.

6.6 Discussion

The results gave insight into what changes needed to be made to create clear auditory
and visual changes in the agents. Firstly, the pilot study showed that the voice of the
Furhat and Google Home Mini are perceived differently, with the Furhat voice being
perceived as more pleasant. Due to the different frameworks of the agents, it is not
possible for both agents to have exactly the same voice: the researcher tried to match
them as well as possible. What mostly caused the different experience between the two
agents in voice, was the pauses between sentences. These pauses had to become clearer
for the Google Home Mini, to avoid being “monotone”.
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6.7 Limitations and future research

Due to COVID-19 and working from home, the researcher was unable to create a video
with the actual Furhat robot. This is why separate pictures of the agents were sent,
to give an idea of the physical appearance. Of course, the experience would have been
different if the children could have experienced the agents in real life. However, for
the objective of the small study, this approach gave enough insight and was deemed
sufficient.

As mentioned in the discussion, the pauses between agent sentences had to be made
clearer for the main study. Therefore, each sentence of text of the Google Home Mini in
the main study, was wrapped in a SSML sentence command, that made the start and
end of sentences more clear. The auditory change in the Google Home Mini was also
made more distinctive for the main study. The voice of the Furhat was therefore tweaked
as well to not introduce too big of a difference between the embodiment conditions. For
both agents, the voices were slowed down too for a better experience in the main study.

Lastly, in the main study, not only the changes within the agent need to be noticed,
but the resulting presence should be recognised as a stranger. Sections 7.6 and 7.8.4 on
conversation design and the manipulation check address this further.
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7 Main study

7.1 Goal

The goal of the main study was to provide answers to the research question, namely
how the level of embodiment of an embodied conversational agent and a stranger
(non)presence within this agent during privacy permission requests influences the in-
formation disclosure and privacy awareness of children.

7.2 Study design

The study is a 2x2 factorial between-subject design. The first independent variable
is the level of embodiment and is represented by the Furhat (high embodiment) and
Google Home Mini (low embodiment). The second independent variable is a stranger
presence or a no stranger presence. This leads to four conditions: a visualisation of the
experiment design can be found in Figure 6. The following sections will explain the
choices of the agents and the extent of the stranger presence in more detail.

Figure 6: Set up of the 2x2 factorial design with independent variables as table head-
ers. The cell contents display the four conditions: Furhat No Stranger (F NS), Furhat
Stranger (F S), Google Home No Stranger (GH NS) and Google Home Stranger (GH
S). The dependent variables are written in purple text.

7.3 Participants

Children from two primary schools in Enschede participated in the research. 86 children
were given consent by their parents and 83 of those children gave consent as well. 79
children completed the full experiment (F NS = 19, F S = 21, GH NS = 19, GH S =
20). Some entries had to be removed due to technical difficulties (failing WiFi or agent
sensors, for example). Another reason for removal was some children’s lack of motivation
to finish the questionnaire. Next, the entries that did not pass the manipulation check
(see Section 7.6.5) were removed, after which 60 participants were left in the data pool.
The distribution of age, gender and conditions of the 60 participants can be found in
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Table 6. 80% of the children in the sample had never spoken with a robot before, 16.7%
had spoken with a robot before and 3.3% did not know if they had.

Condition N Gender N Age N
F NS 19 M 26 8 18
F S 15 F 33 9 15
GH NS 20 O 1 10 18
GH S 6 11 8

12 1

Table 6: Condition, gender and age distribution in the main study (N=60).

7.4 Materials

Two ECAs were used in the experiment to reflect the different levels of embodiment
(see Figure 7). The Google Home Mini is a smart speaker, that represented the low
embodied agent. It can use and understand human speech, but does not have any other
human-like features. It can show a few internal states, such as listening, through its
three LEDs on top of the speaker.

The Furhat robot is a bust with a projected face on it, that represented the high
embodied agent. It can use and understand human speech. It also has a human-like
face: its eyes and mouth move during talking and it can keep eye contact with the
user as well. The two agents were programmed to operate autonomously during the
conversation with the child.

Organisational materials such as parental consent forms were given on paper. The
child consent form and post-questionnaire were filled in on the computer, through the
survey platform Qualtrics. The thesis website contains all these materials [97].

Lastly, camera equipment was used to record the child’s interaction with the agent.
The use of recording equipment had several reasons. Firstly, due to privacy concerns,
the agents were implemented to not save any information given by the child. Secondly,
the researcher was not present during the conversation, to avoid influencing the child.
Therefore, watching the video/audio recording was the only option to determine the
information disclosure score. The privacy sensitive information that was given in the
video was edited out by the researcher after each session, to mediate privacy concerns
of parents. Additionally, the video recordings allowed a way to analyse the impact of
the agent on the child’s emotional state. More on this is explained in the measurements
section (see Section 7.8).

7.5 Procedure

Before starting the research, the researcher went to the two primary schools to introduce
herself. She went to every class separately and used a PowerPoint presentation to tell
the children about herself, her study and what she was planning to do at the school.
The exact PowerPoint presentation can be found on the thesis website [97]. The children
were told that the goal of the research was to create a “smarter, better robot”. Nothing
was said about the actual goal of the research. The children were also shown videos
of conversations with the agents, to make them familiar with the agents. At the end
of the presentation, information brochures and consent forms were handed out for the
parents. The researcher went by the schools multiple times in the weeks that followed,
which resulted in 86 filled in consent forms.

At the start of each session, the child was briefly informed by the researcher about the
session and asked for their consent. After this, the child spoke with one conversational
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Figure 7: The embodied conversational agents (ECAs) used for the experiment.

Figure 8: Permission requests throughout the conversation.

agent, either the Google Home Mini or the Furhat robot. There were several moments
during the conversation (see Figure 8) where the ECA wanted to collect privacy sensitive
information of the child and requested permission to do so. The information that the
agent requested, was determined by the pilot study as found in Section 5. The agent
either stayed exactly the same during the entire conversation or a stranger presence
within the agent occurred during permission requests. Looking at the affordances of the
agents’ embodiment, this entailed that the Google Home Mini changed its voice for the
duration of the request and the Furhat changed its voice as well as its face. More in
depth explanation on these changes can be found in Sections 6.4 and 7.6.

After the conversation, the child filled in a post-questionnaire that asked about their
perception of the agent and their understanding of the stranger, if present (see Section
7.8). The setup of the experiment can be seen in Figure 9. Both agents were always
present in the room. Each child was told specifically with which robot they would talk
at the beginning of the session.

7.6 Conversation design

The design principles from Krol et al. for robust experimental design in security and
privacy user studies inspired the design of the child-agent conversation [47]. The three
main principles they propose are as follows: 1) Give participants a primary task, 2)
Ensure participants experience realistic risk, 3) Avoid priming of the participants.

7.6.1 The primary task

Each participant was informed that they would have a five minute conversation with a
robot. They were told that mostly the robot will ask them questions, sometimes specif-
ically requesting a “yes”, “no” or “maybe” answer, sometimes accepting any answer. It
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Figure 9: Experiment set up at primary school.

was also said that they are the expert and that there were no wrong or right answers.
They were told that they would be recorded during the conversation and that the re-
searcher would not be in the room during that time. She told them that she needed this
recording, so she could check how the conversation went. The main objective then, was
to see if the robot understood the child and to identify its “weak spots”. In other words,
finding out what could be improved about the robot. Lastly, each child was told that
after the conversation that questions would follow about their perception of the robot
and what they thought of the conversation.

7.6.2 Ensure participants experience realistic risk

According to privacy laws, a user has to give explicit consent to a company, when pri-
vacy sensitive information is to be collected. This research aims to do the same through
privacy permission requests. Usually, these are given through pop-up windows on web-
sites and applications, but an embodied conversational agent can facilitate something
similar through audio. For example, the agent in Vitale et al.’s research asked the user
for information at different relevant points in the conversation [84]. The only difference
with a privacy permission request was that no context was given in that study: the full
privacy policy was already provided at the beginning of the conversation with the agent.

The agents in this research do give context at the time of requesting, which resembles
a privacy permission request better. There were four moments when the agent asked
for privacy sensitive information (see Figure 8). It asked for the child’s name, telephone
number (from home or their own), computer brand (from home or their own) and access
to contacts (two names of people they are closest to). These variables were determined
from the first pilot study (see Section 5). Each privacy permission request was neutral
in tone and had the same structure:

1. Agent informs the child that it wants to collect a certain variable.

2. It tells them why it needs this information and what will be done with this infor-
mation.

3. Prompt for a “yes”, “no” or “maybe” answer. If “maybe” is said, prompt again
for a “yes” or “no” answer.
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4. Thank the child for their answer.

In the case of children and robots, information disclosure can happen under pressure
of a group of robots for example, such as in Vollmer’s research [85]. With these permis-
sion requests, it is thought that children will not experience a similar pressure, as there
is only one agent and the permission requests will not push towards a correct or wrong
answer. No rewards or punishments exist within the experiment either.

7.6.3 Avoid priming of the participants

The background story about improving the robot was told at the start of each session,
but also when introducing the research to the children for the first time. Nothing
about collecting privacy sensitive information was mentioned. Nothing was said either
about a possible stranger appearance. Children in the stranger presence condition got
more explanation about the meaning behind the stranger, but only after the child-agent
conversation happened.

7.6.4 The child-agent conversation

Regardless of the experiment condition, the child-agent conversation content was always
the same to avoid introducing additional factors. The full conversation can be found
in Figure 18 in the Appendix. Videos of the conversation can be found on the thesis
website [97].

The agent would start with an introduction about itself, calling itself Rob and ex-
plaining that he is programmed by a company called Robot B.V. Rob would then ask
some questions about the lesson the child was following and offer to make a joke. After
this “warm up”, that allowed some time for the child to get used to how the ECA worked
in terms of listening and responding, the first privacy permission request would occur.
In stranger presence conditions, a stranger presence within the agent would now occur.
The stranger was supposed to portray Robot B.V., although this was not told to the
child until after the conversation. The reasoning behind the stranger being Robot B.V.
is explained in the next section.

The permission requests were handled in a very neutral manner. After an answer
was collected, the ECA would always change back to “Rob” to further comment on the
answer and ask questions related to this topic. Rob gave neutral or positive feedback
to the participants, never negative. A privacy permission request would happen three
more times in the conversation. After all the requests were handled, Rob would indicate
that he had to wrap up the conversation. He would ask the child what they thought of
the conversation and wish them well.

7.6.5 Manipulation

In the beginning of the conversation, children are properly introduced to the presence of
Rob. Rob tells personal information about himself, cracks a joke and asks the children
a few easy questions about their school lessons. This all happens before the stranger
presence within the agent takes place, so that children could “warm up” to the presence
of Rob and Rob would not be perceived as a stranger. According to Moran et al. [65],
knowing a name could already be enough to not view someone as a stranger. Therefore,
Rob shares much personal information and many opinions.

When it came to the manipulation, the researcher wanted the children to perceive
the stranger presence as a stranger. Therefore, the agent had to be able to change
its appearance in order to differ from Rob. Children are often taught about stranger
danger in the context of an unknown appearance [4]. The change in appearance was done
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through auditory and visual changes, based on suggestions from the paper by Major et
al. [56]. A change in voice on an Alexa device heightened users’ awareness on whether
or not they were speaking with a third party or not. This idea was used in this main
study as well, as privacy awareness was one of the variables to be researched.

The stranger change within the Google Home Mini device was created through an
auditory change. The Furhat robot is capable of changing its visual appearance as
well. Therefore, auditory and visual changes were used for the Furhat to represent the
stranger appearance. As mentioned in Section 6.4, a stranger does not need to stand
out when it comes to features, to be a stranger [4]. The “stranger presence” within the
agent was therefore quite “normal”, as it should not nudge the child towards certain
answers because of its looks. Both ECAs are male agents since the male voices between
the two programming platforms were easier to match in tone than the female voices.

Besides the auditory and visual changes, the content of the conversation was also
created carefully. For example, the stranger presence never reveals its identity during
the conversation. Children are only told about its identity after the conversation. Its
given identity was Robot B.V., the company that “created Rob”. This identity was
chosen because a company usually collects users’ information and the people behind a
company are usually strangers to its users. Therefore, this identity seemed appropriate
and might change children’s quick trust when it comes to companies. Besides its identity,
the stranger presence also never discloses any other personal information about itself,
whereas Rob does share details about himself.

Lastly, talking to a stranger a lot might also lessen the feeling of them being a
stranger. Therefore, the stranger presence never says more words or sentences than
Rob, so that Rob is the most prominent presence during the conversation with the
child.

7.7 Implementation

It was important that the children believed that the agents were autonomous and not
tele-operated. Tele-operated agents have been proven to lower information disclosure
and heighten feelings of judgement [54]. The researcher was also not present during the
conversation, to not impose feelings of judgement onto the children or influence them
subconsciously. An autonomous ECA also reflects the social robots that are increasingly
found in the wild better.

Several platforms were used to make the two agents autonomous. DialogFlow is a
Google Cloud Platform Service for Natural Language Processing. The platform provides
a Graphical User Interface (GUI) to program Google Home devices. It builds up conver-
sations using intents. An intent is triggered by an input context. This context typically
comes from other intents that have been triggered before, where it is specified as output
context. Each intent is trained to recognise a certain input by the participant. Only if
the input context is correct and the participant’s input matches the training phrases in
the intent, the agent gives an answer. This answer is also specified within the intent.
There are also fallback intents for when the participant is not understood. Such fallback
intents steer the user in giving the correct input, so the correct output by the agent can
follow. All the intents together make up the conversation.

In DialogFlow, Speech Synthesis Markup Language (SSML) is used to indicate when
a sentence starts and ends and what the prosody details (voice pitch, rate and volume)
are. To implement the Furhat, a domain-specific-language (DSL) for Furhat, that is built
in the Kotlin programming language, is used. It also works with intents, although their
implementation is more flexible than in the DialogFlow GUI. This gives the maker more
freedom in coding the conversation and creating clearer file structures. The Furhat code
was quicker and easier to maintain and modify than the DialogFlow interface allowed.
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However, the Furhat pre-programmed recognition for the Dutch language was non-
existent for many variables, such as Dutch numbers, common answers (yes/no/maybe)
and names (personal names and computer brands). Many variable examples were pro-
vided by the researcher so that the Furhat could be trained. The DialogFlow platform
was already trained in recognising a lot of these variables in Dutch, except computer
brands, which had to be provided as well.

Besides variable recognition, the agents had to be trained to recognise possible input
context. The same training sentences were used for the Furhat as for the Google Home
Mini.

General fallback intents of the Furhat also had to be implemented for the Dutch
language. Those of the Google Home Mini were tweaked, so they were the same as well.

All in all, the Furhat needed more “guidance” to get to the same standards that were
already available for Google Home devices. On the other hand, the code-based approach
gives more freedom to the maker, which has many advantages for more complicated
conversations.

To avoid conversation complications, such as too many failed attempts at under-
standing the input, both agents were programmed so that the conversation could not
easily fail. This would prevent a decrease in user experience and make sure that the
experiment would not take too much time. The conversation is therefore semi-guided
to prevent it from going into every direction: the agent took most of the initiative. For
most questions, any input by the child is accepted. Only for permission requests, where
the agent needed a specific input such as “yes”, “no” or “maybe”, it would not continue
without this answer. The agent is the most strict about this answer, since it is part of
the information disclosure score. Without it, this score could not be measured.

Lastly, when the agent got a “yes” to collect specific information, it had three at-
tempts to understand a child’s answer, so that it could then use this information in
further conversation. If the agent still did not understand the child on their third at-
tempt, it would pretend as if it did understand the child’s answer and continue the
conversation without the information. This way, the flow of the conversation was not
completely disrupted.

7.8 Measurements

The two main dependent variables of this study are information disclosure and privacy
awareness. The child’s answers during the conversation determined the score on informa-
tion disclosure. The privacy awareness score was determined by the post-questionnaire.
Besides this, there were other measurements, such as the manipulation check, percep-
tion of the robot and video responses. They are discussed in this section in “order of
appearance”, following the experiment set up and post-questionnaire (PQ) sections.

7.8.1 Video responses

The children were recorded in order to determine information disclosure scores. Fur-
thermore, their video recordings were also used to give insight into their emotional state
as well, similar to research by Leite et al. [48]. The emotional states of the children are
used to aid the motivation behind Hypothesis 1.

Screenshots were taken to show the child’s first reaction to experiencing a possible
stranger presence within the agent. Each screenshot was taken four seconds into the
first privacy permission request. At the moment of the screenshot, the agent has just
finished saying: “I’d like to know your name. When I know your name, I can address you
personally”. The parents of the children gave permission for them to be featured in this
report. OpenFace software was used to quantify the emotions visible in the children’s
faces [7]. The software is capable of recognising facial action units (AU): contraction
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Figure 10: Information disclosure scoring per question.

or relaxation of muscles at certain places in the face, on a scale of 0 (not present) to 5
(very present). Certain combinations of action units have been found to portray certain
emotions [27]. The emotion surprise, as mentioned in the hypothesis, is coded by AU01,
AU02, AU05 and AU26. The surprise values of the screenshots are reported in the
results of the main study.

7.8.2 Information disclosure

Information disclosure was directly measured from the answers the child gave to the
agent. There were four moments in the conversation where the agent requested per-
sonal information from the child. Before the information itself was given, children were
prompted to give consent first, which required a “yes”, “no” or “maybe” as the answer.
When “maybe” was given, the agent would ask again for a “yes” or “no”. A score was
obtained depending on a resounding yes (4), resounding no (1), hesitant yes (3) and
hesitant no (2) (see Figure 10). Including “I don’t know” as another final answer would
have created a five-point Likert scale. However, it is common that privacy permission
requests need a definite yes/no answer, otherwise the next state of the entity (such as
a website, application or robot) will be unknown. Therefore, the scale only has four
options. Besides this, a distinction is made between a resounding and a hesitant answer,
because it provides more insight into the child’s willingness to give out the information.
All variable scores for one child were summed together and divided by four, which led
to an overall score on information disclosure.

7.8.3 PQ section 1: General questions

The post-questionnaire started with two questions on participant ID and participant
condition, both filled in by the researcher. Age and gender were then asked to the child.
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7.8.4 PQ section 2: Manipulation check

The manipulation check served as a way to get insight into children’s conceptual model.
The goal was to identify whether children perceived the stranger presence as a stranger.
To pass the manipulation check, children had to indicate that they noticed a change in
the ECA and describe the change (auditory and/or visual change) accurately. Further-
more, they needed to identify the stranger presence as a stranger. This resulted in the
following questions:

• Did you notice a change in the robot when it requested permission to collect
information? (Yes/No/I don’t know)

• What change did you notice? Describe it.

• With whom did you speak when the robot requested permission?

� With a robot that was a stranger to me.

� With the same robot as from the beginning.

The children who answered some or all of these questions differently, were removed
from statistical analyses.

7.8.5 PQ section 3: Information disclosure beliefs

After the manipulation check, the following question was asked to all children, regardless
of the condition. It is an exploratory, multiple-choice question and gave additional
insight into the conceptual model of children. In other words, how children view the
relationship between a product and the product maker: the company. The question was
as follows:

• Select the answer you agree with the most:

� I gave out personal information to Rob.

� I gave out personal information to Robot B.V.

� I gave out personal information to Rob and Robot B.V.

� I gave out zero personal information.

Comparing the situation to one in the wild, the most probable correct answer is
Rob and Robot B.V.. The companies behind conversational agents such as Alexa and
Google Home, have access to information given by users. The agents themselves also
have access to this information, in order to have personalised conversations with the
user.

After this question, children were given additional explanation before moving on to
the other questions. Children in the stranger conditions were told that the stranger
during the permission requests was supposed to represent Robot B.V.. Children from
the no stranger conditions were reminded once more that Robot B.V. is the company
behind Rob. This refresher was relevant, as the questions that followed, distinguished
between these two entities.
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Privacy Awareness Statements
1 Rob has a male voice
2 I was told what my personal information can be used for
3 The computer brand that we have at home can be used to share

information between the robot and our computer
4 Robot B.V. makes robots
5 My name can be used to personally call me by my name
6 My info is saved for 30 days before it gets deleted
7 Rob is funny
8 My contacts can be used to understand better what kind of person

I am
9 It is possible to change the information that I have given
10 My phone number can be used to check whether or not the robot

has talked to me before

Table 7: Privacy awareness statements from the post-questionnaire, which use a five-
point Likert scale from totally incorrect to totally correct (Dutch scale labels by Van
Straten et al [82]).

7.8.6 PQ section 4: Privacy awareness

Previous research has often measured privacy awareness by using a memorisation and
understanding method. This means that participants would have to answer state-
ments/question about the content of privacy policies [11], [19], [46], [58], [72], [77].

The privacy awareness statements that were asked in this research, are based upon
the content of the privacy permission requests of the child-agent conversation. During
the requests, the agent gave context for each variable about what this information would
be used for. Children’s memorisation and understanding of this was tested in statements
2, 3, 5, 8 and 10 (see Table 7). Some other statements that were included, were irrelevant
to privacy awareness (1, 4, 7) or were untrue based on the conversation (6, 9). This was
done to keep the child alert.

A five-point Likert scale from totally incorrect to totally correct, was used for the
statements. The Dutch labels of this Likert scale are taken from research by Van Straten
et al [82]. The final score on privacy awareness is the average of scores on statements 2,
3, 5, 8, and 10.

7.8.7 PQ section 5: Perception of the agent

Lastly, the questionnaire included items to determine the perceived likeability, intelli-
gence and trustworthiness of the agent. These variables are often asked in CRI research
[23], [48], [91]. While the research question does not directly require these measure-
ments, they provided additional insight into the bond that the child created with the
agent, that was used to motivate hypotheses. The stronger the bond that a child creates
with the agent, the more likely they might be to give out personal information to the
agent. This makes these variables relevant to research.

The likeability and intelligence items as asked were taken from the translated version
[83] of the godspeed questionnaire developed by Bartneck et al [9]. Children had to
indicate their position towards the agent “as a whole” on a semantic differential scale
between two bipolar words. All opposites can be seen in Table 8. Children in the
stranger conditions were told specifically to answer these questions with both Rob and
Robot B.V. (the stranger) in mind. Therefore, with a large number of participants, the
differences between stranger and no stranger conditions should be explainable by the
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presence or absence of a stranger.
Furthermore, the trust the child had in the agent was determined by statements

taken from CRI research by Van Straten et al [82]. The trust statements were given
for both Rob and Robot B.V., to see whether children within each condition trusted
Rob and the company behind Rob differently (see Table 9). Since children easily trust
companies up until the age of 12, it is insightful to see whether similar results for Rob
and Robot B.V. will be found in this research.

Likeability Intelligence
1 Dislike - Like Incompetent - Competent
2 Unfriendly - Friendly Ignorant - Knowledgeable
3 Unkind - Kind Irresponsible - Responsible
4 Unpleasant - Pleasant Unintelligent - Intelligent
5 Awful - Nice Foolish - Sensible

Table 8: Agent perception items from the post-questionnaire, given with a five-point
semantic differential scale [9].

Trust Questions
1 I feel that I can trust X
2 I feel that X can keep one of my secrets
3 I feel that X is honest
4 I feel that X is trustworthy

Table 9: Statements on trust from the post-questionnaire [82], given with a five-point
scale from totally incorrect to totally correct. X was replaced with Rob and Robot B.V.,
which resulted in 8 statements.
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7.9 Results

In this section, the results of the main study experiment are presented. The statistical
tests are performed on the 60 remaining participants (see Table 6 for participant details).
Firstly, the effects of the independent variables (a stranger (non)presence and level
of embodiment) on information disclosure are addressed. Secondly, the effects of the
independent variables are looked at for the privacy awareness scores. The correlation
between the two dependent variables (information disclosure and privacy awareness) are
reported after this. Lastly, other measurements that have been collected through videos
and the post-questionnaire are reported.

7.9.1 Information disclosure results

As mentioned in Section 7.8 on measurements, the scores that were collected on in-
formation disclosure ranged from 1 to 4. This means that when a mean score is 1, a
participant always gave a resounding no and thus disclosed no data. When a mean
score is 4, a participant always gave a resounding yes and thus disclosed all their data.
Information disclosure is looked at both in regards to stranger (non)presence and the
interaction between stranger (non)presence and the level of embodiment. Because in-
formation disclosure is looked at for multiple factors, a two-way ANOVA would be a
suitable test to perform, if all assumptions are met.

Checking assumptions Before a two-way ANOVA can be performed, six assump-
tions need to be passed. The first three assumptions are passed because of the experi-
ment design: the information disclosure variable is measured at a continuous level, the
two independent variables both contain two or more groups and there is independence
of observations (all conditions stand separate). The last three assumptions are checked
using SPSS software. Two out of three were passed: there were no outliers found in the
data and all combinations of groups (conditions) passed the Levene’s test, which meant
that there was homogeneity of variances. Lastly, the data needed to be normally dis-
tributed for each combination of groups. This can be analysed using the Shapiro-Wilk
test.

Testing for normal distribution Firstly, as H1A focuses on the effects of a stranger
presence, we check normality for the NS and S conditions. The average score of the NS
condition (N=39) is M = 2.4487 (SD = 0.70520), the average score of the S conditions
(N=21) is M = 2.2143 (SD = 0.64365). It was found that the distribution of both
NS and S conditions were skewed towards the left side. This meant that overall, more
participants scored lower on information disclosure than higher. Furthermore, to pass a
normality test, the p-values on the Shapiro-Wilk test need to be higher than p = 0.05.
NS and S values were p = 0.015 and p = 0.041 respectively, which meant that they did
not pass the test for normality. Transforming a variable using log can sometimes help
to achieve normality: therefore, a log transformation was performed on the information
disclosure variable, after which the normality test was performed again. Both conditions
still did not pass the test (NS: p = 0.046, S: p = 0.044).

Whether the conditions F and GH were also normally distributed, was checked next.
The average score of the GH condition (N=26) was M = 2.3750 (SD = 0.6334), the
average score of the F condition (N=34) was M = 2.3603 (SD = 0.7365). The GH
and F p-values on the Shapiro-Wilk test were p = 0.002 and p = 0.046 respectively,
which meant that they did not pass the tests for normality. The GH scores were skewed
towards the left side. The log transformation did not help to pass the tests for normality
either (GH: p = 0.013, F: p = 0.024).
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Information disclosure
F NS 2.5000 (0.76376)
F S 2.1833 (0.68444)
GH NS 2.4000 (0.66094)
GH S 2.2917 (0.57915)

Table 10: Information disclosure means (standard deviations) per condition (1: lowest
mean value, 4: highest mean value).

As H1B focuses on an interaction effect between stranger presence and level of em-
bodiment, normality is also checked for all conditions (GH NS (N=20), GH S (N=6),
F NS (N=19) and F S (N=15)). The separate mean scores of all conditions can be
found in Table 10. The Shapiro-Wilk test was performed to check for normality. One
out of four conditions did not pass this test: the GH NS condition was not normally
distributed (p = 0.005) as it was skewed towards the left side. A log transformation was
performed on the information disclosure scores. It brought the p-value of the GH NS
condition up to p = 0.028, yet it stayed significant, which meant a normal distribution
of the data could not be assumed.

Used test Since not all assumptions were met in order to use a parametric test, a
non-parametric test was needed. A non-parametric equivalent to the two-way ANOVA
was performed, using the raov function of the Rfit package, developed by Kloke and
McKean [32]. The original information disclosure scores were used for this test.

Effects of stranger (non)presence A p-value of p = 0.380 (F (1, 56) = 0.785) was
found for the effects of a stranger presence, meaning that the differences between the NS
and S conditions were insignificant, since they were bigger than p = 0.05. This means
that hypothesis H1A, that a stranger non presence leads to more information disclosure,
cannot be accepted.

Interaction effect between stranger (non)presence and level of embodiment
An interaction effect was hypothesised to occur between the two independent variables.
In Section 4.1, a Figure on the hypothesised interaction can be found. It was thought
that children would disclose more information to a “no stranger presence” within a
high embodied agent, but less to a “stranger presence” within a high embodied agent,
compared to a low embodied agent. The mean values as were found in the main study
(see Figure 11) show a similar pattern to the hypothesised figure. However, the p-value
of the interaction between embodiment of the agent and stranger (non)presence was
p = 0.751. This means that hypothesis H1B cannot be accepted, as the differences
between the conditions are not significant.
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Figure 11: Information disclosure means per condition. Please note the zoomed in scale
of the Y-axis.

Figure 12: Information disclosure means per variable per condition.
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Pilot study F NS F S GH NS GH S
Name 2.27 (0.961) 3.74 (0.733) 3.73 (0.799) 3.95 (0.224) 4.00 (0.000)
Phone number 1.55 (0.710) 2.16 (1.302) 1.40 (0.910) 1.80 (1.105) 1.00 (0.000)
Computer info 1.30 (0.560) 1.95 (1.311) 2.00 (1.254) 2.15 (1.268) 1.67 (1.211)
Contact access 1.12 (0.288) 2.16 (1.167) 1.60 (1.242) 1.70 (1.031) 2.50 (1.643)

1.56 (0.476) 2.50 (0.764) 2.18 (0.684) 2.40 (0.661) 2.29 (0.579)

Table 11: Information disclosure means per variable (1: lowest mean value, 4: highest
mean value).

Privacy awareness
F NS 3.9684 (0.57063)
F S 3.7200 (0.47689)
GH NS 3.9300 (0.54396)
GH S 4.0667 (0.56095)

Table 12: Privacy awareness means (standard deviations) per condition (1: minimum
average, lowest privacy awareness, 5: maximum average, highest privacy awareness).

7.9.2 Privacy awareness results

The average privacy awareness scores can range from 1 (minimum average, lowest pri-
vacy awareness) to 5 (maximum average, highest privacy awareness). Both level of
embodiment and stranger (non)presence were analysed in regards to the privacy aware-
ness scores. The mean scores for all conditions are reported in Table 12, and visually
presented in Figure 13. This figure is given since the hypotheses in Section 4.2 made a
prediction on its general shape. It can already be noticed that the two do not match,
mainly caused by the found mean score for the F S condition.

Checking assumptions Again, as multiple factors are at play here, it is appropriate
to use a two-way ANOVA. The main effects of the agent’s embodiment and a stranger
(non)presence were of interest, since H2A and H2B made predictions on this. First, it
was checked whether all assumptions were met in order to run the two-way ANOVA.
The dependent variable is continuous, the two independent variables consist of two or
more categorical, independent groups and there is an independence of observations. As
for statistical tests, no outliers were found in the data. Furthermore, all combinations of
groups passed the Shapiro-Wilk tests on normality. Lastly, all combinations of groups
passed the Levene’s test, that tested if there was homogeneity of variances. This was
the case. Because all these conditions were met, a two-way ANOVA could be used.

Effects of level of embodiment The averages of the embodiment conditions are
M = 3.8588 (SD = 0.53830) for the F conditions and M = 3.9615 (SD = 0.53969) for
GH conditions. It was hypothesised that children would show higher privacy awareness
when an ECA has a high level of embodiment (the F condition). This was not the case,
since the main effect for level of embodiment yields the following results: F (1, 56) =
0.975, p = 0.328. The p-value is insignificant, hence, hypothesis H2A cannot be accepted.

Effects of stranger (non)presence The average privacy awareness score over the
NS conditions is M = 3.9487 (SD = 0.55006), the average over the S conditions is
M = 3.8190 (SD = 0.51344). It was hypothesised that children would show higher
privacy awareness when an ECA has a “stranger presence” (the S condition). The main
effect for stranger (non)presence resulted in F (1, 56) = 0.128, p = 0.722, indicating no
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Figure 13: Privacy awareness means per condition. Please note the zoomed in scale of
the Y-axis.

significant differences between the stranger and no stranger condition in regards to the
privacy awareness scores. Hypothesis H2B can therefore not be accepted.

7.9.3 Correlation results

It was hypothesised that a negative correlation would occur between the privacy aware-
ness scores and information disclosure scores. It was thought that higher information
disclosure scores would relate to low privacy awareness scores and the opposite way
around. In order to analyse this, a Pearson correlation coefficient was computed to as-
sess this relationship. There was no correlation found between the dependent variables,
as the Pearson correlation indicated a value of r = −0.036. A value of (-)1 means that
there is a strong correlation, a value around 0 indicates no correlation. A scatterplot
was created (see Figure 14) to show the relationship trend line. As the found correlation
is so low, the points do not show any linear trend and appear to be “scattered”.

48



Figure 14: Scatterplot on information disclosure and privacy awareness scores.

7.9.4 Other measurements

No statistical tests were performed on the measurements in this subsection, but they
are used as motivation for Hypothesis 1. Hypothesis 1 mentions the bond that the child
creates with the agent.

Video responses Firstly, from the video responses, it was possible to extract Ac-
tion Unit mean values. Certain combinations of Action Units make up emotions. The
emotion “surprise” is mentioned in Hypothesis 1 in an argument that a sudden change
into a stranger presence would lower information disclosure scores, partly because of the
negative affect that it could bring. A grid of images was created to show the reactions
of children to the first privacy request made by the agent (see Figure 15). The AU mean
strength values (on a scale of 0 to 5, with 5 being the highest intensity score) can be
found in Table 13. The facial muscles, that are represented by each action unit, can
be found in Table 14. All action units lie between 0 and 1.175. AU01, AU02, AU05
and AU26 make up the emotion surprise. There are no clear differences between the
conditions that indicate that S conditions score higher on this emotion, as S conditions
do not consistently score higher on all the surprise AUs compared to the NS conditions
(see Table 13).
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AU01 AU02 AU05 AU26
F NS 0.228 0.210 0.725 0.700
F S 0.733 0.080 0.140 0.545
GH NS 0.842 0.000 0.000 0.953
GH S 0.293 0.000 0.000 1.175

Table 13: Action unit mean values as calculated from the screenshots of Figure 15, using
OpenFace software [7].

Action Unit Description
AU01 Inner Brow Raiser
AU02 Outer Brow Raiser
AU05 Upper Lid Raiser
AU26 Jaw drop

Table 14: Action units and their corresponding facial muscle movement.

Perception of the agent Besides the video recordings, measurements were obtained
through a post-questionnaire. The children filled in statements on the likeability of
the agent, the intelligence of the agent, trust in Robot B.V. and trust in Rob. The
means of these variables are reported in Table 15, to provide insight into the thoughts
of the children. Due to the nature of the scales, the most positive average is 5, the most
negative average is 1. In Figure 16, a visual representation of the mean values is plotted.
Overall, children really liked each agent (M = 4.2533), found it intelligent (M = 4.2400)
and trusted it (Rob: M = 3.9333, Robot B.V.: M = 3.7875). All scores are quite high,
around four. Therefore, it may be assumed that children were able to bond with the
agent in each condition.

Children’s conceptions Lastly, the results of the exploratory question, to whom
children believed they gave their data, are summarised in Table 16. Figure 17 shows a
stacked bar plot for these results. This plot shows more variation between conditions
than the perception of the agent plot did. As can be noticed from the figure, the GH
NS condition differs the most from other conditions. 55% of children in the GH NS
condition believed they were only speaking to Rob, while children in the F NS condition
more often thought that Robot B.V. also played a role (42.1%), even though there was
no stranger presence. Furthermore, for both S conditions counted that more children
thought that they gave out no information at all, compared to the NS conditions (F
NS: 21.1%, F S: 33.3% ; GH NS: 25.0%, GH S: 33.3%). They also more often thought
that they only gave info to Robot B.V. (F NS: 10.5%, F S 20.0% ; GH NS: 0%, GH
S: 16.7%). This was before it was revealed to them that Robot B.V. represented the
stranger presence. The discussion (Section 7.10) will go into further depth on these
results.
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Figure 15: Sample screenshots of children’s facial expressions during the first privacy
permission request, each row containing one of four conditions. Top to bottom: F NS,
F S, GH NS, GH S.
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Likeability Intelligence Rob trust Robot B.V. trust
F NS 4.2316 (0.55882) 4.2316 (0.46314) 3.9342 (0.84097) 3.9605 (0.63060)
F S 4.1200 (0.64940) 4.3200 (0.47689) 3.9333 (0.49522) 3.6833 (0.72866)
GH NS 4.2500 (0.65172) 4.1500 (0.61857) 3.8125 (0.96612) 3.5875 (0.85945)
GH S 4.6667 (0.53166) 4.3667 (0.55737) 4.3333 (0.51640) 4.1667 (0.49160)
Overall 4.2533 (0.61492) 4.2400 (0.52439) 3.9333 (0.78636) 3.7875 (0.73908)

Table 15: Mean values (standard deviations) of children’s perception of the agent per
condition.

Figure 16: Mean values of children’s perception of the agent per condition.
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None given Only Rob Only Robot B.V. Both
F NS 21.1% 26.3% 10.5% 42.1%
F S 33.3% 20.0% 20.0% 26.7%
GH NS 25.0% 55.0% 0.0% 20.0%
GH S 33.3% 33.3% 16.7% 16.7%
Overall 26.7% 35.0% 10.0% 28.3%

Table 16: Initial thoughts of children on who they gave their personal information to.

Figure 17: Initial thoughts of children on who they gave their personal information to.
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7.10 Discussion

The section first delves into the results that are connected to the hypotheses of this
research. Post-questionnaire measurements as well as observations and children’s own
comments and beliefs are used to provide more insight into the results.

7.10.1 Information disclosure

Hypothesis 1A It was hypothesised that children would disclose more information
to a “no stranger presence” compared to a “stranger presence”, within an embodied
conversational agent. The analysis showed that there are no significant results to prove
this. It was thought that a stronger bond would be created in the NS conditions,
because the child would have spent more time with the same agent, Rob. The children’s
likeability scores can be looked at for an indication of this bond. As can be seen in
Figure 15 and Table 16, children in each condition indicated that they liked the overall
agent very much. There are no clear differences between agents. It is assumed that
children were able to bond with the agent in every condition. The novelty of talking
to a conversational agent might have played a role in this, as many children had never
spoken to a Google Home or Furhat before and were very excited about this.

Something similar happened in Leite’s research, where children indicated that they
liked the robot very much, even though parents saw negative emotions in their faces
when the robot revealed a secret that it was not supposed to know [48]. Therefore,
children’s facial expressions were also looked at: screenshots were made of the first
crucial privacy permission request, with children from each condition. These pictures
can be found in Figure 15. It was hypothesised that children in the stranger conditions
would be surprised by the unexpected event and be less willing to give out information.
The researcher sees no extreme differences in facial expressions. From a subjective point
of view, the middle two of the four children in the F S condition seem quite surprised,
judging by their upright posture and wide eyes. However, the average AU-scores on
surprise (coded by AU01, AU02, AU05 and AU26) for the F S condition do not seem to
back up this finding, as they do not surpass the values of other conditions on all action
units (see Table 13).

The last argument of the hypothesis was that children would disclose less information
because they’d perceive the stranger presence as a “threat”. Some children seemed to
feel this threat and indicated after the conversation that they did not want to give
information to the agent: “It (Furhat) really was a different person! I didn’t trust him.
I liked the other robot a lot better.” (F S, M, 10). Others did not feel threatened: “I
thought it was fun (the conversation), but why did you (Google Home Mini) want to
know so much personal information?” (GH S, M, 10). The opinions that children shared
thus varied on this topic.

Hypothesis 1B For the NS conditions, it was hypothesised that a higher embodiment
would facilitate more information disclosure. There were no significant results to prove
this. Observations show that personal preference might have played a role in this. Many
children expressed an opinion on the Furhat on entrance, that varied from negative (“he
looks too human”, “he is scary) to positive (“he looks really cool”), more so than on
the Google Home Mini. A lot of boys stated a preference to talk to the Furhat robot
over the Google Home Mini. There were thus varied personal preferences within and
between each agent. That no clear differences in information disclosure were found for
the different levels of embodiment, could be because of these personal preferences.

In the S conditions, an opposite effect was expected. In this case, a high embodied
agent was thought to match better with children’s expectations of a stranger, thus
making a bigger impact: this would then lead less information disclosure. Although the
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results are insignificant, there are some comments made by children that seem to indicate
that the Furhat robot had a bigger impact: “It (Furhat) really was a different person!
I didn’t trust him. I liked the other robot a lot better.” (M, 10), “I got scared because
of his (Furhat’s) face, because it was suddenly so different.” (F, 8) and “It (Furhat)
was quite scary, especially the first time I saw the change. Each time after that I got
more used to it.” (M, 10). One child even left the room during the first privacy request
to get the researcher, because she found the “stranger” scary. No comments with this
much affect were said about the Google Home Mini. One participant (F, 8) said that
“When it (Google Home Mini) switches to a different voice, I don’t know very well with
whom I’m talking, who that is,” but nobody indicated in words that they were scared in
the GH S condition. Even though the stranger presence in the F S condition seemed to
have a bigger impact than the GH S condition, it did not lead to significantly different
information disclosure scores.

Information disclosure per variable Only the average information disclosure score
was used for the statistical analysis. However, the separate scores for each variable were
reported as well, to obtain further understanding on which variables children in the
main study found privacy sensitive. The scores are reported in Table 11 and Figure
12. Looking at Figure 12, it is noticeable that children gave out their phone number
and contacts less in the F S condition, compared to the F NS condition. In the GH
conditions, children gave out their phone number and computer brand less in the GH
S condition, compared to the GH NS condition. Children did give their contact access
more often in the GH S condition compared to the GH NS condition. As each variable
that was asked during the conversation was more privacy sensitive (based on the first
pilot study), it might be expected that information disclosure scores would lower with
each question. The Figure shows that this was not the case.

It should be mentioned that the phone number question introduced some confusion
amongst children. While the agent explicitly said that the number could be their own
or their parents’, children often said they did not have a personal phone or that they did
not know their personal number by heart, ignoring the parental option in the question.
Multiple children (in all conditions) shared that, if they had known a number, they
would have given it. The type of computer brand at home was another variable that
children sometimes did not know. Again, some indicated that they would have provided
this if they did know it. This occurred less often than the telephone number. The
information disclosure scores are, most probably, lower because of this.

Children’s information disclosure beliefs To get additional insight into children’s
conceptual models, they were asked directly after the conversation on who they thought
they gave out their personal information to, even before the children in the S conditions
were told that the stranger was supposed to represent Robot B.V.. So at the time of
asking, the only information all children knew about Robot B.V., was that Robot B.V.
created Rob. Table 16 and Figure 17 show their answers.

As can be seen from Figure 17, more children thought that they gave out information
to only Robot B.V. in the S conditions than in the NS conditions (so F S compared to F
NS, and GH S compared to GH NS). Therefore, it might be assumed that the stranger
presence led more children to believe that they gave out information to the company
Robot B.V.. Children also more often thought that they gave out no information in the
S conditions, compared to the NS conditions.

The scores in the F NS and GH NS conditions are also interesting, as many more chil-
dren in the F NS conditions believe that they gave out information during the requests
to both Rob and Robot B.V or only Robot B.V.. Children in the GH NS condition
thought a lot more often that they gave information to Rob only, compared to the F
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NS condition. The embodiment of the robot may perhaps be an explanation for these
differences. Perhaps it is easier to imagine that there is a company behind a more
“high-tech” product, such as the Furhat robot.

7.10.2 Privacy awareness

Hypothesis 2A It was hypothesised that children would show higher privacy aware-
ness when an agent has a high embodiment, regardless of a stranger (non)presence.
However, no significant differences were found. One argument used in the hypothesis
was that children are taught to listen to other humans and the high embodied agent
resembled a human more. Children did regard the high embodied agent as more human-
looking. Some even thought that it looked “too human” and were a bit afraid of it. The
Google Home Mini got described as an “orange bakpao”, “muffin” and “flat thing”, but
never as “human like”.

Another reason that was used to explain the hypothesis, was the attention of a child:
a high embodied agent might facilitate more attention, leading to a higher privacy
awareness. Its visually interesting form and tracking (following the child’s movements)
were named as reasons for this attention. Through the video recordings, it became clear
that children were certainly intrigued by the Furhat robot. They would even move on
purpose during the conversation to see whether the robot would follow them. Possibly,
their excitement and curiosity about the agent might even have distracted them.

It should also be mentioned that a few children in the GH conditions were intrigued
with the Furhat robot and out of curiosity, sometimes looked at this agent instead of
the Google Home Mini that they were conversing with. Still, the privacy awareness
scores were high for F and GH conditions, so most information told by the robot was
remembered correctly by the children.

Hypothesis 2B It was thought that children would be more privacy aware when an
ECA has a stranger presence, regardless of its embodiment. It was thought that they
would pay more attention to the presence in order to minimise stranger danger, resulting
in higher privacy awareness. There are no significant results to support this. In general,
the mean values on privacy awareness are quite high for NS and S conditions, indicating
that all children were generally privacy aware. Children did notice the stranger presence,
but it cannot be said whether or not they paid more attention to the privacy permission
requests in the S conditions than the NS conditions because of it.

The non-difference might be a result of the experiment design. The privacy awareness
statements were asked shortly after the conversation ended: immediate recall usually
shows better scores than when there is a longer period of time before recall. If the
stranger presence facilitated more attention, perhaps that the information would be
remembered better in the S conditions after a longer period of time has passed. A longer
period of time between the conversation and the post-questionnaire might have given
different results on children’s levels of attention, and consequently privacy awareness, in
the NS and S conditions.

7.10.3 Correlation between privacy awareness and information disclosure

Hypothesis 3 A negative correlation between privacy awareness and information dis-
closure was expected, which was build upon the expected differences between the NS
and S conditions. The stranger presence conditions were thought to lead to low infor-
mation disclosure and high privacy awareness, in contrast to the “no stranger presence”
conditions. However, no such differences were found and there was also no correlation
between the two dependent variables.
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As can be seen from the scatterplot (see Figure 14), there are a lot of different
combinations of privacy awareness and information disclosure scores, which results in
no correlation. It can therefore not be said that a higher privacy awareness score leads to
a lower information disclosure score and the opposite way around. It is likely that more
reasons than those mentioned in the hypotheses are at play here, such as the background
knowledge of a child on online privacy.

Whereas some children freely gave out their information and even wanted to tell the
agent additional information about themselves (real examples include: being bullied at
school or insecurity about their medical diagnosis), others questioned why the robot
even wanted to know this much information in the first place. Children commented:
“The first time I talk to somebody, I never trust them immediately.” (GH S, F, 8) and
“I don’t tell secrets to people I don’t know so why would I tell this to a robot.” (F NS,
F, 9).

Furthermore, children had varied ideas about the agents and their capabilities, which
might have played a role in their answers. Some children expressed critical views, while
others were more naive in their opinions. A few examples of naive comments are:
“Robots always put information in a secret file so they can always be trusted” (GH S,
M, 9), “Even though he changed, I can become friends with him” (GH S, M, 9) and
“Every robot is friendly and can be trusted” (F NS, F, 8). Some critical comments were:
“I think the robot is going to send everything to the company afterwards” (F NS, M,
11) and “I think that a robot always sends information to the company, because the
company has made the robot” (GH NS, M, 10). It occurred more often that children did
not voice critical opinions about the company, Robot B.V., which can be seen back in
high trust scores over all conditions (see Table 15). This matches Livingstone’s findings,
that state that 5-11 year olds are very trusting of companies [53].

Multiple reasons have previously been mentioned for the results on privacy awareness
and information disclosure, respectively. The differences between S and NS groups did
not result in a clear correlation: other personal factors, such as background knowledge
of a child, probably played a role in forming the points as found in the scatterplot.

7.11 Limitations and future research

It is important to acknowledge that the main study does not come without limitations.
These are described in the sections below. Suggestions for future research are mentioned
as well.

7.11.1 Group sizes and power analysis

In between-subject research, a group size of N=20 is seen as a golden standard [28]. The
sample size of the GH S condition (N=6) was small compared to the other conditions (see
Table 6). Even though the voice differences between Rob and the stranger presence were
made more obvious after the second pilot study, many children in the GH S condition
still did not pass the manipulation check. 13 out of 20 children in the GH S condition
identified a change in voice correctly, but only 6 of these children identified the presence
as a stranger as well. Therefore, the researcher believes that a bigger voice change
might benefit the recognition of a stranger. Yet, it could also be that only an auditory
change does not easily cause the feeling of a stranger. Educational materials more often
focus on visual or visual and auditory examples with stranger danger than only auditory
examples [4].

The F S condition also contains less than 20 participants, namely 15 participants. 15
out of 21 participants passed the manipulation check, which can be seen as satisfactory.
The group numbers of the GH NS and F NS conditions are up to par, with N=20 and
N=19, respectively.
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Post hoc power
H1A ≈ 0.179
H1B ≈ 0.080
H2A 0.163
H2B 0.064

Table 17: Post hoc power for H1 and H2 results, with values ranging between 0 and 1.
A power of 0.8 should be strived for. It should be noted that the post hoc power for
H1 was created using a parametric test instead of the non-parametric test, which did
not provide enough information to do so. The actual power values for H1 are probably
lower than these values, as non parametric tests are less powerful than parametric tests.

For future research, it is advised to use a different enrolment ratio: in other words,
classifying more children into conditions that need to pass a manipulation check. This
would be a good safety measure to reduce group imbalances. More participants in
general is also advised.

Lastly, a post-hoc power (PHP) analysis reveals that the power of the performed
tests was really low (see Table 17). Group imbalances and sizes play a role in this, but
the small mean differences most likely play the largest role in this.

7.11.2 Manipulation

To get through the manipulation check, children had to recognise a change within the
agent, name the kind of change and believe that it was a stranger presence. Not every
participant got through the manipulation check: these numbers are mentioned in the
previous section. Most noticeably, the manipulation check was passed significantly less
by those in the GH S condition. While a change was noticed by 13 participants, the
presence only felt like a stranger to 6 out of 20 participants. This may perhaps be
explained by “stranger danger” education: not many children are taught examples where
a stranger is only heard [4]. There is no real emphasis on speech only.

Furthermore, it is the question whether or not a stranger presence was a good ap-
proach to lower information disclosure and heighten privacy awareness. As mentioned
previously, no significant results were found for the two dependent variables. Besides
this, the overall agent was rated very high on likeability in the S conditions (see Figure
16). Some children mentioned that they could become friends with the stranger and
that “all robots are friendly”. Others said, especially about the Furhat robot, that they
did not trust it and found it “scary”. Still, trust scores were also high in the S condi-
tions, for both Rob and Robot B.V. (see Figure 16). Responses thus varied in regards
to children’s bonding with the agent. Some children seemed to apply their pre-existing
knowledge about “stranger danger” to the stranger presence, but others did not. The
children who did, were perhaps more informed about stranger danger, but this was not
checked for. The researcher assumed that this knowledge would be well known amongst
children in general, as “stranger danger” is most parents’ biggest fear [14], [55].

Besides this, it is thought that pre-existing knowledge on privacy matters also played
a role in children’s answers. Children showed different information disclosure beliefs in
the NS and S conditions, believing more often in the S conditions that they disclosed
information to the company. These children might have made a connection between
Robot B.V. and the stranger, but this cannot be said for sure.

Advice for future research is to check children’s pre-existing knowledge on privacy
matters and stranger danger more thoroughly. A different experimental approach might
also be tried out. The researcher suggests an experiment that compares the differences
between children who are taught about what the stranger presence represents (Robot
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B.V.) right before a child-agent conversation and those who are told afterwards. This
could help in getting more insight into why children react the way they do. It could
highlight differences between applied pre-existing knowledge and explicit education.

Lastly, the stranger presence is built out of two factors: a different appearance and
“secrecy” (not giving out any personal information). Children indicated that they got
more used to the stranger appearance after multiple requests. This is to be expected,
as the novelty of the appearance (voice/face) can wear off. This familiarity is not
necessarily a bad thing, as long as the stranger presence keeps being noticed. As can
be seen from the information disclosure scores per variable, increasing familiarity with
the appearance did not lead to higher information disclosure scores of next requests (see
Table 12). Besides the appearance factor, the presence did to not give out any personal
information over the entire conversation. It was thus not possible for children to become
more familiar with the agent in this way. It might be interesting in future research to
make separate conditions that vary in applying these two factors, to find out which
factor is more important in creating a stranger presence.

7.11.3 Measurements

Different measurements in the main study might have provided more insight into the
results. For example, measuring information disclosure was done through four different
answers: “yes”, “hesitant yes”, “hesitant no” and “no”. However, children sometimes
did not know a phone number of computer brand by heart and thus gave a negative
answer. Many indicated they would have said yes, if they had known an answer. A
fifth, “I don’t know” option was not introduced in this research, because most real-life
permission requests also require a “yes” or “no” answer to get to an appropriate next
state. Nevertheless, it could be useful in future research to introduce an option such as
this, as it can be used for additional insight and/or to filter out answers.

In this study, observations were used to check the privacy awareness hypotheses
(H2), that built upon attention. For future research, it would be beneficial to set up a
quantitative way of measuring this, such as gaze orientation. This method could not be
applied to this research anymore, because the video fragments were taken from different
angels and the robots were positioned at different heights. Children were often looking
down at the Google Home Mini, which makes it hard to track their gaze.

After each conversation, the researcher asked the child “How did it go?”, from which
point conversation flowed naturally and brought up many interesting things as men-
tioned in this report. However, for more consistency, the researcher suggests following
a short interview-structure in the future. Children enjoy talking more than filling in
questionnaires, so a few structured questions on how they felt about talking to to the
stranger presence and what they thought it represented, would provide more in depth
information on each child’s perception of the manipulation, as well as their conceptual
model of the robot.

Lastly, pre-knowledge on “stranger danger” and privacy matters could be checked
for. This was discussed in more detail in Section 7.11.2.

7.11.4 Behaviour and intentions

A comparison can be made between the participants of the main study and the first
pilot study, to see whether children’s information disclosure scores in the main study
aligned with those in the pilot study. The mean values of information disclosure can be
found in Table 11. The values of the pilot study were recalculated to fit a four-point
scale, so that they could be compared to those of the main study.

The overall averages in the last row of the table show that the children from the
pilot sample were more hesitant in giving out information than those in the final study.
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This could be because they were only asked about their intentions (hypothetical survey
questions) and no actual behaviour was checked. Their actual behaviour might have
shown higher information disclosure scores, following privacy paradox research [67]. For
future research on identifying privacy sensitive variables, it is thus suggested to use
questions that show behaviour, instead of intentions. A (fake) sign up form would be
an example of this.

Another factor may have played a role in the difference in scores between the pilot
study and the main study as well. The higher scores in the main study might reflect the
advantage of an embodied conversational agent in obtaining information versus a survey
approach on a computer, which would refer back to literature on embodiment [84], [87].
This cannot be said with any certainty, as there are too many differing factors between
the studies. In the main study at least, embodiment of the agents did not result in any
significant differences.

7.11.5 Conversation design

The findings of this study are tied to a context where children were in a private environ-
ment and talked with the agent one-to-one. Their answers might differ depending on the
setting, the agent (children were quite divided on the appearance of the Furhat robot),
but also the conversation design. The character of Rob was created to be neutral-positive
and the privacy permissions (either asked by Rob or Robot B.V.) were created to be
overall neutral in tone. The agent was very leading in the conversation, asking most
of the questions and not many side-tracks could be discovered. Changes in these ele-
ments might cause different results, as it is known from previous research that reciprocal
self-disclosure [64], level of anthropomorphic language [73] and type of embodiment can
influence information disclosure too [15], [84], [86]. Furthermore, more transparency
about privacy practices (such as how many days information is stored) could have an
effect on information disclosure. According to Vitale et al., this increases trust and
reduces privacy concerns even more [84]. However, giving too much information would
resemble a privacy policy, which is undesirable.

Lastly, the order of asking variables was always kept the same. This was done
to reduce the time spent on programming the two agents. Also, maintaining many
different versions on DialogFlow was not desirable. Still, the sequence of questions
could have influenced information disclosure. In this research, the questions build up in
privacy sensitiveness, as based on the scores of the pilot study, which could “warm up” a
participant to disclose more [64]. Even though the children were overall hesitant in giving
out information, a different order of questions might have led to even less information
disclosure. For example, starting with a question on children’s medical information will
probably make them more wary of the agent, compared to starting with a question on
the child’s name. This is based on research by Moon [64]. Depending on the goal and
context of the research, the researcher suggests looking at which sequence of asking
questions is most appropriate.
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8 Conclusion

Giving out personal information is named as one of the biggest risks for children nowa-
days. According to research, a privacy paradox occurs, which entails that children seem
privacy aware, yet they still hand out much personal information. Their behaviours thus
do not seem to match their intentions. The experiment of this research looked at both
privacy awareness and information disclosure of children, something which has not been
done much before, especially quantitatively. Furthermore, previous research showed
that higher levels of agent embodiment can facilitate higher information disclosure of
adults, which causes serious privacy concerns since no rules and regulations account for
this seeming advantage of embodiment. This report took on the challenge to study this
in regards to children, as children are prone to create strong bonds with agents and a
gap in research exists concerning agent embodiment, information disclosure and chil-
dren. Lastly, previous research identified “stranger danger” as a risk that children are
very aware of through their parents and educators, which was used in this research to
approach the topic of information disclosure and privacy awareness in a novel way, since
the used embodied conversational agents afforded taking on a stranger appearance.

The main study of this report consisted of an embodied conversational agent called
Rob (either a Google Home Mini or Furhat robot) holding a conversation with a child,
in which multiple privacy permission requests were asked. The first pilot study gave
insight into what children themselves regard as privacy sensitive variables, that were
then used in the privacy permission requests of the main study. Furthermore, it was
possible that a “stranger presence” within the agent occurred during privacy permission
requests. This stranger, afterwards revealed as the company called Robot B.V., would
not give out any personal information and had a different voice (and face, depending
on the agent). The second pilot study tested whether auditory and visual changes were
recognised in the used embodied conversational agents. The voices and faces of the
main study were based on the findings of the second pilot study. The effects of the
agents’ embodiment and stranger (non)presence on information disclosure and privacy
awareness were measured by children’s compliance to- and recollection of the privacy
permission requests.

The embodiment of the agent and stranger (non)presence did not lead to significant
differences in the information disclosure scores and privacy awareness scores of children
between the four conditions. In general, children scored quite high on privacy awareness
and were relatively hesitant in giving out their information. However, there was no
correlation found between these variables.

Other measurements and observations were made as well, that gave further insight
into children’s thought processes. For example, children had various opinions on the
“stranger appearance”, ranging from being scared to seeing themselves befriend it. Some
children were more critical and curious about what was going to happen with their
information, others were more lenient and did not believe that the stranger presence
could have bad intentions. More children in stranger conditions believed that they gave
out no information or that they only gave information to the company (Robot B.V.),
that the stranger was supposed to represent. They seemed a bit more aware of their
information ending up with other entities than children in the no stranger conditions,
although it cannot be concluded that this was the result of the stranger presence.

Both agents scored very high on trust and likeability. This seems to indicate that
the children were able to bond well with every agent, even in stranger conditions. This
might have to do with their excitement of their first time talking to a conversational
agent, but other reasons could play a role as well.

This research has uncovered that creating a suitable approach to lower informa-
tion disclosure and heighten privacy awareness with embodied conversational agents is
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challenging. This is because of the many factors that may play a role in children’s
decision-making, such as their background knowledge on privacy risks/strategies and
stranger danger, which were not controlled for in this research. This makes the re-
searched topics even more interesting to pursue in detail in future research, to get a
better understanding of children’s conceptual models and actions. Taking into account
the discussion points of this research, the way is paved for future studies that will fill the
gap on embodiment and information disclosure/privacy awareness studies in the field of
Child-Robot Interaction.
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A Conversation design

Figure 18: Child-agent conversation as designed for the main study.
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