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Summary

An existing numerical model for picosecond laser-material interaction in bulk sapphire con-
sisting of four partial differential equations is summarized, providing a description of phys-
ical behavior in relation to the mathematical description. The limitations of the model are
presented, selecting three features to be improved.

Firstly, the current collimated beam is modified to a focused beam, Gaussian in space
and time. Secondly, boundary conditions are implemented representing interaction with the
bulk material. Thirdly, convergence issues are reduced by implementing improvements in
the model, mesh and solver configurations.

Several simulations are presented to analyze the effects of input parameters and inter-
action between phenomena of the improved model. Classified in three groups: low pulse
energy, heating the material, high pulse energy, generating plasma causing a complex inter-
action of phenomena, and higher pulse energy, showing stronger behavior and time extended
study results.

An addition to the model is the implementation of thermal stress. The temperature output
from the simulations are used to determine material expansion and resulting stress in separate
studies to predict crack formation observed during experiments.

The improvements and extension of the model was successful in describing subsurface
laser-sapphire interaction and stress concentrations. An improved understanding of model
behaviour and the significance of each variable and phenomena was identified. Furthermore,
recommendations are given to improve model accuracy. The inclusion of electromagnetic
or wave optics, plasma physics for high pulse energy modelling and the implementation of
accurate material parameters are the next steps leading to a comprehensive model for laser-
sapphire interaction.
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Chapter 1

Introduction

1.1 Background
Synthetic sapphire has been produced for over a century, relatively cheap and with low en-
vironmental impact, using a range of crystal growth methods [1]. Crystalline sapphire is
considered a high performance and durable material, even under extreme conditions, due to
high chemical inertness, corrosion and radiation resistance. It is one of the hardest mate-
rials and has a higher biocompatibility than metals and polymers. These unique properties
result in usage for a wide range of applications, e.g. light emitting diodes (LEDs), optical
waveguides, microfluidic devices and medical implants [2–4].

Several of these applications rely on micro-machining to fabricate small features, for
which a number of techniques are available. Abrasive jet machining or powder blasting
is a low cost, high speed etch technique for brittle materials, such as glass and sapphire.
Furthermore, mechanical micro-machining uses conventional tools to mill and drill surface
features, yet both techniques are limited by micrometer feature size [5]. Photolithography,
the most used lithography technique, uses ultraviolet (UV) light to generate surface patterns
onto a substrate up to nanometer feature size, yet is a complex, multistep process [6–8].

A two-step manufacturing process consisting of laser irradiation and subsequent selective
etching, see Figure 1.1, is promising for precision manufacturing of sapphire components
[5,9]. Due to absorption of ultrashort laser pulses (in the pico- to femtosecond timescale)
laser micro-machining of transparent materials, like sapphire, is possible. The laser radiation
amorphizes the crystalline sapphire, see Figure 1.2, modifying micro- and nanosized regions
on or below the surface, allowing for fabrication of complex structures in the bulk material.

Figure 1.1: Two-step manufacturing process: Laser surface (a), subsurface (b) or extended
volume (c) irradiation, followed by chemical etching (d) of the amorphous sap-
phire (adapted from [10,11]).
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2 CHAPTER 1. INTRODUCTION

Figure 1.2: Typical subsurface modifications showing the amorphous material, voids and
cracks post-laser processing (DP = depth of processing) [12].

The amorphous sapphire can be removed using selective etching, such as hydrofluoric (HF)
etching, as the etch rate of amorphous sapphire is extremely high (105) compared to crys-
talline sapphire, see Figure 1.4 [11–14].

The interaction between the laser and material is complex due to a variety of process
parameters and occurrence of nonlinear phenomena at different timescales. A numerical
model of the phenomena increases understanding of the process and allows for efficient,
cost-effective optimization of the manufacturing technique [9,15].

Sundaram and Mazur [16] have identified and divided the different phenomena of laser-
material interaction into four major categories: 1) electron excitation, 2) thermalization, 3)
electron removal and 4) thermal and structural effects, see Figure 1.3. Within these categories
different processes take place simultaneously or in sequence, i.e. photoionization, electron
ionization, electron recombination, electron-electron and electron-phonon interaction, and
electron and thermal diffusion.

Figure 1.3: Overview of laser-material interaction phenomena and relevant timescales [16].
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Several studies [15,17–20] have attempted to simulate these processes and create a com-
prehensive numerical model studying ultrashort laser processing. A first model suitable for
sapphire was presented by Capuano, de Zeeuw and Römer [21], implemented in COMSOL
Multiphysics®, used to simulate a number of cases with various input parameters.

Figure 1.4: Subsurface structure in crystalline sapphire before (a) and after (b) HF etching
[12].

1.2 Problem definition
Several aspects of the model by Capuano et al. [21] need to be developed further, based on
various suggestions by de Zeeuw [22]. Firstly, the equations, assumptions and recommen-
dations are reevaluated to select improvements that result in a more comprehensive model.
Therefore, in this thesis, after an accurate review of options for improvement and expansion
of the base model (see Section 2.4), the following primary objectives are defined:

1. Improve existing model through removing assumptions, by implementing a focusing
laser beam profile, instead of a collimated laser beam and proper boundary conditions;

2. Run several simulation scenarios using the improved model, in order to study the in-
fluence of parameters, i.e. pulse energy, on the interaction of phenomena occurring
during laser-material interaction;

3. Extend the model by adding thermally induced stress calculations. That is, due to
observations in experimental studies [12,13,23] consistently show cracking due to laser
irradiation in the picosecond regime, see Figure 1.5.
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Figure 1.5: Cracks in crystalline sapphire surrounding the amorphized region.

The secondary objective of this thesis is resolving convergence problems of the model. The
existing model of de Zeeuw [22] has failed to converge under certain simulation conditions,
attributed to steep gradients and approaching critical numerical values of variables.

1.3 Structure of thesis
In Chapter 2 the model as developed by de Zeeuw and Capuano et al. [21,22] is presented
briefly. That is, a description to clarify the material assumptions, a summary of the physical
and mathematical description of the laser-sapphire behaviour, followed by the identification
of the limitations of the model and the selection of the steps for improvement, as briefly
mentioned in Section 1.2. This is followed by Chapter 3, which will discuss the theoretical
framework of the selected improvements. Chapter 4 describes the implementation in COM-
SOL Multiphysics®. In Chapter 5 the results of several simulation scenarios of the improved
model are given and discussed, describing model behaviour. The results of stress modelling
are presented and discussed in Chapter 6, as it is a separate extension of the model. Finally,
Chapter 7 draws conclusions and provides suggestions for future work.

The total number of pages in this thesis is excessive due to several pages of Chapter 5
and 6 containing only figures and graphs.



Chapter 2

Base model of laser-sapphire interaction

2.1 Introduction
The model presented by Capuano, de Zeeuw and Römer [21] describes, for isotropic sap-
phire, the laser-material interaction in a 2D axisymmetric domain via a system of equations,
allowing for numerical calculations. The system is a set of four Partial Differential Equa-
tions (PDEs), implemented in COMSOL Multiphysics® [22,24] and determines the (local)
material response of sapphire to a single, high intensity laser pulse.

Firstly, the assumptions leading to an isotropic material made by de Zeeuw [22] are
rigorous yet unclear, therefore in Section 2.2 the implemented simplifications are clarified.
Secondly, an overview of the laser-sapphire interaction is given, presenting the PDEs and
describing the physical phenomena expressed by each equation. The physical interpretation
of each term is summarized, stating the implemented frameworks, as further details are found
in de Zeeuw [22]. Finally, the limitations of the model are discussed, selecting several for
improvement in this thesis.

2.2 Sapphire
Crystalline sapphire (α-Al2O3) is the bulk material considered for laser processing, as the
simplification by de Zeeuw [22] are not elaborated upon, recapitulation is appropriate.

A single sapphire crystal consists of Al3+ and O2 – ions arranged as a rhombohedron,
forming a hexagonal crystal lattice, see Figures 2.1a and 2.1b. The crystalline field has no
symmetric center due to crystal lattice distortions, consequently crystallographic planes are
defined to determine properties of the bulk material, see Figures 2.1c and 2.1d.

Table 2.1: Mechanical parameters of sapphire.

Symbol Description Value Unit Source
ρ Density 3970 kg/m3 [2,25]
HV Hardness Vickers 16–22.5 GPa [2,25]
E Young’s Modulus 345–470 GPa [2,25]
σt Tensile strength 0.4–2.25 GPa [2,25]
σc Compressive strength 2–2.94 GPa [2,25]
σf Flexural strength 0.69–1.54 GPa [2,25]
ν Poisson’s ratio 0.27–0.30 - [2]

5
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The crystalline bulk material is characterized parallel and perpendicular to the C-axis,
where directional differences in parametric values are 10 to 20%. However, suppliers offer a
wider range of values for mechanical properties, see Table 2.1. Nevertheless, for processing
anisotropy is neglected, assuming isotropy for the optical, electrical and thermal parameters
relevant to laser-sapphire interaction.

Figure 2.1: Crystal structure sapphire: single crystals (a) containing Al3+ (black), O2 – (grey)
ions and octahedral holes (white) arrange in hexagonal cells, shown schemati-
cally in the basal plane (b) and along the C-axis perpendicular to the plane (c)
shows the location of the main crystallographic places (d) in relation to the ions
(adapted from [2]).

2.3 Overview laser-sapphire interaction
The model of de Zeeuw [22] consists of four PDEs, using the following variables, as the
mathematical description of the laser-sapphire interaction:

1. Intensity (I), describing the propagation of the laser pulse energy;

2. Free electron density (ne), describing the (local) production rate of free electrons;

3. Free electron temperature (Te), describing the total kinetic energy of free electrons;

4. Lattice temperature (Tl), describing the classical material temperature.

These quantities determine the numerical values of terms in other PDEs, leading to a
complex network of interaction, see Figure 2.2. As each of the four terms affects one or more
physical phenomena occurring in the material (solid lines), the phenomena subsequently
affect one or more of the variables (dashed lines).

The incident laser pulse description determines the intensity profile and consequent ex-
citation of electrons, known as (charge) carriers, in the electron cloud of the Al3+ and O2 –

ions. The physical phenomena and their effects occur on various timescales, see Figure 1.3,
divided into four major regimes. The mathematical and physical description of the laser
pulse, four PDEs and interaction phenomena presented briefly, for full details refer to de
Zeeuw and Capuano et al. [21,22].
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Figure 2.2: Base model relations and variable interaction.
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2.3.1 Laser pulse configuration and propagation
The properties of a laser beam, related to the electromagnetic wave phenomenon, allow for
focusing of the beam. When combined with ultrashort pulse times and high pulse energy,
described by the temporal and spatial pulse profile respectively, high intensities are obtained
in the focal point [26,27].

The temporal power profile describes the pulse power in time, dependent on the pulse
energy (Ep) and pulse time (tp). Commonly for lasing sources the temporal profile of a pulse
is Gaussian, see Figure 2.3, giving the power output as a function of time [28]. The pulse
time is defined as the time between 50% of the maximum power before and after the peak of
the pulse (t = 0), known as the Full Width Half Maximum (FWHM) pulse time.

Figure 2.3: Example of typical Gaussian temporal ultra short laser pulse for processing sap-
phire, (FWHM) pulse time (tp) is 2[ps].

The temporal power profile is determined using the following equations [29]:

P (t) =
Ep

σ
√

2π
exp

[
−

(
t√
2σ

)2]
, (2.1)

where

σ =
tp

2
√

2ln(2)
, (2.2)

is the standard deviation of the pulse time.
Typically, in laser processing of sapphire, the power density distribution or spatial profile

is also Gaussian, see Figure 2.4. Here, the intensity distribution at the focal plane, is defined
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as [30]:

I0(r, t) =
2P (t)

πw2
0

exp

[
−

(
r

w2
0

)2]
, (2.3)

where w0 and r are the beam waist and the radial coordinate respectively, describing the
incident pulse energy for the model and P (t) is the temporal power profile.

Figure 2.4: Example of typical Gaussian spatial laser pulse profile for processing sapphire,
beam waist (w0) is 100[nm].

In the model the temporal and spatial profile are implemented as a boundary condition at
the top surface of the domain. The pulse propagation throughout the domain is calculated as
a spatial derivative w.r.t. z, the propagation direction [21,22]:

∂I

∂z
= −Lmpi(I)− Labs(I, ne), (2.4)

where, depending on the (local) intensity and free electron density, the pulse energy is ab-
sorbed through multiphoton ionization (Lmpi) and free electron absorption (Labs), explained
in Section 2.3.2, expressed as two loss terms, see Section 2.3.5 for the full expressions.

2.3.2 Free electron density
The absorption of pulse energy generates free electrons, resulting in a free electron density.
However, before excitation the electrons are in an initial configuration. The simplification to
a discrete atomic band structure, see Figure 2.5, is deemed sufficient to describe electron be-
haviour, as the complete electron configuration is complex. The simplified structure consists
of an outer and inner energy band, known as the valence band (VB) and conduction band
(CB), governing the material response and interaction properties [31].
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Figure 2.5: Simplified energy band structure, electrons (©) occupy the bands, leaving holes
(
⊗

) after excitation (adapted from [31]).

When sufficiently excited, electrons from the VB are promoted to the CB, crossing the
energy gap, known as the band gap, become free electrons, able to move freely through the
material. An electron cannot obtain an energy level which is in the band gap, therefore it is
also known as the forbidden band.

The promoted electron leaves a hole (or empty state) in the VB, available for a low
energy electron. Holes, albeit not physical particles, represent empty states as a positive
charge, frequently used to significantly simplify the density states in bands [31].

The density states and electron behaviour in the model is dependent on the intensity
and existing free electron density. The free electron generation and relaxation is determined
using the following equation [21,22]:

∂ne
∂t

= Ppi(I) + Pabs(I, ne)− Lrec(ne), (2.5)

where two production terms on the right hand side promote free electrons, the first (Ppi)
via multiphoton and tunneling ionization and the second (Pabs) via free electron absorption,
in conjunction with impact and avalanche ionization. The loss term (Lrec) reduces the free
electron density by means of Auger recombination, i.e. recombination of an electron and
hole, see Section 2.3.5 for the full expressions.

Single, multiphoton and tunneling ionization

Single- and multiphoton ionization, see Figures 2.7a and 2.7b, is the absorption of photon
energy by a low energy electron, promoting the electron and ionizing the material. For
certain wavelengths sapphire is transparent for incident light, requiring multiple photons to
promote an electron to the CB. At high intensities multiphoton ionization is triggered. That
is, electrons are excited to occupy an intermediate energy state, e.g. provided by doping
(intentional introduction of impurities), from which they are further promoted to the CB [32].

Additionally, high intensity distorts the band structure of atoms and molecules, reducing
the size of the band gap. This leads to the VB and CB to overlap, enabling tunneling ioniza-
tion, meaning the electrons are free to move from the VB to the CB without gaining kinetic
energy, increasing the free electron density.

The so-called Keldysh ionization framework [33] can be used to mathematically describe
multiphoton and tunneling ionization behaviour in a single term (Ppi) at the right hand side of
Equation (2.5), generating free electrons, see Figure 2.6. At low intensity multiphoton ion-
ization is dominant, prior to the transition period between 1.5·1016[W/m2] and 6·1016[W/m2],
over which tunneling ionization is dominant and multiphoton ionization diminishes.
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Figure 2.6: Keldysh ionization (solid line), describing multiphoton ionization behaviour
(light grey region), before transitioning to tunneling ionization behaviour (dark
grey region) [22].

Free electron absorption, impact and avalanche ionization

Free electron absorption, see Figure 2.7c, is a consequence of initial electron excitation, the
free electrons absorb the incoming photons, gaining additional kinetic energy. High energy
free electrons have an increased probability of exchanging energy with bounded electrons in
the VB, leading to impact and subsequent avalanche ionization, see Figure 2.8.

High energy free electrons scatter through the material, where interaction, known as
collisions or impact ionization, see Figure 2.7d, with bonded electrons in the VB can oc-
cur. Sufficient energy is exchanged to promote the bonded electron to the CB, creating an
electron-hole pair reducing the high energy electrons kinetic energy, i.e. the reduction of free
electron temperature.

(a) Single photon ionization. (b) Multi-photon ionization. (c) Free electron absorption. (d) Impact ionization.

Figure 2.7: Electron excitation processes, promoting a single electron from the valence band
to the conduction band (adopted from [32]).
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Figure 2.8: Multi-photon ionization promoting the initial electron, gaining kinetic energy
through free electron absorption (known as inverse Bremsstrahlung), causing
initial impact events resulting in avalanche ionization (adopted from [34]).

As more electrons are promoted, more photons are absorbed by free electrons, leading
to more impact events. The production rate of free electrons, due to collisions with bounded
electrons in the VB, increases significantly and becomes the dominating effect of electron
generation, known as avalanche ionization [32].

The Drude model [35] is implemented in the model, due to applicability for various pro-
cessing conditions and availability of the required material parameters, using a single term
(Pabs) at the right hand side of Equation (2.5). At low intensity and free electron density it
describes free electron absorption, yet when free electron density increase, the mean elec-
tron collision time decreases, inducing impact and subsequent avalanche ionization, rapidly
promoting electrons to the CB.

Auger recombination

The loss term (Lrec) in Equation (2.5) is Auger recombination, a non-radiative process re-
ducing the free electron density by recombination of an electron and a hole. As a result, the
kinetic energy difference between the recombined electron and hole is transferred to an other
free electron in the CB, the inverse process of impact ionization, see Figure 2.7d. The occur-
rences of recombination events increases with increasing free electron density, dependent on
the mean recombination time of the medium, assumed to be constant [16].

2.3.3 Free electron temperature
The total kinetic energy of the free electron is described by the free electron temperature,
dependent on all four variables (I ,ne,Te,Tl):

da
∂Te
∂t

+∇· (−Ke∇Te) = Smpi(I)+Sabs(I, ne)−LTTM(Te, Tl)−CC(ne, Te)+C(ne, Te),

(2.6)
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where the two source terms (Smpi,Sabs) are equivalent to the loss terms of Equation (2.4),
explained in Section 2.3.2. The loss term (LTTM ) describes carrier-phonon collisions, cor-
responding with the source term of Equation (2.7). The other terms are the internal effects
of damping (da ∂Te∂t ), diffusion (∇ · (−Ke∇)) and carrier-carrier collisions (CC), plus an ax-
isymmetry correction term (C) explained below. See Section 2.3.5 for the full expressions.

Carrier-phonon interaction

The loss term (LTTM ) of carrier-phonon interaction transfers energy from the free electrons
to the lattice of sapphire. That is, collisions between free electrons and phonons, a quantum
mechanical description of vibrational motion of the lattice, dissipates kinetic energy into the
medium.

The transfer of thermal energy is assumed to occur according to the classical Fourier law,
validated due to the duration of temperature increase as compared to the relaxation time of
free electrons. Accordingly a well known two-temperature model is implemented, depen-
dent on the free electron and lattice temperature, connected by the carrier-phonon coupling
coefficient [16,27,36].

Damping, diffusion, carrier-carrier interaction and correction

During and after excitation of electrons, the electron temperature varies throughout the
medium. The damping term (da ∂Te∂t ) in Equation (2.6) determines the change in (local) elec-
tron temperature, depending on the electron heat capacity [20].

The electron temperature diffusion (∇ · (−Ke∇Te)) redistributes the free electron tem-
perature throughout the domain. That is, free electrons exchange energy induced by carrier-
carrier interaction, redistributing the free electron temperature evenly, by diffusing kinetic
energy from more to less excited regions, known as electron-thermal diffusion. As the free
electron density increases additional carrier-carrier interaction (CC) are prevalent, forcing
the shape of the energy distribution towards a Maxwellian distribution to achieve (local)
equilibrium [20,37].

A supplementary term (C) in Equation (2.6) is implemented to account for two dimen-
sional axisymmetry. The Coefficient Form PDE module used in COMSOL Multiphysics®

solves for three dimensional heat conduction, the full derivation of the correction term can
be found in de Zeeuw [22].

2.3.4 Lattice temperature
The lattice temperature is described according to the classical heat equation:

ρCp
∂T

∂t
+∇ · (−Kl∇Tl) = STTM(Te, Tl), (2.7)

where the source term is carrier-phonon interaction (STTM ), see Section 2.3.3. The damping
term (ρCp ∂T∂t ) in Equation (2.7) is similar to damping in Equation (2.6), dependent on the heat
capacity of the medium. Furthermore, heat conduction (∇ · (−Kl∇Tl)) due to temperature
differences in the domain is dependent on the thermal conductivity of the material, assumed
constant, see Section 2.3.5 for the full expressions.
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2.3.5 Base model equations
The full expression and relevant parameters for each term discussed above are given:

From Equations (2.4) and (2.6) the multiphoton absorption:

Lmpi(I) = −Smpi(I) = 8Wmpi(I)Eph, Eph =
hc0
λ
, (2.8)

where the absorption is determined by the production rate according to the multiphoton ion-
ization of the Keldysh framework (Wmpi), see Figure 2.6. Promoting an electron to the CB
requires 8 photons, where the photon energy is determined by the Planck constant (h), speed
of light in vacuum (c0) and the wavelength (λ) of the photon.

From Equations (2.4) and (2.6) free electron absorption, impact and avalanche ionization:

Labs(I, ne) = −Sabs(I, ne) = σabneI, (2.9)

where the absorption according to the Drude model is determined by the free electron cross-
section (σab), the (local) free electron density (ne) and (local) intensity (I).

From Equation (2.5) tunneling and multiphoton ionization, described using the Keldysh
framework:

Ppi(I) = Wpi(I), (2.10)

a production term, dependent on the (local) intensity (I).
From Equation (2.5) the term generating free electron via free electron absorption, impact

and avalanche ionization:

Pabs(I, ne) = σabI
ne
Eg
, σdr =

e2

c0ε0nm∗e

τc
1 + ω2τ 2c

, τc =
16πε20

√
m∗e(0.1Eg)

3

√
2e4ne

, (2.11)

where the band gap energy (Eg) and the absorption cross-section (σab), of which the most
important parameter is the mean electron collision time (τc), describe production dependent
on the (local) intensity (I) and free electron density (ne). Furthermore, the absorption cross-
section and mean electron collision time depend on the elementary charge (e), free space
permittivity (ε0), refractive index (n), effective electron mass (m∗e) and frequency of light
(ω).

From Equation (2.5) the free electron relaxation:

Lrec(ne) =
ne − ne,init

τrec
, (2.12)

depending on the initial free electron density (ne,init), (local) free electron density (ne) during
and post-processing and recombination time (τrec).

From Equations (2.6) and (2.7) the two-temperature exchange:

LTTM(Te, Tl) = −STTM(Te, Tl) = GTTM(Te − Tl), GTTM =
3
2
kbne

τrel
, (2.13)

where the free electron temperature (Te) and lattice temperature (Tl) exchange energy ac-
cording to the electron-phonon coupling coefficient (GTTM ), dependent on the Boltzmann
constant (kb) and electron-lattice relaxation time (τrel).
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For the carrier-carrier interaction term, from Equation (2.6):

CC(ne, Te) =
∂ne
∂t

(Eg +
3

2
kbTe), (2.14)

all parameters have been mentioned above.
The correction term from Equation (2.6):

C(ne, Te) =
1

r
Ke

∂Te
∂r

, Ke =
2k2bTeneµe

e
, (2.15)

where the radial coordinate (r), (local) free electron temperature (Te) and the electron-
thermal diffusion coefficient (Ke), depending on above mentioned parameters and the elec-
tron mobility (µe), correct the PDE for assuming axisymmetry.

2.4 Limitations and selected improvements
It was concluded by de Zeeuw [22] that overall the base model and study results are in
agreement with experiments. However, convergence issues are to be resolved and limitations
of the model are to be reduced, giving several suggestions for improvement:

1. Better estimation of free electron absorption coefficient. That is because the current
coefficient is an assumption to prevent negative free electron temperatures;

2. Limit the amount of electrons available for promotion from the VB to the CB to pre-
vent non-physical behaviour, as the electron density surpasses the amount of electrons
available in the VB;

3. Implement a denser mesh of the calculation grid and/or higher order elements to pre-
vent numerical convergence errors, which lead to the simulation failing to complete
due to the inability of solving steep gradients encountered at high intensity and free
electron densities;

4. Extend model by focusing of the laser beam below the surface and include optical
effects. That is because the base model propagates a nonphysical, collimated beam,
see Figure 2.9 at t = −0.8[ps], leading to surface processing, see Figure 2.10 at t =
−0.6[ps];

5. Include change of material properties and phase changes, allowing for an estimation
of the morphology of induced modifications.

Figure 2.9: Resulting intensity distribution being a collimated laser beam, as used in the
base model [21,22].
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Figure 2.10: Resulting free electron density distribution, due to collimated laser beam used
in the base model [21,22].

It was decided to address the following (most essential) suggestions for improvement in this
thesis:

1. Implement a focusing laser beam profile to model the subsurface processing of sap-
phire (see suggestion 4. above);

2. Implement boundary conditions, to include interaction with the surrounding sapphire,
the base model neglects interaction with the bulk material. This leads to accumulation
of the pulse energy, causing and maintaining a high lattice temperature, as no energy
diffuses into the bulk material;

3. Add stress calculations (see suggestion 5. above), as in experimental studies [12,13,23]
the frequent formation of cracks have been observed, see Figures 1.2 and 1.5, fre-
quently resulting from stress concentrations.



Chapter 3

Theory model improvements

3.1 Introduction
The theory regarding the selected model improvements in Section 2.4 is presented in this
chapter. First, the theoretical description of light for laser beam propagation is given (model
improvement 1.), leading to a simplified description of a Gaussian pulse in a medium. Sub-
sequently, for each PDE the addition of boundary conditions is evaluated, giving equation
where the boundary conditions are justified (model improvement 2.). Next, an extension of
the model to determine thermal stress is given (model improvement 3.). Finally, the Drude-
Lorentz and saturated absorption models are introduced, two alternative models studied, yet
not implemented due to complexity and computational demand.

3.2 Laser beam propagation
The description of laser light propagation is dependent on the optical effects that are to be
included in the model. Therefore it is difficult to select a-priori the most suitable theory of
light to describe laser-material interaction.

Quantum optics [38], see Figure 3.1, effectively encompasses all optical effects, yet re-
sults in a computationally demanding model and is therefore disregarded. Ray optics is at the
other end, an oversimplification of light, assuming the wavelength to be infinitesimal, ignor-
ing the wave properties of light, therefore unsuitable for modelling complex optical effects
occurring in laser-material interaction.

Figure 3.1: Theories of light [38].

The other theories of light, are discussed according to Saleh and Teich [38], starting at
electromagnetic optics, leading to wave optics and finally beam optics, by taking several
assumptions.

17
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Electromagnetic optics

The description of light is given by two vector fields, the electric (E(x, t)) and magnetic
(H(x, t)) field, as a function of space and time. The vector fields are coupled, satisfying
Maxwell’s equations:

∇×H = ε0
∂E
∂t
, (3.1a)

∇× E = −µ0
∂H
∂t

, (3.1b)

∇ · H = 0, (3.1c)
∇ · E = 0, (3.1d)

given for free space, where ε0 and µ0 are the electric permittivity and magnetic permeability
of free space respectively. Additionally, each of the vector field scalars (Ex, Ey, Ez,Hx,Hy,Hz)
is required to satisfy the wave equation:

∇2u− 1

c20

∂2u

∂t2
= 0, c0 =

1
√
ε0µ0

, (3.2)

where c0 is the speed of light in vacuum.
In a medium, lacking free electric charge or current, the effects on light propagation

extend Maxwell’s equations using the electric (D(x, t)) and magnetic (B(x, t)) flux density:

∇×H =
∂D
∂t
, (3.3a)

∇× E = −∂B
∂t
, (3.3b)

∇ · D = 0, (3.3c)
∇ · B = 0, (3.3d)

where the vector fields are defined as:

D = ε0E + P , (3.4a)
B = µ0H + µ0M, (3.4b)

where the polarization (P(x, t)) and magnetization (M(x, t)) vectors depend on the applied
magnetic and electric fields and the electric and magnetic material parameters. To describe
specific optical effects the equations are modified using additional assumptions.

The electromagnetic power flow of the laser beam is determined by the Poynting vector,
showing the direction is orthogonal to the electric and magnetic field:

S = E ×H, (3.5)

determining the optical intensity by taking the time-average of the Poynting vector:

I(x, t) = 〈S〉 =
1

T

∫ T

0

S(t)dt, (3.6)

describing the power flow across a unit area normal to the Poynting vector [38,39].
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Wave optics

Wave optics simplifies the light description to a single scalar wave (u(x, t)), known as the
wave function, satisfying Equation (3.2). Propagation through a homogeneous medium re-
duced the speed of light by means of the refractive index (n) according to:

c =
c0
n
, n =

√
ε

ε0

µ

µ0

, (3.7)

replacing the speed of light in free space (c0) in Equation (3.2), where ε and µ are the electric
permittivity and magnetic permeability of the medium.

The optical intensity or irradiance follows from the wave function according to:

I(x, t) = 2〈u2(x, t)〉, (3.8)

where the optical power flowing into an area is determined by integration:

P (t) =

∫
A

I(x, t)dA, (3.9)

determining the optical pulse energy for a time interval, for example pulse time (tp), by
integration over time:

Ep =

∫
tp

P (t)dt, (3.10)

able to describe the laser input, see Section 2.3.1, showing Gaussian power and intensity
profiles in Figures 2.3 and 2.4 [38].

Beam optics

Further simplification, within wave optics, assuming monochromatic waves and a complex
wave function, reduces Equation (3.2) to the Helmholtz equation:

∇2U + k2U = 0, k =
2π

λ
=
ω

c0
, (3.11)

where k, λ and ω are the free space wavenumber, optical wavelength and angular frequency
respectively. Furthermore, assuming a paraxial wavefront primarily travelling in one direc-
tion through a homogeneous medium, i.e. the slowly varying envelope approximation, leads
to the paraxial Helmholtz equation:

∇2
Tu− j2k0

∂u

∂z
= 0, k0 =

2πn

λ
, (3.12)

where k0 is the reference wave number, satisfied by a paraxial wave according to:

U(x) = A(x)exp[−jkz], (3.13)

where A(x) is a position dependent, slowly varying envelope function, determining the am-
plitude of the wave. The envelope variation and its derivative require to be slow over the
distance of a single wavelength, i.e. maintaining plane-wave behaviour.
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The Gaussian beam is one useful solution satisfying Equation (3.12) and (3.13), given
for the cylindrical coordinate system and propagation in positive z-direction:

U(r) = U0
w0

w(z)
exp
[
− r2

w(z)2

]
exp
[
− jk0z + jζ(z)− jk0

r2

2R(z)

]
, (3.14)

where w0, w(z), R(z) and ζ(z) are the beam radius, beam width, wavefront curvature and
Gouy phase defined respectively as:

w0 =

√
λzR
π
, (3.15a)

zR =
πw2

0

λ
, (3.15b)

w(z) = w0

√
1 +

(z − zf
zR

)2
, (3.15c)

R(z) = (z − zf )
[
1 +

( zR
z − zf

)2]
, (3.15d)

ζ(z) = tan−1
(z − zf

zR

)
, (3.15e)

where zf is the focal point and zR is the Rayleigh length.
At z = 0, the focal point, the beam width is equal to beam diameter or spot size (2w0),

diverging further outside the depth-of-focus according to a hyperbolic relation. The depth-of-
focus for a Gaussian beam is the confocal parameter (b), equal to twice the Rayleigh length,
at which the the beam radius has increased by a factor of

√
2, see Figure 3.2a [26,40,41].

The first term in the exponential of Equation (3.14) describes plane wave behaviour,
followed by the second term describing the phase. Here the Gouy phase, see Figure 3.2a,
multiplied by 102 to emphasize its behaviour, shows that the phase advances around the focal
region, due to wavefront curvature changing rapidly over the length of a single wavelength.
It causes the wave velocity to surpass the speed of light, however the wave equation is still
satisfied, however the phase shift is stronger for higher-order Gaussian beam modes [42].

The shape of the wavefronts is determined by the final term in the exponential term of
Equation (3.14), where R(z) describes the wavefront curvature. At z = 0 the wavefront has
no curvature, increasing to maximum curvature at the Rayleigh length (±zR), followed by a
gradual decrease of curvature outside the depth-of-focus, see Figure 3.2b [38,43].

The optical intensity of the Gaussian beam, as a function of the spatial coordinates, is:

|U(r)|2 = I(r, z) = I0

[ w0

w(z)

]2
exp
[
− 2r2

w(z)2

]
, (3.16)

where I0 represent the maximum power of the beam, where Equation (3.9) and 3.10 are used
to include a time-dependent behaviour.

The (2D) Gaussian intensity profile, see Figure 3.2c and 3.2d, showing the distribution
of the intensity at the peak of the pulse (t = 0), excluding any material or optical effects
modifying the beam profile.
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(a) w(z) (−−) and ζ(z) ∗ 102 (−·). (b) R(z) (−−) and 2zR (−).

(c) Gaussian intensity profile (r, z). (d) Gaussian intensity profile (r, z, I).

Figure 3.2: Gaussian beam parameters and intensity profile (I0 = 1012, w0 = 500[nm],
λ = 1030[nm], zf = 0[nm]).

In version 5.3a of COMSOL Multiphysics®, used for this thesis, the paraxial Helmholtz
equation is unavailable and using wave properties of light increases computational time sig-
nificantly. Therefore, the Gaussian optical intensity profile derived from wave optics, Equa-
tion (3.16), is selected. The intensity profile is sufficient to compute a material response, but
neglects optical effects, for implementation, see Chapter 4.

3.3 Boundary conditions
The base model, see Chapter 2, lacks proper boundary conditions, neglecting interaction
with the surrounding bulk material. That is, in the base model all PDEs (I, ne, Te, Tl) have
zero flux boundary conditions, containing all effects within the domain.

The PDE describing the changing local intensity, see Equation (2.4), uses a spatial deriva-
tive to determine the intensity distribution. In the base model an input boundary conditions
at the top surface sets the conditions for this distribution, where only absorption terms in
the domain, depending on (local) intensity and free electron density, modify the shape of
the profile. Boundary conditions do not affect the shape of the beam and are therefore not
implemented, maintaining the zero flux boundary conditions.
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Similarly, in the base model the PDE describing free electron density, see Equation (2.5),
models (local) excitation of electrons dependent on the incident intensity and free electron
density. Including interaction with the bulk material, the transport of electrons, requires a
drift-diffusion model [31,44,45], introducing new equations and considerably extending the
model. Again, in the base model the PDE is unaffected by boundary conditions and therefore
not implemented, maintaining the zero flux boundary conditions.

Electron temperature diffusion

The PDE determining free electron temperature, see Equation (2.6), includes diffusion be-
haviour in the calculation domain. Thus, boundary conditions properly describing continuing
diffusion into the bulk sapphire affects the free electron temperature.

The boundary conditions to describe diffusion into the bulk are in accordance with ther-
mal conduction [46]. Dependent on the electron thermal conductivity (Ke), a heat flux
boundary condition is therefore proposed:

φTe = −Ke∇Te, (3.17)

emulating the electron diffusion behaviour in the domain, dependent on the free electron
temperature and free electron density at the boundary, see Equation (2.15).

Lattice temperature diffusion

The PDEs modelling electron and lattice temperature describe an identical quantity and the
lattice temperature PDE contains a heat conduction term, depending on the thermal conduc-
tivity (k). A boundary condition analogous to Equation (3.17) is proposed:

φTl = −k∇Tl, (3.18)

depending only on the lattice temperature at the boundary, as the thermal conductivity is
constant, conduction into the bulk material is modeled.

The implementation of the boundary conditions in COMSOL Multiphysics® is further
elaborated in Chapter 4.

3.4 Thermal stress
The base model, see Chapter 2, does not include material modification. The lattice tem-
perature of the material during and post-processing modifies the material. Besides thermal
effects several other material modifications occur, phase changes leading to amorphization
and void formation characterize the post-processing morphology [12].

Yet, the temperature and temperature changes in sapphire are available in the base model,
described by Equation (2.7), leading to thermal stress and possibly connected to crack for-
mation. To determine the influence of thermal stress, the inverted constitutive equation de-
scribing the induced thermal stress is implemented [27,47,48]:

σ = C(ε− αTl), (3.19)

where (C) is the elasticity tensor, dependent on material properties, giving the full form for
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isotropic sapphire in cylindrical coordinates:


σr
σθ
σz

 =
E

(1− 2ν)(1 + ν)

(1− ν) ν ν
ν (1− ν) ν
ν ν (1− ν)


εr
εθ
εz

− E

(1− 2ν)


αrTl
αθTl
αzTl

 ,

(3.20)
where ν and E are Poisson’s ratio and Young’s modulus given in Table 2.1.

As the model is 2D axisymmetric and only the thermal strain is modeled (εr = εθ = εz =
0), which reduced Equation (3.20) to:{

σr
σz

}
= − E

(1− 2ν)

{
αrTl
αzTl

}
, (3.21)

leading to stress exclusively due to thermal expansion, dependent on the lattice temperature
and thermal expansion coefficient (α).

The thermal expansion coefficient is dependent on the temperature and orientation with
respect to the crystallographic planes, see Section 2.2 and Figure 3.3. A wide range of
thermal expansion coefficient is found in literature, showing nonlinear behaviour as shown
in Figure 3.3, however an equation is unavailable.

Figure 3.3: Thermal expansion coefficient dependent on temperature and orientation to C-
axis [25].

Therefore, based on the limited data available, for relative elongation and averaged ex-
pansion parallel and perpendicular to the C-axis, see Figure 3.4, a linear approximation of
the thermal expansion coefficient is determined. Selecting the approximation based on the
averaged C-axis expansion, as the polynomial approximation of the data in Figure 3.4 most
closely resembles the coefficients shown in Figure 3.3. This leads to the following equation
determining the linear expansion coefficient:

αr = αz = 5.4664 · 10−6 + 0.0026 · 10−6Tl, (3.22)
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maintaining the assumption of isotropic material, see Section 2.2. That is, the coefficient in
radial, perpendicular to the symmetric axis, and height direction, parallel to the symmetric
axis, is identical.

The implementation of the thermal stress in COMSOL Multiphysics® is further discussed
in Chapter 4.

Figure 3.4: Thermal expansion coefficient (α), point data, linear and polynomial approxima-
tions based on relative elongation (#1) and averaging of the expansion parallel
and perpendicular to the C-axis (#2) (produced from [2]).

3.5 Alternative absorption models
The suggestion to include optical effects (model suggestion 4., see Section 2.4) has been
considered, to connect absorption effects and electromagnetic or wave optics, described in
Section 3.2. Modelling these optics increase the complexity of the base model significantly,
modifying the model input by replace the PDE shaping the intensity. Accordingly, a new
connection to the other PDEs, for a comprehensive model, has to be found.

Several possibilities to model were evaluated, of which two, the Drude-Lorentz and sat-
urated absorption model were most suitable due to limited complexity, however the exact
connection to the optics and base model remained unclear.

Both models are discussed briefly in the following sections, requiring Maxwell’s equa-
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tions, extended by the material effects according to Equations (3.3a) to (3.3d). Where for
Equations (3.4a) and (3.4b), describing the material effects, magnetization of sapphire is ne-
glected, as magnetic susceptibility is negligible (χm < 10−6) and electric susceptibility is
high (χe < 101), assuming all material effects are due to polarization [2,38,49]:

P = ε0χeE = (εr − 1)E , (3.23a)
M = χmH = (µr − 1)H = 0 (3.23b)

3.5.1 Drude-Lorentz model
The Drude-Lorentz model [50–52] is a combination of the Drude model for electron trans-
portation in metals or highly doped semiconductors, extended by the Lorentz model, to in-
clude dispersion around a resonant frequency. The Drude model uses a dielectric function to
describe the changing electric permittivity of the medium in Maxwell’s equations:

εr = ε∞ −
ω2
p

ω(ω + jγ)
, (3.24)

where the high frequency permittivity (ε∞), damping term (γ) are material dependent and
the plasma frequency is given by:

ωp =

√
nee2

ε0m∗e
, (3.25)

where ne, e, ε0 and m∗e are the free electron density, electron charge, free space permittivity
and effective electron mass respectively. The frequency of light in the Drude model describes
absorption for 0 < ω < γ, reflection for γ < ω < ωp and transmission for ω > ωp.

The extension by Lorentz includes strong dispersion, around a resonance frequency (ω0),
giving the following equation:

εr = ε∞ −
ω2
p

ω(ω + jγ)
+

∆∈ω
2
p

−ω2 + jγω + ωo
, (3.26)

yet, the dependence on frequency makes the implementation into a time-dependent study
ambiguous.

3.5.2 Saturated absorption model
The saturated absorption model [53–55] simulates electron kinetics for a saturable absorber,
i.e. materials with a nonlinear absorption coefficient. At low intensity the photons are ab-
sorbed, exciting electron to the CB, as explained in Section 2.3.2. When recombination is
infrequent the excited electrons remain in the CB while more electrons are excited, decreas-
ing the amount of electrons in the VB available for excitation, thus saturating the absorption
effect.

Combining the excitation with rate equations, similar to Equation (2.5), a new equation
describing free electron density is obtained. Additionally, the saturated absorption model
allows for a multilevel system, see Figure 3.5, for absorption at different frequencies of
light. A two-level system uses the following equation:

dN1

dt
= −N1

τrec
+

1

h̄ω0

E · dP
dt
, Ntot = N0 +N1, (3.27)
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where N1, N0, Ntot are the free, bounded and total electron population density, conserving
the number of electrons. The lifetime of the free electrons is determined by the recombi-
nation time (τrec) and the excitation by the transition frequency (ω0) and reduced Planck
constant (h̄).

Figure 3.5: Jablonski diagrams of two- and four-level systems, showing transition and re-
laxation times [53].

The excited electrons lead to macroscopic polarization, depending on the difference in
electron energy in the excited and bounded state. The polarization is described using the
following equation:

d2P10

dt2
+ γ10

dP10

dt
+ ω2

0P10 = κ(N0 −N1)E, κ =
6πε0c

3

τrecω0
√
εr
, (3.28)

where κ is the coupling factor between the polarization and electric field vector, εr is the
permittivity of the medium and γ10 the sum of all damping effects.

The macroscopic polarization is coupled with Maxwell’s equations using Equation (3.4a),
to describe absorption effects affecting the electric field vector. However, the model is dis-
regarded as the connection to the free electron temperature is unclear, electromagnetic wave
optics increases the computational demand and complexity of the model.

Finally, the optical intensity profile was selected, see Section 3.2, neglecting the optical
effects, described using the wave properties of light.



Chapter 4

Model implementation

The first primary objective, see Section 1.2, is the implementation of improvements in the
existing base model. The theoretical framework of the improvements, which were discussed
in Chapter 3, serve as the guideline for the implementation.

The improved model, see Figure 4.1, includes the additional components and displays
new relations and subsequent interaction. However, the modules representing the relevant
physics in COMSOL Multiphysics® have limited options due to set equations for each mod-
ule, also discussed in this chapter.

First, the Gaussian optical intensity profile implementation is described, followed by the
implementation of boundary conditions. Third, the implementation of thermal stress is de-
scribed, as an extension of the model, requiring two additional physics modules in COMSOL
Multiphysics®. Finally, the mesh and solver configuration are adjusted for the improved
model, along with accounting for the maximum available electrons, further stabilizing the
model numerically.

4.1 Laser intensity distribution
The Gaussian optical intensity profile describes the laser pulse as a function of space and
time, see Section 2.3.1. In the base model this results in a collimated beam. Therefore
Equation (3.16) for optical intensity requires modification to include a time-dependent com-
ponent, according to Equation (2.1), leading to an adapted boundary condition:

I(r, z, t) =
2P (t)

πw(z)2
exp

[
−2r

w(z)2

]
, (4.1)

where, for differentiation, the beam radius (w(z)) according to Equation (3.15c) is rewritten
using Equations (3.15a), (3.15b) and the beam divergence of a Gaussian laser beam [56]:

θ =
λ

πw0

, (4.2)

to substitute the beam radius (w0) and Rayleigh length (zR), resulting in a beam diameter
dependent on the spatial coordinate z:

w(z) =
λ

πθ

√√√√1 +

(
λ(z − zf )
π( λ

πθ
)2

)2

, (4.3)

and the optical wavelength (λ), radial beam divergence (θ) and focal point (zf ) as constants.
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Figure 4.1: Improved model relations and variable interaction (additions in red boxes).
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The modification of the boundary condition alone is insufficient to describe the intensity
profile in the domain. The intensity PDE, Equation (2.4), shapes the intensity profile using a
spatial derivative, thus a spatial and temporal component is modified to describe the Gaussian
pulse:

∂I

∂z
= −Lmpi(I)− Labs(I, ne) + P (t)Dpulse(r, z), (4.4)

where the temporal profile (P (t)), according to Equation (2.1), determines the change of
intensity w.r.t. time in the domain.

However, the spatial component of the term requires differentiation, as stated above,
using Equations (4.1) and (4.3):

Dpulse(r, z) = 2π3exp

[
− 2r2θ2π2

λ2
(
π2(zf−z)2

λ2θ4
+ 1
)] (2zf − 2z)

λ4θ2
(
π2(zf−z)2

λ2θ4
+ 1
)2

− 4r2π5exp

[
− 2r2θ2π2

λ2
(
π2(zf−z)2

λ2θ4
+ 1
)] 2zf − 2z

λ6
(
π2(zf−z)2

λ2θ4
+ 1
)3 ,

(4.5)

describing the spatial intensity distribution after integration.

4.2 Boundary conditions
In COMSOL Multiphysics® the options for boundary conditions are different for each physics
module. For the PDE modules options are limited, whereas for the Heat Transfer module,
used to model the lattice temperature via the classical heat equation, more options are avail-
able.

Electron temperature flux

The boundary condition for electron temperature diffusion, see Equation (3.17), into the bulk
is implemented using a flux boundary conditions:

−n · (−Ke∇Te) = g − qTe, (4.6)

where g and q are the free variables.
Modifying q, depending on the normal (n) at the boundary, the electron-thermal flux

over the length of the boundary is:

qr =
Ke

∆z
, qz =

Ke

∆r
, (4.7)

where qr is used at the boundary where the normal points in r-direction, the right boundary.
Hence qz is used at the boundaries where the normal points in the z-direction, the bottom
boundary.

Lattice temperature conduction

The boundary condition for lattice temperature diffusion, see Equation (3.18), into the bulk
is implemented using a thin layer boundary conditions, applying a thermally thick layer
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approximation. The equation describing conduction into the thick layer is:

−n · q = −1

2
dρCp

∂Ttl
∂t
− (Tl − Ttl)

R
+

1

2
dQ and R =

d

k
, (4.8)

increasing the layer thickness (d) in the boundary condition leads to a layer size comparable
to an infinite domain approximation. Where, the layer density (ρ), heat capacity (Cp) and
thermal conductivity (k) are equivalent to the domain.

The first term (1
2
dρCp

∂Ttl
∂t

) describes the temperature change in the layer and the second
term ( (Tl−Ttl)

R
) the heat conduction to the layer. The final term (1

2
dQ) is neglected, because

it describes an external source, providing heat to the domain, not present in the described
model.

4.3 Thermal stress
To include thermal stress the model requires extension implementing additional modules in
COMSOL Multiphysics®, connecting to the Heat Transfer module describe the lattice tem-
perature. The Multiphysics module of Thermal Expansion connects the lattice temperature
to the Solid Mechanics module, to generate a thermal stress output.

Thermal expansion

The Multiphysics module of Thermal Expansion couples the temperature effects to the struc-
tural domain described by Solid Mechanics. The coupling is assumed to be thermoelastic
damping, neglecting mechanical losses, describing a direct connection between the displace-
ment, due to expansion and the temperature field output from Equation (2.6), using thermal
strain:

εth = α(Tl)(Tl − Tref ), (4.9)

where the secant coefficient of thermal expansion coefficient is temperature dependent, see
Equation (3.22) and the volume reference temperature (Tref ) is equal to the temperature at
which the strain is zero (εth = 0).

Solid mechanics

The Solid Mechanics module determines displacement due to stress and external forces,
independent of the coordinate system, according to:

ρ
∂2u

∂t2
= ∇ · S + F , (4.10)

using the second Piola-Kirchhoff (PK2) stress tensor (S) and volume forces (F ). Where the
PK2 stress tensor is defined similarly to Equation (3.19):

S = C : εel, εel = ε− εinel, (4.11)

using the stiffness tensor (C), expanded in Equation (3.20), and the elastic strain tensor (εel),
consisting of all elastic strains, as the inelastic strains (εinel) are subtracted.

The elastic strain depends on the strain tensor, determined by the displacement field,
using:

ε =
1

2

[
(∇u)T +∇u

]
= 0, (4.12)
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as no other effects cause displacement (u = 0), the strain tensor is zero (ε = 0) and the
inelastic strain remains:

εinel = ε0 + εext + εth + εhs + εpl + εcr + εvp, (4.13)

containing initial (ε0), external (εext), thermal (εth), hygroscopic (εhs), plastic (εpl), creep
(εcr) and viscoplastic (εvp) strain respectively.

As only thermal strain is considered, defined in Equation (4.9), Equation 4.10 is simpli-
fied to:

ρ
∂2u

∂t2
= ∇ · (C : −εth), (4.14)

leading to the following definition of thermal stress:

S = C : −εth, (4.15)

used to evaluate stress in the material.

4.4 Mesh and solver configuration
The base model configuration for the mesh and solver, defined by de Zeeuw [22], is modified
to meet requirements for the improved model, increasing simulation speed and stability of
the model extensions.

Mesh configuration

The width of the domain is reduced, to reduce nodes of the mesh, decreasing random-access
memory (RAM) use for calculations. Nonetheless, the implementation of a finer mesh virtu-
ally negates this effect, as the resolution of the model is increased significantly.

Figure 4.2: 2D model dimensions and refined mesh.
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The entire mesh is reshaped to the implementation of the subsurface intensity profile, see
Figure 4.2. Consisting of two distribution, from the top to the bottom boundary and from the
symmetric axis to the right boundary, resulting in a denser mesh at the areas of interest.

The top to bottom distribution consists of 200 rectangular elements and the symmetric
axis to right boundary consists of 250 rectangular elements. Both distributions apply an
elements ratio of 0.01, resulting in a total of 50, 000 elements in the domain of which 900
elements are on the boundary.

The top-bottom distribution is a reverse symmetric distribution, giving a very fine mesh
near the top and bottom boundary, growing coarser towards the center. The symmetric axis
to right boundary mesh is fine closer to the symmetric axis, becoming coarser when moving
towards the right boundary, since the focal point, where most effects are expected to occur,
is on the symmetrical axis.

The standard quadratic Lagrange elements are maintained, considering that the conver-
gence issues were related to steep gradient, caused by nonlinear behaviour, difficult to solve
on a discrete grid. The mesh refinement is expected to be sufficient to improve stability,
leading to convergence.

Solver configuration

The options for the solver configuration are numerous and allow for an extensive study to
optimize for the laser-material interaction model. Yet, the time-dependent solver has been
changed to MUMPS, as it supports cluster computing, used for the simulations, allowing for
more memory use. Additionally, the solver has the capability to store intermediate solutions
on the hard disk and is, at time, able to handle ill-conditions simulations [57].

The pulse time was reduced to limit calculation time around the pulse peak occurring at
t = 0[ps]. Previously it was proved that starting initialization at t = −10[ps] is sufficient to
prevent converging errors due to the high intensity gradient. Even though the reduced pulse
time increases the gradient, the start time is maintained.

The time stepping method used is the Backward Differentiation Formula (BDF), an im-
plicit integration method standard for COMSOL Multiphysics®. Further reducing the min-
imum time step size to 10−10[ps] and maximum time step to 0.2[ps], using the Backward
Euler or implicit Euler method for initialization.

To increase accuracy the tolerance factor was decreased to 10−4, since dependent vari-
ables affect each other at each position in space, reducing accumulation of errors. The
number of iterations was maintained at 30, as well as further solver settings adjusted by
de Zeeuw [22].

Available electrons

Stated in Section 2.4, de Zeeuw [22] suggest the inclusion of the amount of electrons avail-
able for excitation leading to an increase of stability. Although the convergence issues have
been attributed to the coarse mesh, unable to handle steep gradients, exceeding the amount
of electron available is nonphysical. Therefore an equation is used to correct the ionization
terms proposed by Bulgakova et al. [58], modifying Equation (2.5):

∂ne
∂t

= Ppi,abs

(nat − ne
nat

)
− Lrec(ne), (4.16)

where nat is the number of electrons available for ionization.



Chapter 5

Results and discussion

5.1 Introduction
The second primary objective, see Section 1.2, is to simulate several scenarios, to study
the effects of laser processing parameters on the various phenomena occurring during laser-
material interaction.

Several parameter and settings are changed for the model and new simulations are per-
formed, for each scenario, evaluating the influence of the parameters on the behaviour of
the model. The results have been separated, based on the model response to varying pulse
energy, into three categories: low, high and higher pulse energy, leading to higher intensity
with increasing pulse energy.

First, the general study parameters are presented, identical for each of the categories.
Followed by the results for low pulse energy, showing the intensity, free electron density,
free electron temperature and lattice temperature distributions. Discussing general model
behaviour, improvements and connecting notable physical behaviour to the mathematical
description of the model and other studies. Similarly, for high and higher pulse energy the
results are presented and discussed.

5.2 Simulation scenarios improved model
The simulation scenarios initialization and spatial parameters of the pulse are identical, see
Table 5.1, placing the focus at the center of the symmetrical axis. For the temporal parame-
ters, the laser pulse duration is constant, only the pulse energy of the temporal power profile
is changed for each scenario. The pulse profile, see Figure 5.1, matches the Gaussian profile
as was shown in Figure 3.2c, described by Equation (3.16).

Table 5.1: General parameters simulation scenarios.

Symbol Description Value Unit
zf Focus depth 250 nm
w0 Beam radius 200 nm
tp Pulse time 1 ps
ne,init Initial electron density CB 2.22 · 10−16 1/m3

nat Initial electron density VB 1.12 · 1029 1/m3

T0 Initial temperature 300 K

33
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Figure 5.1: Intensity (I) distribution (Ep = 0.025[µJ], t = 0[ps]).

The levels of intensities, resulting from difference in pulse energy, lead to difference
in model behaviour. I.e. certain effects are triggered by high intensity, whereas others are
observed for low intensity. Increasing the pulse energy even further causes the behaviour to
extend beyond the modeled domain, referred to as higher pulse energy.

5.2.1 Low pulse energy- laser heating
Several studies using low pulse energy, ≤ 0.025[µJ], have been performed, show identical
behaviour, similar to laser heating, having only numerical differences. The selected pulse
energy, resulting in low intensity distribution, is 0.025[µJ], presenting figures and graphs to
describe intensity, free electron density, free electron temperature and lattice temperature
behaviour.

Intensity distribution

The evolution of laser intensity as a function of time is shown in Figure 5.2, displaying
four different time instances. The pulse intensity in space maintains the Gaussian spatial
distribution for each section of the beam profile, as the free electron density is insufficient to
cause strong absorption effects which would distort the laser pulse profile.

However, the absorption effects of multiphoton ionization and free electron absorption
are triggered in the focus, see Figure 5.3, showing the behaviour in relation to the intensity.

Multiphoton ionization maintain a relatively low production rate, as intensity reaches
a maximum of only 5 · 1016[W/m2] in the focal point, see Figure 2.6. The multiphoton
absorption effect on the intensity is minimal, see Figure 5.4, yet initializes the production of
free electrons.

The free electron absorption is influenced by both the intensity and free electron density,
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contributing more significantly to absorption, see Figure 5.4. However, the absorption is
minimal and insufficient to cause distortion of the laser intensity distribution, as observed at
the high and higher pulse energy, see Sections 5.2.2 and 5.2.3.

(a) t = −0.6[ps]. (b) t = −0.4[ps].

(c) t = −0.2[ps]. (d) t = 0.3[ps].

Figure 5.2: Intensity (I) distribution in time, low energy pulse (Ep = 0.025[µJ]).

Free electron density distribution

The free electron distribution follows the intensity distribution, first according to the Keldysh
ionization framework, remaining in the multiphoton regime. Followed by avalanche ioniza-
tion according to Drude, dominating excitation and the initiation of recombination, when
sufficient free electron are generated, see Figure 5.6.

The initial excitation of electrons, up to t = −0.5[ps], as the Keldysh ionization rate is
nonlinearly dependent on the intensity, see Figure 2.6. The ”saw-like” shape of the electron
production rate in the multiphoton regime, see Figure 5.6, is seen in the free electron density
distribution due to (local) intensity differences, generating a high free electron density ring
surrounding the focal point, see Figure 5.7.

At the edge of the domain, where the intensity is significantly lower, the same sequence
of phenomena occurs. For example, at the top boundary, the intensity reaches a maximum of
2.2 · 1016[W/m2], remaining in the linear part of the Keldysh framework. Subsequently, the
Drude ionization and recombination phenomena display linear behaviour, leading to linear
free electron generation at the top surface, see Figures 5.8 and 5.9.



36 CHAPTER 5. RESULTS AND DISCUSSION

-1.5 -1 -0.5 0 0.5 1 1.5

t [ps]

0

0.2

0.4

0.6

0.8

1

1.2
A B

Intensity (1016 W/m2)

Multiphoton ionization (107 W/m3)

Free electron absorption (1018 W/m3)

Figure 5.3: Normalized multiphoton ionization (Lmpi) and free electron absorption (Labs)
response to intensity (I) at (0, zf ), reaching maximum at A and B respectively.
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Figure 5.4: Effects of multiphoton ionization (Lmpi) and free electron absorption (Labs) on
the intensity (I) compared to the total energy incoming at (0, zf ), reaching max-
imum at A and B respectively.
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Figure 5.5: Free electron density (ne) due to Keldysh ionization (Ppi), Drude ionization
(Pabs) and recombination (Lrec) at (0, zf ), reaching maximum at C, D and E
respectively.

-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

t [ps]

0

0.2

0.4

0.6

0.8

1

1.2

P
ro

du
ct

io
n 

ra
te

 [1
/m

3
s]

C D E
Keldysh ionization (1034)

Recombination (1033)

Drude ionization (1036)

Figure 5.6: Normalized Keldysh ionization (Ppi), Drude ionization (Pabs) and recombina-
tion (Lrec) response to intensity (I) and free electron density (ne) at (0, zf ),
reaching maximum at C, D and E respectively.



38 CHAPTER 5. RESULTS AND DISCUSSION

(a) t = −0.4[ps]. (b) t = −0.2[ps].

(c) t = 0[ps]. (d) t = 0.2[ps].

(e) t = −0.35[ps]. (f) t = 0.85[ps].

(g) t = 1[ps]. (h) t = 2[ps].

Figure 5.7: Free electron density (ne) distribution in time, low energy pulse (Ep =
0.025[µJ]).
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Figure 5.8: Normalized Keldysh ionization (Ppi), Drude ionization (Pabs) and recombina-
tion (Lrec) response to intensity (I) and free electron density (ne) at top surface
(0, 0), reaching maximum at C, D and E respectively.
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Figure 5.9: Free electron density (ne) due to Keldysh ionization (Ppi), Drude ionization
(Pabs) and recombination (Lrec) at top surface (0, 0), reaching maximum at C, D
and E respectively.
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Free electron temperature distribution

The energy absorbed due to multiphoton ionization and free electron absorption promotes
electrons, increasing their kinetic energy. The increase in kinetic energy, characterized as
electron temperature, coincides with the increase in free electron density, yet continues to
increase as opposed to the decrease in density, see Figures 5.5 and 5.10.

The energy is contained in the domain and redistributes rapidly, caused by carrier-carrier
interaction and diffusion, resulting in an uniform distribution of electron temperature in the
domain, see Figure 5.12.

The boundary conditions have minimal effect on the free electron temperature, as the
diffusion is dependent on the (local) free electron density, which is minimal at the boundaries,
see Figure 5.7.

Lattice temperature distribution

The two-temperature model describes energy exchange between electrons and phonons and
is the only phenomena reducing the free electron temperature, increasing the lattice tem-
perature. The electron-phonon coupling coefficient (GTTM ) connects the electron and lat-
tice temperatures and the coupling coefficient is dependent on the local electron density.
Therefore, the resulting lattice temperature distribution is similar to the free electron density
distribution, see Figures 5.7 and 5.13.

It is no surprise that the lattice temperature effect trails behind the free electron density
and increasing electron temperature, resulting in a delayed response in the lattice. Heat
conduction effects occur in the domain, diffusing the lattice temperature, see Figures 5.13g
and 5.13h, where the lattice temperature of the ring, induced by the free electron density
ring, and of the focus consolidate gradually.

5.2.2 High pulse energy - plasma formation
Unfortunately, the studies using high pulse energy, 0.05 ≤ Ep ≤ 0.075[µJ], did not converge
due to large gradients locally, affecting subsequent model behaviour. However, the simula-
tion scenarios maintained stability after t = 0[ps], which is after the time instance of the
pulse peak, unlike studies performed by de Zeeuw [22].

To clearly show model behaviour two scenarios are presented, resulting in high intensity
distribution. A pulse energy of 0.05[µJ], stable until t = 1.9[ps] and 0.06[µJ] stable until
t = 0.35[ps]. The second scenario shown did not complete the FWHM pulse, t < 0.5[ps],
due to higher input energy, yet displays the physical behaviour more clearly, in a larger area
in the modeled domain. For all scenarios the intensity, free electron density, free electron
temperature and lattice temperature behaviour is similar, presenting the relevant figures and
graphs below.

Intensity distribution

The propagation of the laser intensity is spatially equivalent to the low intensity profile, see
Figure 5.1. The pulse energy is higher, triggering absorption effects that lead to electron
shielding, see Figures 5.14d, 5.15b, 5.15c and 5.15d.

Electron shielding occurs due to plasma formation, when sufficient free electrons are
generated a plasma forms, consisting of the free electrons, Al3+ and O2 – ions. The free
electrons absorb the incoming photons from the laser beam via free electron absorption, the
photons are unable to pass through the plasma, thus shielding the material below from the
incident laser light [59,60].
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Figure 5.10: Free electron temperature (Te) due to multiphoton ionization (Smpi), free elec-
tron absorption (Sabs), carrier-carrier interaction (CC) and two-temperature
exchange (LTTM ) at (0, zf ), reaching maximum at A, B, F and G respectively.
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Figure 5.11: Normalized multiphoton ionization (Smpi), free electron absorption (Sabs),
carrier-carrier interaction (CC) and two-temperature exchange (LTTM ) re-
sponse to all variables at (0, zf ), reaching maximum at A, B, F and G respec-
tively.
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(a) t = −0.4[ps]. (b) t = −0.2[ps].

(c) t = 0[ps]. (d) t = 0.2[ps].

(e) t = −0.35[ps]. (f) t = 0.85[ps].

(g) t = 1[ps]. (h) t = 2[ps].

Figure 5.12: Free electron temperature (Te) in time, low energy pulse (Ep = 0.025[µJ]).
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(a) t = 0[ps]. (b) t = 0.2[ps].

(c) t = 0.45[ps]. (d) t = 0.65[ps].

(e) t = 0.85[ps]. (f) t = 1[ps].

(g) t = 2[ps]. (h) t = 10[ps].

Figure 5.13: Lattice temperature (Tl) distribution in time, low energy pulse (Ep =
0.025[µJ]).
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The intensity peaks at 1 · 1017[W/m2], reaching the regime of tunneling ionization in the
Keldysh ionization framework, clearly displaying ”saw-like” behaviour and symmetry due
to dependence of the Keldysh ionization on the intensity, see Figures 2.6 and 5.17. Again,
the influence of multiphoton ionization on absorption is minimal, yet initiates free electron
absorption, leading to strong absorption effects.

The effect of electron shielding is brought on by strong free electron absorption, as ex-
ceedingly more photons are absorbed by free electron. The increasing number of free elec-
trons leads to more impact events, evolving into avalanche ionization rapidly increasing free
electron density, creating a reinforced effect absorbing all of the incident pulse energy, see
Figures 5.17 and 5.22.

(a) t = 0[ps]. (b) t = 0.25[ps].

(c) t = 0.5[ps]. (d) t = 0.55[ps].

Figure 5.14: Intensity (I) distribution in time, high energy pulse (Ep = 0.05[µJ]).

The effect of electron shielding is more apparent for higher pulse energies, see Figure
5.15, where the shielding effect develops during the second half of the FWHM pulse time,
t > 0[ps]. The ”saw-like” behaviour of the Keldysh framework and the complete absorption
of pulse energy by free electron absorption occurs earlier and more strongly due to higher
intensity and resultant accelerated production of free electrons, see Figures 5.20 and 5.21.

Free electron density distribution

The production rate of free electrons at the focal point is substantial compared to the sur-
rounding material, see Figures 5.16a and 5.19a, shaped similarly to the initial low intensity
free electron distribution, see Figure 5.7b.
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(a) t = 0.05[ps]. (b) t = 0.1[ps].

(c) t = 0.2[ps]. (d) t = 0.35[ps].

Figure 5.15: Intensity (I) distribution in time, high energy pulse (Ep = 0.06[µJ]).

After t = 0.5[ps] the increase of free electron density generates a plasma of free electrons
and ions, due to strong absorption effects, see Figure 5.23. The electrons in the plasma shield
the material below from incident laser energy, whereas above the shield effects continue to
increase, expanding and displacing the plasma region, see Figures 5.16b and 5.16c [59].

The electron density below the shield diminishes after t = 1[ps], see Figure 5.16d, as the
incident intensity is blocked. Observed clearly in the focal region of the beam, the electron
density reduces gradually according to the recombination time, see Figures 5.22 and 5.23.

For a pulse energy of 0.06[µJ], the effects of Keldysh ionization, avalanche ionization and
recombination develop in rapid succession, see Figure 5.25. Clearly showing that Keldysh
ionization decreases immediately due to electron shielding from the plasma. The free elec-
tron density reduction as a result of recombination occurs in the shielded area, yet is con-
cealed by the dominating behaviour of increasing electron production in the focal point, see
Figures 5.19, 5.24 and 5.25, until t = 0.1[ps], when recombination determines the electron
density.

Free electron temperature distribution

Similarly to the low intensity pulse, see Figure 5.12, the diffusion of free electron tempera-
ture results in an uniform distribution of electron temperature for both 0.05[µJ] and 0.06[µJ].
The local differences are minimal and remain constant in shape, the free electron tempera-
ture in the focal point remains highest, as the temperature in the domain rises, see Figures
5.26a and 5.26b.
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(a) t = 0.5[ps]. (b) t = 0.75[ps].

(c) t = 1.25[ps]. (d) t = 1.8[ps].

Figure 5.16: Free electron density (ne) distribution in time, high energy pulse (Ep =
0.05[µJ]).
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Figure 5.17: Normalized multiphoton ionization (Lmpi) and free electron absorption (Labs)
response to intensity (I) at (0, zf ), reaching maximum at B and C respectively
(Ep = 0.05[µJ]).
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Figure 5.18: Effects of multiphoton ionization (Lmpi) and free electron absorption (Labs) on
the intensity (I) at (0, zf ), reaching maximum at B and C respectively (Ep =
0.05[µJ]).

(a) t = 0.1[ps]. (b) t = 0.2[ps].

(c) t = 0.3[ps]. (d) t = 0.35[ps].

Figure 5.19: Free electron density (ne) distribution in time, high energy pulse (Ep =
0.06[µJ]).
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Figure 5.20: Normalized multiphoton ionization (Lmpi) and free electron absorption (Labs)
response to intensity (I) at (0, zf ), reaching maximum at B and C respectively
(Ep = 0.06[µJ]).
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Figure 5.21: Effects of multiphoton ionization (Lmpi) and free electron absorption (Labs) on
the intensity (I) at (0, zf ), reaching maximum at B and C respectively (Ep =
0.06[µJ]).
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Figure 5.22: Free electron density (ne) due to Keldysh ionization (Ppi), Drude ionization
(Pabs) and recombination (Lrec) at (0, zf ), reaching maximum at D, E and F
respectively (Ep = 0.05[µJ]).
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Figure 5.23: Normalized Keldysh ionization (Ppi), Drude ionization (Pabs) and recombina-
tion (Lrec) response to intensity (I) and free electron density (ne) at (0, zf ),
reaching maximum at D, E and F respectively (Ep = 0.05[µJ]).
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Figure 5.24: Free electron density (ne) due to Keldysh ionization (Ppi), Drude ionization
(Pabs) and recombination (Lrec) at (0, zf ), reaching maximum at D, E and F
respectively (Ep = 0.06[µJ]).
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Figure 5.25: Normalized Keldysh ionization (Ppi), Drude ionization (Pabs) and recombina-
tion (Lrec) response to intensity (I) and free electron density (ne) at (0, zf ),
reaching maximum at D, E and F respectively (Ep = 0.06[µJ]).
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Yet, when the two-temperature exchange is triggered the temperature in the focus de-
creases, see Figure 5.26c. As the exchange between the electrons and phonons in and around
the focal point continues, the free electron temperature reduces further, leading to a higher
electron temperature outside the high intensity region, see Figures 5.15 and 5.26d until 5.26g.

The phenomena affecting the free electron temperature occur in a different sequence
compared to the low intensity, see Figures 5.11, 5.28 and 5.30. The rapid increase in free
electron density causes carrier-carrier interaction to occur before free electron density be-
comes significant, shaping the electron distribution before electron shielding blocks the in-
tensity.

However, multiphoton ionization diminishes when free electron absorption starts to dom-
inate, continuing to increase the free electron temperature, after redistribution via carrier-
carrier interaction and reduction via the two-temperature exchange. After the free electron
absorption starts to diminish around t = 0.07[ps], the two-temperature exchange increases
again, due to free electron temperature increasing, see Figures 5.27, 5.28, 5.29 and 5.30.

Lattice temperature distribution

As for low intensity, the exchange of energy between electrons and phonons via the two-
temperature model is the source term for the lattice temperature, see Equation (2.7). The
exchange is dependent on the electron-phonon coupling coefficient, shaping the lattice tem-
perature, see Figures 5.31 and 5.32, according to the the free electron density distribution,
see Figures 5.16 and 5.19.

In Figures 5.31b and 5.31a the temperature bar maximum is 500[K], showing lattice tem-
perature profiles similar to the low pulse energy simulations, see Figure 5.13. Whereas for
Figures 5.31c until 5.31h the temperature bar maximum is 4 · 104[K], the temperature distri-
bution follows the shape of the electron shield, rapidly increasing the lattice temperature.

Again, the lattice temperature effects for a pulse energy of 0.05[µJ] are small compared
to the domain. The effects are more clearly visible for the higher pulse energy of 0.06[µJ],
shaped by a larger plasma region, see Figures 5.19 and 5.32, with high free electron density.

In the Figures 5.32a until 5.32c the maximum of the temperature bar is 350[K], for which
the behaviour is similar, located in and around the focal point. For Figures 5.32h until 5.32h
the temperature bar maximum is 1.1 · 104[K], shaped according to the free electron density
distribution, trailing behind the generated electron shield, see Figure 5.19.

5.2.3 Higher pulse energy - domain limitations
When increasing the laser pulse energy further, ≥ 0.2[µJ], numerical convergence issues do
not occur due to the intensity distribution extending beyond the domain. Yet, this allows
for studying the (local) model behaviour after irradiation to determine the post-processing
effects.

The higher pulse energy selected is 0.2[µJ], presenting notable behaviour for the intensity,
free electron density, free electron temperature and lattice temperature is similar for all higher
pulse energy scenarios.

Intensity distribution

Similarly to the low and high pulse energy scenarios the intensity distribution is spatially
equivalent, see Figures 5.1, 5.2, 5.14 and 5.15. The difference between high and higher
pulse energy is that the incident laser pulse increases the intensity in the domain rapidly,
reaching a maximum of 1.9 · 1017[W/m2] in the focal point.
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(a) t = −0.5[ps]. (b) t = −0.1[ps].

(c) t = 0[ps]. (d) t = 0.025[ps].

(e) t = 0.03[ps]. (f) t = 0.04[ps].

(g) t = 0.1[ps]. (h) t = 0.2[ps].

Figure 5.26: Local free electron temperature (Te) distribution in time, high energy pulse
(Ep = 0.06[µJ]).
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Figure 5.27: Free electron temperature (Te) due to multiphoton ionization (Smpi), free elec-
tron absorption (Sabs), carrier-carrier interaction (CC) and two-temperature
exchange (LTTM ) at (0, zf ), reaching maximum at B, C, G, H respectively
(Ep = 0.06[µJ]).
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Figure 5.28: Normalized multiphoton ionization (Smpi), free electron absorption (Sabs),
carrier-carrier interaction (CC) and two-temperature exchange (LTTM ) to all
variables at (0, zf ), reaching maximum at B, C, G, H respectively (Ep =
0.06[µJ]).
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Figure 5.29: Free electron temperature (Te) due to multiphoton ionization (Smpi), free elec-
tron absorption (Sabs), carrier-carrier interaction (CC) and two-temperature
exchange (LTTM ) at (0, zf ), reaching maximum at B, C, G, H respectively
(Ep = 0.06[µJ], detailed).
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Figure 5.30: Normalized multiphoton ionization (Smpi), free electron absorption (Sabs),
carrier-carrier interaction (CC) and two-temperature exchange (LTTM ) to all
variables at (0, zf ), reaching maximum at B, C, G, H respectively (Ep =
0.06[µJ], detailed).
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(a) t = 0.35[ps]. (b) t = 0.5[ps].

(c) t = 0.75[ps]. (d) t = 0.9[ps].

(e) t = 1.1[ps]. (f) t = 1.3[ps].

(g) t = 1.5[ps]. (h) t = 1.7[ps].

Figure 5.31: Lattice temperature (Tl) distribution in time, high energy pulse (Ep =
0.05[µJ]).
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(a) t = 0[ps]. (b) t = 0.02[ps].

(c) t = 0.04[ps]. (d) t = 0.15[ps].

(e) t = 0.2[ps]. (f) t = 0.25[ps].

(g) t = 0.3[ps]. (h) t = 0.35[ps].

Figure 5.32: Lattice temperature (Tl) distribution in time, high energy pulse (Ep =
0.06[µJ]).
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The high intensity causes tunneling ionization to occur, following the Keldysh ionization
framework, see Figure 2.6. After which free electron absorption becomes dominant, trigger-
ing the shielding effect before the FWHM is reached (t < −0.5[ps]), see Figures 5.33, 5.34
and 5.35.

(a) t = −0.5[ps]. (b) t = −0.4[ps].

(c) t = −0.25[ps]. (d) t = 0[ps].

Figure 5.33: Intensity (I) distribution in time, higher energy pulse (Ep = 0.2[µJ]).

Due to the high intensity the plasma region continues to expand and develops towards the
top boundary, see Figure 5.33c. After reaching the top surface, the shield expands towards
the right boundary, see Figure 5.33d, until the entire domain is shielded.

Free electron density distribution

The free electron density generating the shield behaves identical to the high energy pulse, see
Figures 5.16 and 5.19. The behaviour extending beyond the domain shows post-processing
behaviour, as the incident pulse energy no longer influences the behaviour below the shield.

In the focal point, after the avalanche ionization dominates, see Figures 5.36a and 5.37,
the electron density continues to increase. As a result of the remaining free electrons in the
focal point, impact events continue to occur, increasing the (local) free electron density, see
Figure 5.38.

Meanwhile, recombination continues to reduce the free electron density, until an equilib-
rium between the Drude ionization and recombination is reached, after which recombination
is the dominant process, see Figure 5.38. Yet, the recombination effect reduces as more
electrons recombine, until the initial free electron density, before excitation of electrons, is
reached.
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Figure 5.34: Normalized multiphoton ionization (Lmpi) and free electron absorption (Labs)
response to intensity (I) at (0, zf ), reaching maximum at B and C respectively
(Ep = 0.2[µJ]).

-0.58 -0.56 -0.54 -0.52 -0.5 -0.48 -0.46 -0.44 -0.42

t [ps]

0

2

4

6

8

10

12

14

16

18

[W
/m

3
]

#1023

AB C
Change in intensity (1024)

Multiphoton ionization (1017)

Free electron absorption (1024)

Figure 5.35: Effects of multiphoton ionization (Lmpi) and free electron absorption (Labs) on
the intensity (I )at (0, zf ), reaching maximum at B and C respectively (Ep =
0.2[µJ]).
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Free electron temperature distribution

The free electron temperature distribution behaves identical to the low and high energy pulse.
When the exchange of energy between electrons and phonons via the two-temperature model
is initiated, the local effect seen in Figure 5.26 is observed. The rapid diffusion and carrier-
carrier interaction increases the free electron temperature evenly throughout the domain, as
seen in Figure 5.12.

Only minimal differences are observed after plasma generation at t > −0.5[ps], see
Figure 5.43, comparing maximum electron temperature in the focal point, at the top surface,
along the optical axis and throughout the domain.

(a) t = −0.5[ps]. (b) t = −0.4[ps].

(c) t = −0.25[ps]. (d) t = 0[ps].

Figure 5.36: Free electron density (ne) distribution in time, higher energy pulse (Ep =
0.2[µJ]).

Again, the initial increase in free electron temperature is due to multiphoton ionization,
generating free electrons, increasing the kinetic energy according to the Keldysh framework,
see Figure 2.6.

Due to the higher intensity, the effects occur in more rapid succession than for high
energy pulses. Most notably the two-temperature exchange is minor, see Figure 5.42, yet
after subsequent strong carrier-carrier interaction and free electron absorption effects, the
two-temperature exchange determines the free electron temperature, see Figures 5.39 and
5.40.

As seen in the detailed graph, see Figure 5.41, the carrier-carrier interaction redistributes
and the two-temperature exchange reduces the free electron temperature. Followed by an
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Figure 5.37: Free electron density (ne) due to Keldysh ionization (Ppi), Drude ionization
(Pabs) and recombination (Lrec) at (0, zf ), reaching maximum at D, E and F
respectively (Ep = 0.2[µJ]).

-1 0 1 2 3 4 5

t [ps]

0

0.2

0.4

0.6

0.8

1

1.2

P
ro

du
ct

io
n 

ra
te

 [1
/m

3
s]

D E F
Keldysh ionization (1037)

Drude ionization (1040)

Recombination (1039)

Figure 5.38: Normalized Keldysh ionization (Ppi), Drude ionization (Pabs) and recombina-
tion (Lrec) at (0, zf ), reaching maximum at D, E and F respectively (Ep =
0.2[µJ]).
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Figure 5.39: Free electron temperature (Te) due to multiphoton ionization (Smpi), free elec-
tron absorption (Sabs), carrier-carrier interaction (CC) and two-temperature
exchange (LTTM ) response to all variables at (0, zf ) reaching maximum at B,
C, G, H respectively (Ep = 0.2[µJ]).
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Figure 5.40: Normalized multiphoton ionization (Smpi), free electron absorption (Sabs),
carrier-carrier interaction (CC) and two-temperature exchange (LTTM ) re-
sponse to all variables at (0, zf ), reaching maximum at B, C, G, H respectively
(Ep = 0.2[µJ]).
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Figure 5.41: Free electron temperature (Te) due to multiphoton ionization (Smpi), free elec-
tron absorption (Sabs), carrier-carrier interaction (CC) and two-temperature
exchange (LTTM ) response to all variables at (0, zf ), reaching maximum at B,
C, G, H respectively (Ep = 0.02[µJ], detailed).

-0.58 -0.56 -0.54 -0.52 -0.5 -0.48 -0.46 -0.44 -0.42

t [ps]

0

0.2

0.4

0.6

0.8

1

1.2

[K
]

B CG
Multiphoton ionization (1017)

Free electron absorption (1024)

Carrier-carrier interaction (1025)

Two-temperature exchange (1023)

Figure 5.42: Normalized multiphoton ionization (Smpi), free electron absorption (Sabs),
carrier-carrier interaction (CC) and two-temperature exchange (LTTM ) re-
sponse to all variables at (0, zf ), reaching maximum at B, C, G, H respectively
(Ep = 0.2[µJ], detailed).
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Figure 5.43: Free electron temperature (Te) at (0, zf ), (0, 0), the domain maximum and the
optical axis maximum respectively (Ep = 0.2[µJ]).

increase of free electron temperature, due to free electron absorption, as more free electrons
are available to absorb pulse energy.

An extended simulation, until 300[ps], shows that the free electron temperature decreases
towards 300[K] (T0) around t = 100[ps], see Figure 5.44. This effect coincides with the
complete recombination of all free electrons in the focal point. Thus, the increase in free
electron temperature before complete recombination is due to the kinetic energy remaining
in the free electrons, i.e. less free electrons containing the same quantity of energy, leading
to an increase in temperature [61,62].

Lattice temperature distribution

The lattice temperature distribution behaves identical to the high energy pulse lattice temper-
ature, see Figures 5.31 and 5.32. Nevertheless, the lattice temperature distribution continues
until the top surface, see Figure 5.46d, following the free electron density behaviour, see
Figure 5.36d.

The extended simulation until 300[ps] confirmed the temperature diffusing into the bulk
material. Though difficult to display, the lattice temperature continues to decrease in the focal
point and throughout the domain due to the implemented boundary conditions. In Figure
5.45, where the lattice temperature in the focal point, top surface and domain maximum is
displayed, the lattice temperature continues to decrease.
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Figure 5.44: Free electron temperature (Te) due to multiphoton ionization (Smpi), free elec-
tron absorption (Sabs), carrier-carrier interaction (CC) and two-temperature
exchange (LTTM ) response to all variables at (0, zf ), (Ep = 0.2[µJ], extended).
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Figure 5.45: Lattice temperature (Tl) at (0, zf ), (0, 0) and domain maximum respectively
(Ep = 0.2[µJ]).
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(a) t = −0.5[ps]. (b) t = −0.4[ps].

(c) t = −0.25[ps]. (d) t = 0[ps].

Figure 5.46: Lattice temperature (Tl) distribution in time, higher energy pulse (Ep =
0.2[µJ]).

5.3 Summary
The performed scenarios are separated into three categories, low pulse energy, high pulse
energy and higher pulse energy. For each of the categories different aspects of the improved
model are presented, displaying the interaction of the phenomena, see Figures 5.47 and 5.48,
similar to Sundaram et al. [16]. The interaction phenomena for low pulse energy remain
in the focal region, whereas for high and higher pulse energy the effects occur in rapid
succession, continuing outside the focal region due to plasma generation.

For the low pulse energy, the improved model demonstrates laser heating of a relatively
large area in the domain. The effects of the Keldysh framework on the local free electron
density and the subsequent effect on the lattice temperature distribution is shown, yet leads
to negligible material modification.

For the high pulse energy, the improved model displays the effects of plasma genera-
tion in and above the focal region, as intensity is sufficient to trigger strong free electron
absorption via the Drude model. Strong plasma generation leads to electron shield forma-
tion, shielding the material below from incident laser light, expanding the plasma in axial
direction. The plasma generation leads to high lattice temperature and determines the lattice
temperature distribution, trailing behind the free electron density distribution. Unfortunately
the simulations did not converge, limiting the ability to gain further insight into understand-
ing the interaction of phenomena after completion of the laser pulse.
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The higher pulse energy did converge, however as the laser pulse extends beyond the
domain, the interaction of phenomena are in the plasma region, describing post-processing
behaviour below the electron shield. The effect of free electron recombination on the elec-
tron and lattice temperature shows that the material returns to the initial electron and lattice
temperatures.
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Figure 5.47: Displaying timescales of normalized interaction phenomena (98.75% of each
effect) at (0, zf ), (Ep = 0.025[µJ]).
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Figure 5.48: Displaying timescales of normalized interaction phenomena (98.75% of each
effect) at (0, zf ), (Ep = 0.06[µJ]).



Chapter 6

Thermal stress

6.1 Introduction
The thermal stress studies are performed separately from the intensity, free electron den-
sity, free electron temperature and lattice temperature simulation in Chapter 5. The thermal
expansion is determined via an extension of the improved model, for each of the scenarios
described, using the lattice temperature output.

As indicated in Section 3.4 the temperature effect is modeled to observe if points of peak
stress coincide with point of cracks in the processed material, see Figure 1.5. Important to
note is the exclusion of other effects, i.e. amorphization and void formation, transferring all
energy in the lattice temperature, strengthening the thermal effects.

The thermal stress is determined by the thermal expansion, but the thermal expansion and
stress do not affect the system of equations, see Figure 4.1. The separation of the improved
variable (I, ne, Te, Tl) simulations and of the thermal stress reduces calculation time of the
improved model.

Using an additional time-dependent study, the lattice temperature of each time step of the
improved model is used as input for calculating the thermal expansion. The time steps have
been reduced to provide output each 0.1[ps] or 0.01[ps], depending on the lattice temperature
behaviour.

In Chapter 5 the lattice temperature, see Figures 5.13, 5.31, 5.32 and 5.46, before elec-
tron shielding show similar temperature distributions, concentrated around the focal point.
Whereas, for high and higher pulse energy the electron shielding shapes the lattice tempera-
ture, affecting the thermal expansion significantly.

First the low pulse energy effects on thermal expansion and stress are presented and
discussed, followed by high and higher pulse energy combined, as the lattice temperature
profiles are similar. Out of interest for the anisotropic response, for additional studies the
elasticity tensor (C), see Equation (3.19), has been modified to determine the anisotropic
material response. Criteria for crystals, such as sapphire, are complex therefore to show
behaviour the stress displayed is the the equivalent tensile stress or von Mises stress [63,64].

6.2 Low pulse energy - radial expansion
The calculated thermal stress levels for low pulse energy are negligible, remaining below
2[MPa], however it displays the initial effects of thermal expansion leading to thermal stress
due to laser induced heating, see Figures 6.1 and 6.2.

The thermal expansion initiates in and around the focal point, see Figures 6.1a and 6.1b,
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up to the peak of the pulse (t = 0[ps]), due to the local lattice temperature, see Figure 5.13.
However, the electron density ring, shaping the lattice temperature distribution, see Fig-

ures 5.7 and 5.13, counteracts the thermal expansion in the focal point, see Figures 6.1c and
6.1d.

(a) t = −0.5[ps]. (b) t = 0[ps].

(c) t = 1.5[ps]. (d) t = 2.5[ps].

(e) t = 5[ps]. (f) t = 10[ps].

Figure 6.1: Displacement (u) in time, low energy pulse (Ep = 0.025[µJ]).

Due to lattice temperature diffusion, the ring dissipates, the temperature distribution in
and around the focal point homogenizes, see Figure 5.13h, leading to a continuous displace-
ment field, see Figure 6.2f.

The thermal expansion brings about minimal thermal stress, yet presents the resulting
stress of laser heating. Initially, the stress in and around the focal point is highest, see Figures
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6.2a and 6.2b, due to expansion, up to the peak of the pulse.
The counteracting effect of thermal expansion in the ring reduces the displacement and

subsequently the stress in the focal point, see Figures 6.2c and 6.2d. However, displacement
in the radial direction as a result of the ring continues to cause stress, see Figure 6.2e, until
the effect dissipates, see Figure 6.2f.

(a) t = −0.5[ps]. (b) t = 0[ps].

(c) t = 1.5[ps]. (d) t = 2.5[ps].

(e) t = 5[ps]. (f) t = 10[ps].

Figure 6.2: Von Mises stress (σv) in time, low energy pulse (Ep = 0.025[µJ]).

An artefact of the model is the stress concentrations near the optical axis, at the top
and bottom boundary, see Figures 6.2e and 6.2f. Due to the limited modeled domain and
expansion in axial direction, the stress concentrates in the corners of the domain.
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6.3 High pulse energy - isotropic
The high and higher pulse energy effects on thermal expansion and subsequent thermal
stress are presented using both high pulse energy simulations, 0.05[µJ] and 0.06[µJ], from
Chapter 5. The effects of higher pulse energy are similar, however the rapid expansion
and displacement of the plasma region, generating an electron shield before the FWHM,
−0.5 < t < 0.5[ps], obscures the effects of thermal expansion on resultant stress, as the
lattice temperature distribution exceeds the domain.

(a) t = 0.35[ps]. (b) t = 0.35[ps], detailed.

(c) t = 1.1[ps]. (d) t = 1.1[ps], detailed.

(e) t = 1.9[ps]. (f) t = 1.9[ps], detailed.

Figure 6.3: Displacement (u) in time, high energy pulse (Ep = 0.05[µJ]).
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The initial thermal expansion for both 0.05[µJ] and 0.06[µJ], see Figures 6.3a and 6.4a,
is similar to the low pulse energy, see Figures 6.1a and 6.1b, concentrated at the focal point
and surrounding area. The displacement occurs in a small region, as the lattice temperature
increases significantly in and around the focal spot, see Figures 5.31 and 5.32.

(a) t = −0.5[ps]. (b) t = −0.5[ps], detailed.

(c) t = −0.25[ps]. (d) t = −0.25[ps], detailed.

(e) t = 0.35[ps]. (f) t = 0.35[ps], detailed.

Figure 6.4: Displacement (u) in time, high energy pulse (Ep = 0.06[µJ]).

The displacement field is modified due to the initiation of plasma generation, see Figures
6.3c, 6.3d, 6.4c and 6.4d. The outer layer of the plasma absorbs the incident pulse energy, i.e.
the electron shield, increasing the free electron density, see Figures 5.16 and 5.19, expanding
the plasma region in axial direction, towards the incident laser pulse. However, the difference
in rate of expansion results in differences in stress.
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The stress is concentrated in and around the focal point, see Figure 6.5, where the max-
imum of the stress bar is 1.1 · 103[MPa]. Significantly higher than for low pulse energy and
in a smaller region due to high local lattice temperature, see Figure 5.31b.

(a) t = 0.35[ps]. (b) t = 0.5[ps].

(c) t = 0.75[ps]. (d) t = 0.9[ps].

Figure 6.5: Von Mises stress (σv) in time, high energy pulse (Ep = 0.05[µJ]).

Due to plasma generation and electron shield formation, see Figures 5.31d and 5.31e, the
stress outside the focal region becomes significant, see Figure 6.6a, where the maximum of
the stress bar is 1.1 · 103[MPa]. The lattice temperature distribution trails the plasma region
as it expands further in axial direction, see Figures 5.23 and 5.31.

The electron shield, absorbs the incident pulse energy, generating free electrons, main-
taining a high free electron density, see Figure 5.16, determining the electron-phonon cou-
pling coefficient (GTTM ), increasing the local lattice temperature. Due to the subsequent
displacement, the stress at the electron shield is highest, see Figure 6.6b.

The shape of plasma region is maintained, due to incident laser energy decreasing (t >
0[ps]). The stress increases in the electron shield, as the high free electron density is main-
tained longest, see Figures 6.6c and 6.6d, where the maximum of the stress bar is 2.5 ·
105[MPa].

Furthermore, the high free electron density in the plasma below the shield continues
to interact with phonons. The lattice temperature below the electron shield increases, see
Figure 5.31, leading to an increase in stress below the electron shield, see Figures 6.6e and
6.6e, here the maximum of the stress bar is 2.5 · 105[MPa].

For the 0.06[µJ] pulse energy, as mentioned, the effects are similar, see Figure 6.7. How-
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ever, due to the higher incident pulse energy the effects occur during the FWHM of the pulse,
−0.5 < t < 0.5[ps], thus the plasma region continues to expand.

(a) t = 1.03[ps]. (b) t = 1.3[ps].

(c) t = 1.5[ps]. (d) t = 1.7[ps].

(e) t = 1.8[ps]. (f) t = 1.9[ps].

Figure 6.6: Von Mises stress (σv) in time, high energy pulse (Ep = 0.05[µJ]).

Due to the rapid expansion of the plasma region the free electron density in the focal
region and at the electron shield is highest, leading to a discontinues stress, unlike 0.05[µJ],
see Figures 6.6, 6.7e and 6.7f.

The convergence issues occur before completion of the FWHM of the pulse, therefore
the maximum of the stress bar is only 1.7 · 103[MPa]. The stress is expected to increase, as
for 0.05[µJ] the highest stress is observed at the last time instant, see Figure 6.6f.
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(a) t = −0.35[ps]. (b) t = −0.25[ps].

(c) t = −0.1[ps]. (d) t = 0[ps].

(e) t = 0.1[ps]. (f) t = 0.35[ps].

Figure 6.7: Von Mises stress (σv) in time, high energy pulse (Ep = 0.06[µJ]).

6.4 High pulse energy - anisotropic
The isotropic stress response to the thermal expansion displays high stress in the focal re-
gion and at the front of the electron shield. The thermal expansion and elasticity tensor is
anisotropic and nonlinear, yet assumed isotropic and linear in Sections 2.2 and 6.3.

Adjusting the thermal expansion coefficient leads to an altered displacement field, lead-
ing to stronger expansion parallel to the C-axis, as compared to perpendicular to the C-axis,
see Figure 3.3, elongating the current shape of the displacement field, see Figures 6.3e, 6.3f,
6.4e and 6.4f.
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The implementation of an anisotropic elasticity tensor improves the prediction of stress
concentrations of the modified region, however amorphization and void formation is ne-
glected. The amorphization and void formation occurs at the focal region, where intensity is
highest, leading to the strongest modifications [12,13].

Yet, at the edge of the plasma region thermal effects become more significant, therefore
the anisotropic elasticity tensor is implemented to observe the stress response for anisotropic,
crystalline sapphire. The elasticity tensor for a rhombohedral (trigonal-6) material, see Sec-
tion 2.2, the elasticity tensor (C) in Section 3.4 is modified to [65,66]:

C11 C12 C13 C14 0 0
C12 C11 C13 −C14 0 0
C13 C13 C33 0 0 0
C14 −C14 0 C44 0 0
0 0 0 0 C44 C14

0 0 0 0 C14 C66

 , (6.1)

where C66 = 1
2
(C11 − C12), giving the values of the elasticity tensor in Table 6.1. C33

is the stiffness in axial direction, whereas the C11 components of the elasticity tensor de-
scribe distortion in radial direction. When neglecting C14 the material becomes transversely
isotropic [67].

Table 6.1: Elasticity tensor component rhombohedral (trigonal-6) sapphire [66].

Symbol Value Unit
C11 497 GPa
C12 163 GPa
C13 116 GPa
C33 501 GPa
C14 22 GPa
C44 147 GPa

(a) t = 0.5[ps]. (b) t = 0.6[ps].

Figure 6.8: Von Mises stress (σv) in time, anisotropic, high energy pulse (Ep = 0.05[µJ]).
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The displacement field for both 0.05[µJ] and 0.06[µJ] is identical due to unmodified
thermal expansion coefficient. However, the anisotropic elasticity tensor leads to notable
differences in the stress results, see Figures 6.8 and 6.9, where the maximum of the stress
bar is 3.5 · 103[MPa] and 2.5 · 104[MPa] respectively.

(a) t = 0.9[ps]. (b) t = 1[ps].

Figure 6.9: Von Mises stress (σv) in time, anisotropic, high energy pulse (Ep = 0.05[µJ]).

The stress observed, comparing to the isotropic material, is higher and uniformly dis-
tributed in the focal region. Due to electron shielding the shape of the stress distribution
displaces in axial direction, yet is obscured by the existing stress in the focal region, see
Figure 6.9. Similarly, for 0.06[µJ] the stress results are obscured and remain uniform, as
the FWHM of the pulse is not completed, see Figure 6.10, therefore no notable effects are
observed.

(a) t = 0.25[ps]. (b) t = 0.35[ps].

Figure 6.10: Von Mises stress (σv) in time, anisotropic, high energy pulse (Ep = 0.06[µJ]).

However, the effects of anisotropy become apparent when the FWHM of the pulse is
completed, see Figure 6.11, where the maximum of the stress bar is 1.5 ·105[MPa]. Similarly
to the isotropic case, see Figure 6.6, the stress concentrations are at the top of the electron
shield and in the focal region, see Figures 6.11a and 6.11b.

Subsequently, see Figures 6.11c and 6.11d, unlike for isotropic material, the stress in
the focal region reduces. Yet the stress in the electron shield increases significantly at two
locations, see Figure 6.11e, at the top of the shield and at the bottom, away from the optical
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axis. The stress concentrations at these locations coincide with experimental observations of
crack formation, see Figures 1.2, 1.4 and 1.5.

(a) t = 1.3[ps]. (b) t = 1.5[ps].

(c) t = 1.8[ps]. (d) t = 1.9[ps].

(e) t = 1.9[ps], detailed.

Figure 6.11: Von Mises stress (σv) in time, anisotropic, high energy pulse (Ep = 0.05[µJ]).

Despite the correlation between the observed stress concentrations in the model and ex-
periments, the thermal stress only gives an initial insight into crack formation. The formation
of cracks depends on a number of factors, e.g. pre-existing cracks and shock waves due to
plasma formation [59,67].





Chapter 7

Conclusions and future work

7.1 Introduction
For each of the primary objectives: (1) to improve the existing model, (2) run several sim-
ulation scenarios of the improved model to understand model behaviour and (3) extend the
model output by describing thermally induced stress; and the secondary objective, to resolve
convergence issues, conclusions are drawn. The limitations of the improved model lead to a
number of options, presented as future work.

7.2 Conclusions
The implementation of improvements was successful and resulted in a focusing laser beam
profile at the focal point, able to describe the subsurface irradiation and subsequent interac-
tion of phenomena. Furthermore, the boundary conditions implemented allow diffusion of
heat into the bulk sapphire, reducing the lattice temperature.

The scenarios simulated in COMSOL Multiphysics®, using the improved model, shows
a complex interaction of phenomena. The low pulse energy scenario results in minimal laser-
induced heating of the material. This was expected, considering the transparency of sapphire
for the wavelength and the low intensity is insufficient to initiate multiphoton ionization. For
the high pulse energy, thanks to the improvements in the mesh and solver configurations, the
performed studies maintained stability after the peak of the pulse (t = 0), unlike the base
model. However, the studies did not converge at a later time instance, again large gradients
affected model behaviour. The higher pulse energy studies extended beyond the domain, due
to rapid plasma expansion, allowing for studying of post-processing effects.

The free electron density distribution is shaped by the intensity dependent Keldysh ion-
ization framework, leading to local differences in density. The free electron absorption,
including impact and avalanche ionization, dependent on the intensity and the local free
electron density, leads to plasma formation and a subsequent shielding effect. The electron
shield absorbs the incident pulse energy, leading to rapid free electron generation expanding
the plasma region towards the top of the domain, displacing the electron shield. Thus, the
importance of the free electron density distribution for laser processing sapphire is undeni-
able.

In addition to shield formation, the lattice temperature distribution trails the free elec-
tron density distribution due to the dependence of the electron-phonon coupling coefficient
on the free electron density. The rapid expansion of the free electron temperature profile in
the domain leads to an uniform free electron temperature distribution, where minimal local
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differences and minimal energy diffuses into the bulk, due to the dependence on the free
electron density. Yet, the connection between free electron density and free electron tem-
perature is clear, the temperature is the total energy of the free electrons, when free electron
recombination occurs the temperature increases, however the total energy remains the same.
When all free electron have recombined the free electron temperature reduces rapidly, as
the system returns to the initial free electron density. Clearly showing the strong influence
of free electron density and negligible influence of free electron temperature on the lattice
temperature.

The extension of the model, describing the temperature dependent displacement field and
subsequent thermal stress, again shows significant dependence on the free electron density,
as it determines the lattice temperature distribution. For low pulse energy the resultant stress
is insignificant, yet displays the initial expansion in radial direction. For high and higher
pulse energy plasma generation, expanding in the direction of the incident laser pulse, re-
sults in high free electron density at the electron shield, leading to large displacements in
axial direction. The stress initially concentrates in the focal region, then after the electron
shield is formed, it follows the electron density distribution and accumulates towards the top
of the sample. After the peak of the pulse, the free electron density in the electron shield is
maintained, raising the lattice temperature locally, subsequently leading to development of
stress concentrations. Due to convergence issues, the determined stresses are occurring dur-
ing processing. The implementation of an anisotropic elasticity tensor clearly shows that the
stress during the FWHM of the pulse is obscured by the still increasing lattice temperature,
whereas when the FWHM is completed the stress concentrations coincide with observed
experimental results.

The improvements have provided an understanding of the model behaviour, the signif-
icance of each variable and individual phenomena. The thermal stress extension indicates
agreement between modelling and experimental results, despite exclusion of other stress in-
ducing effects.

7.3 Future work
Several limitations and model aspects are viable for further improvement:

Firstly, to improve ease of use of the model and allow for increase of complexity the com-
putational capabilities require an upgrade, to reduce computational time, as the high pulse
energy modelling time is over 72 hours. Furthermore, updating COMSOL Multiphysics® to
the latest version gives additional options to model physics, better visualization and increased
accuracy.

Secondly, the modelling domain needs to be extended, allowing for size comparison
to experimental work. Comparing the simulation and experimental results determines the
current degree of model accuracy of the shape of the plasma region, resulting in subsurface
structures. Additionally, equivalent size requires processing parameters, i.e. pulse time and
pulse energy, used in experimental work, leading to an accurate evaluation of the model
accuracy.

Implementation of electromagnetic or wave optics is required, see Section 3.2, to de-
scribe relevant optical effects. First an analysis of linear optical effects, to describe light
propagation in bulk sapphire, followed by an analysis of nonlinear optical effects, selecting
effects relevant to determine the intensity distribution in the bulk and absorption of the pulse
energy. Träger and Couairon et al. [68,69] could serve as guides to model pulse propagation,
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however possible challenges for this approach could be the complexity of optical theory and
the capabilities of COMSOL Multiphysics®.

Next, the priority should be given to the inclusion of plasma physics, as plasma is gener-
ated for high intensity pulses. Plasma has different properties from solid sapphire (see Xia et
al. [70]), affects laser pulse propagation and subsequently the resultant subsurface structure
as the amorphization and void formation occur in the plasma region. A simplified approach
to model the effects within the plasma region would be to include additional loss terms in
the free electron temperature PDE, attributed to plasma generation, amorphization and void
formation.

Finally, implementation of nonlinear, anisotropic and variable dependent parameters to
improve model behaviour, for determining the post-processing morphology. Inclusion of
phase transformation through material parameters is an additional option.
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[14] M. Malinauskas, A. Žukauskas, S. Hasegawa, Y. Hayasaki, V. Mizeikis, R. Buividas,
and S. Juodkazis, “Ultrafast laser processing of materials: From science to industry,”
Light: Science and Applications, vol. 5, no. 8, pp. 3–5, 2016.

[15] N. M. Bulgakova, V. P. Zhukov, Y. P. Meshcheryakov, L. Gemini, J. Brajer, D. Rosto-
har, and T. Mocek, “Pulsed laser modification of transparent dielectrics: what can be
foreseen and predicted by numerical simulations?” Journal of the Optical Society of
America B, vol. 31, no. 11, p. C8, 2014.

[16] S. K. Sundaram and E. Mazur, “Inducing and probing non-thermal transitions in semi-
conductors using femtosecond laser pulses,” Nature Materials, vol. 1, no. 4, pp. 217–
224, 2002.

[17] N. M. Bulgakova, I. M. Burakov, Y. P. Meshcheryakov, R. Stoian, A. Rosenfeld, and
I. V. Hertel, “Theoretical models and qualitative interpretations of fs laser material
processing,” Journal of Laser Micro Nanoengineering, vol. 2, no. 1, pp. 76–86, 2007.

[18] N. M. Bulgakova, V. P. Zhukov, and Y. P. Meshcheryakov, “Theoretical treatments of
ultrashort pulse laser processing of transparent materials: Toward understanding the
volume nanograting formation and ”quill” writing effect,” Applied Physics B: Lasers
and Optics, vol. 113, no. 3, pp. 437–449, 2013.

[19] K. I. Popov, C. McElcheran, K. Briggs, S. MacK, and L. Ramunno, “Morphology of
femtosecond laser modification of bulk dielectrics,” 2011 Conference on Lasers and
Electro-Optics: Laser Science to Photonic Applications, CLEO 2011, vol. 19, no. 1,
pp. 271–282, 2011.
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