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Abstract

Video search and recommendation systems that work with long videos that cover
multiple subjects have a unique feature. These videos often contain only parts that
are relevant to the user. Providing access to the relevant parts in the video quickly
and easily is favourable for the user, this can be done using query dependent clip
selection. The visual relevance and visual interest of these clips is important when
only the visual modality is shown to users. The perceived system performance by
the users might not be satisfactory when the relevant information only resides in
other modalities, the lacking visual information does not satisfy the user.

We propose a system that includes the visual modality in the clip selection pro-
cess to improve the visual relevance and visual interest. The information from the
speech and visual modalities are transformed to the same semantic feature space
to be able to compare clips to the query in this same feature space. The proposed
system is evaluated on visual relevance and visual interest against a comparable
system that does not use the visual modality.

Including the visual modality does significantly improve the visual relevance of
the clip selection. The visual interest of the selections improved significantly, but not
as convincingly as visual relevance. This research suggests that the type of query
has an influence on the performance of the proposed system.
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Chapter 1

Introduction

Due to the explosive growth and widespread availability of video nowadays, and the
effort taken to process this content, new ways need to be found to efficiently and
effectively offer the right content to the right users. This is often done through video
search or recommendation systems to supply the user with videos that are relevant
to them. These systems often work on a document level, meaning that the systems
return complete videos. This works well for entertainment systems like Netflix or
YouTube, but it becomes a bit more tedious when working with, for example, long
videos which cover multiple subjects and contain only parts that are relevant to the
user. For example, a user is searching for singing birds. If the videos are returned
as whole documents, the user needs to watch the whole video to find that one clip
with the singing birds. The same holds for a recommendation system, it can be that
only a part of the video is interesting and relevant for the user. And even when the
whole document is relevant or interesting, it is favourable to not having to watch the
whole video to decide that you want to watch it.

Figure 1.1: Select a relevant part of a video dependent on a query

The possibility that only a part of a video is relevant or interesting, is a problem
that the Netherlands Institute for Sound and Vision (NISV) faces when offering their
content to users. NISV collects, looks after, and provides access to the Dutch audio-
visual heritage. In total, the collection holds more than a million hours of television,
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radio, music and film that began in 1898 and continues to grow daily. Almost all the
documents in the archive are of broadcast length (20 min or longer) and a big part
of the archive consists of news broadcasts. These news broadcasts cover multiple
subjects and together with the long length of all the documents in this archive, the
need for a system that selects interesting and relevant clips becomes apparent.

To shorten the time the user must spend on each video, video summarization [1]
and highlight detection [2] are often used to give a short preview of the full video.
This way the user does not have to watch the full video to see if it contains inter-
esting or relevant parts. Video summarization produces a summary of a full-length
video and highlight detection is used to select parts of the video that are interesting
to the user. These systems can be used separately or together, but they do not use
any input given by a search or recommender system. This means that the systems
might select parts of the video that are not relevant or interesting to the users given
input, while omitting parts that are. When searching for a segment from a news
broadcast, the summarization system would still summarize the whole broadcast,
not the parts relevant to the user. And the highlight detection might detect highlights
from the broadcast that have nothing to do with the sought-for segment. To get seg-
ments that better match the user’s query, the selection systems should be query
dependent.

Figure 1.2: Select a relevant to the query part of a video using the audio transcript

The NISV introduced a query-dependent video clip selection system that selects
a clip from videos that best suits the query. By segmenting the visual documents into
small pieces, efficient access is provided to the relevant content [3] [4]. Automatic



Speech Recognition (ASR) transcripts and subtitle data from the videos are used to
find the clip that is most relevant for the query as illustrated in figure 1.2.

An observation made by the NISV is that these selected clips often lack visual
relevance. For example, a query contains keywords about pandas but the selected
videoclip contains no images of pandas. It could be that someone is talking about
pandas in the clip, but they are never shown. The clip is relevant, but not inherently
visually relevant. Another observation made by the NISV is that the selected clips
are not very visually interesting. For example, news anchors who talk about items
that correlate with the query behind their desks might not be perceived as visually
interesting.

Video clips not being visually interesting and lacking visual relevancy becomes
a problem when only the visual modality is shown to users. The perceived system
performance by the users might not be satisfactory. The user expects relevant and
interesting clips, but when the relevant information from the audio is not given, the
lacking visual information will not satisfy the user. The system might work well and
select clips which are relevant or interesting based on the audio or metadata, but
the perceived performance by the user using the visual modality does not reflect
that same relevance or interest.

Figure 1.3: Perceived performance of the user using the visual modality does not
reflect the relevance or interest of the speech/audio modality

The lack of visual relevance and clips not being visually interesting might come
from using non-visual information, like ASR and subtitle data, to rank visual con-
tent. The visual modality is ignored in the video clip selection process and might not
achieve visually satisfactory results [5]. It is hypothesised that including the visual
modality in the clip selection process improves the visual relevancy of the selections
and makes the selections more visually interesting.



1.1 Research questions and challenges

These problems and challenges translate in the following research question:

How does including the visual modality in a query dependent clip selection
process affect the visual relevance of the selections and how visually interest-
ing these selections are?

To answer this question some challenges need to be overcome. First, including
the visual modality in the clip selection process. The visual information needs to
be extracted from the videos through visual features. These visual features need
to augment the video clip selection process. Second, the visual modality cannot be
directly compared to a textual query. A translation step needs to be made from the
visual domain to the semantic domain. Third, the temporal dimension of the video
plays a role in the clip selection process. The best start and stop boundaries of the
clips need to be found. The videos need to be segmented in a way so that coherent
clips can be selected which then can be ranked based on how well they match the
query. Temporal data in this context is defined as data of which is known at what
timestamp in the video it was recorded. For example, subtitle data tells what is said
in the video, but more importantly, when it is said.

To answer the research question, a multi-modal query-dependent video clip se-
lection system (VCSS) is proposed that can return video clips which are visually
relevant and interesting for the user. This selection system includes the visual and
speech modality to select clips that are relevant to the query. The aforementioned
challenges are overcome by building a prototype of this VCSS. Finally, this VCSS
prototype is evaluated against an existing system.

The VCSS prototype mimics the tasks of an earlier prototype system developed
by the NISV. To avoid confusion the prototype system developed by the NISV will be
referred to as the NISV system. This NISV system is described in section 1.3. Both
the VCSS prototype and the NISV system retrieve video clips from the NISV archive
that are relevant and interesting to a written news article. The NISV system is used
as a baseline in the evaluation of the VCSS on visual relevance and visual interest
of the selected video clips.



1.2 Dataset

The dataset used for both clip selection systems is the archive collection of the
NSIV. For this research, the television segment1 of this collection is used. Almost
the entirety of this segment consists of public service TV. There are several different
TV programs, but the majority (one third) consists of news broadcasts.

1.3 NISV system (baseline)

The Netherlands Institute for Sound and Vision (NISV), Beeld en Geluid in Dutch,
has developed a video wall (called News behind the News) that shows videoclips
from their video archives related to current news articles. Each time a news article
is published, the system shows 6 videoclips from the archives related to this news
article. The video wall interface can be seen in figure 1.4. Currently, the system
gets news articles by listening to multiple RSS feeds. The text from these articles is
sent to a search API, which in turn returns the top six most relevant clips from the
video archive. These clips are then cashed in an application server so the visitors
can view these clips on the museum interface. This process is illustrated in figure
1.5.

Figure 1.4: Interface of the News behind the news system

The input for this system is not a descriptive query. A descriptive query would
be keywords or a description of what you want to find, the NBTN application uses a
news article as a query. The article contains keywords, but around those keywords
is a lot of context and some irrelevant text. These articles need to be processed
to extract relevant information to be able to search the video archive. The NISV
system does this by removing commonly used words (stop words) and counting
word occurrences in the news article. This information is then used to select the
most relevant videos.

The NISV system does not select a clip from the video, it presents a jump-in
point. The system selects the best place to start playing the video but does not

1https://archiefstats.beeldengeluid.nl/flight-over-the-archive/tv

https://archiefstats.beeldengeluid.nl/flight-over-the-archive/tv


tell where the relevant clip ends. These jump-in points are determined in three
ways. Which method is used depends on the data that is available for the video
that is being processed. The first method uses annotated sections. These manually
annotated sections divide a television program in coherent parts each with their own
description. For example, a news broadcast is divided into news items. Each section
would describe a news item. The start of the most relevant section can then be used
as a jump-in point. Only a small part of the archive is annotated with sections.

The other two methods use a transcription of spoken text, either subtitles or ASR.
The temporal data of each sentence in the transcript is used for clip selection. The
most relevant sentence is found by comparing the keywords to the content of the
sentences. Then the start time of this sentence is used as the jump-in point for the
video.

Figure 1.5: Current process of video clip selection for the ”News behind the News”
installation



Chapter 2

Related Work

Although video retrieval, recommendation and highlight selection are becoming quite
mature fields of research, query-dependent video clip selection is a relatively un-
charted territory. But there are multiple related fields that can help understand the
challenges that might present themselves.

2.1 Query dependent clip selection systems

As early as 1995, query dependent clip selection showed potential in the form of
the Informedia project [3] [6] [7]. The Informedia project established a large, online
digital video library featuring full-content and knowledge-based search and retrieval.
The first publication by A.G. Hauptmann and M. A. Smith [3] proposed a system
for retrieving a short video paragraph in response to the user’s query. This system
searches for keywords from the user query in the speech transcripts of the videos. A
video paragraph that surrounds the best matching part of the transcript is returned
as the most relevant clip. They define a video paragraph as a part of the video
that starts at a natural boundary of the relevant content and ends wherever the
video moves to a different context. Video paragraphs are created by matching audio
paragraphs to the nearest shot transition. This process is illustrated in figure 2.1.
Audio paragraphs are created by looking for breaks with silence in the audio track.

Later publications of the Informedia project [6] [7] do not mention the query de-
pendent clip selection anymore. Instead they are using video skimming, which is a
video summarization technique.

A fairly similar method to that of the first Informedia publication, is one proposed
by Tat-Seng and Li-Qun [4]. Each video shot is logged using text descriptions, audio
dialogue, and cinematic attributes. A two-layered, concept-based model is used.
The first layer contains the video shots which are linked to a second layer contain-
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Figure 2.1: Selecting video paragraph that surrounds the best matching part of the
transcript.

ing scenes. The scene layer is used to describe the overlapping concepts of the
underlying shots. The information from both layers is used for accurately retrieving
relevant video shots based on users’ free-text queries. This method and the Informe-
dia method heavily relied on manual shot and scene annotation. They had systems
in place to suggest shot and scene boundaries, but in the end these suggestions
were manually curated.

2.2 Introducing the visual modality

The previous mentioned methods used the visual modality only for the segmentation
process, not as information for the selection of the best video segment. To introduce
the visual modality in the selection process, features need to be extracted from the
video. There are two types of features, low level and high level features. Low level
features is knowledge extracted from the document data without a classification or
detection step. This is a direct translation of the data. High level features are outputs
of detectors and classifiers that use the document as an input. To be meaningful to
the clip selection process these extracted visual features need to contain contextual
information. These features will be used to match clips to a textual query. Since
low level features only offer a translation of the data and do not extract contextual
information, they will not be useful to the clip selection process. This leaves the high
level features.

The most commonly used visual high level features are concepts [8]. Typically,



concepts are objects, people, places, events and actions. Visual concepts are ex-
tracted from a video using concept detectors. For example, using You Only Look
Once (YOLO) object detection [9]. An output of such a concept detector can be
found in figure 2.2.

The list of possible recognisable concepts is predetermined and relations be-
tween these concepts are often included in this list. For example, the concepts
apple and pear both have a relation to the concept of fruit. The concept list with their
relations form an ontology that can be utilised when matching concepts to the query.
This way an exact match between concepts in the query and the document is not
needed. For example, when the concept apple is found in the query and the concept
pear is detected in the document, then the document will still be regarded as a close
match to the query without being an exact concept match. Some systems exploit
this relationship, for example, Sang et al. [10] use the conceptual relationships to
find semantic similarity between documents. A typical system uses concept detec-
tors both on the query and the documents to extract the concepts. Then the found
concepts in the documents can be matched to the concepts in the query, leveraging
the relations in the ontology of the concepts.

Figure 2.2: Output of an object detection system

2.3 Translation from visual domain to semantic do-
main

A problem with introducing visual features in the clip selection process is that these
visual features cannot be directly used to compare to a textual query. A translation
step needs to be made from the visual domain to the semantic domain.



A method by Natsev et al. [11] attempt to make this translation step. They pro-
pose a method that uses visual concepts to do semantic query expansion. Visual
concepts are extracted from the videos using concept detectors. These concepts
are then utilised to expand the original query to get a new set of results. Two meth-
ods are proposed to find words to expand the query with. The first method takes
a lexical approach. This approach leverages global language properties, such as
synonyms. Each concept has a short description that can be used to find similarity
between words and the visual concepts. For example, the concept ”car” is detected
and the description of the concept states that it is an motorized vehicle. These words
can then be linked to the concept ”car”. To improve the linking of words to concepts
all similar words are added from a lexical database such as Wordnet [12].

Figure 2.3: Mining associated terms in subtitles through co-occurrence.

A second method uses a statistical approach which mines words in the neigh-
bourhood of the occurring visual concepts as illustrated in figure 2.3. For example,
a car is detected as a visual concept, then the words in the subtitles within a fixed
temporal neighbourhood around this visual concept are assumed as related words
to the concept. These related words are then in turn used to expand the query. Nat-
sev et al. report that the statistical method outperforms the lexical approach.



Sun et al. [13] present a query dependent highlight detection method that also
makes a translation step from the visual to the semantic domain. This method uses
“viralets”, a mid-level representation bridging between semantic and visual spaces.
They created their viralets using a viral video database that consisted of videos and
user comments. They grouped visual similar concepts together into viralets and
learned the associated semantic terms from the comments of those videos. Those
learned terms are then used to match queries to viralets and then viralets to videos.
This approach is very similar to the process of Natsev et al. [11] that tries to find
semantic terms to expand the query.

The work of Sun et al. did not consider the temporal window in the video se-
quence selection process. Their method relied on video highlight detection to select
the video sequences. From this set of video sequences, the sequence that best
matched to the query was returned. The problem is that existing highlight detection
methods often suffer from expensive supervision requirements, where human view-
ers must manually identify highlights in training videos [14]. These highlights are
often related to the content of the video and preference of the audience [15].

2.3.1 Word embedding

To improve the semantic term matching between queries and visual concepts, word
embeddings could be utilized. Word embeddings are vector representations of
words that represent a words context and are used to efficiently measure semantic
word similarity. This works different than a lexical database such as Wordnet [12].
A lexical database is manually curated and documents relations between grouped
synonyms (synsets) of words. Word embeddings are trained on a large text corpus.
The word embedding model looks at all the appearances of a word in this corpus and
learns the context from the neighbouring words and stores this knowledge in a word
embedding vector. A very simplified example would be that the model comes across
the usage of ”king” and ”queen” in the same sentence very often. Then these words
must be quite similar. The model learns relations between words in a vast number
of dimensions and encodes this in a vector, the word embedding.

A visual example of word embeddings is illustrated in figure 2.4. These are a
number of 50 dimensional vectors visualised using red as a positive value (1.0) and
blue as a negative value (-1). In the illustration can be seen that the vectors of words
like ”woman”/”girl” and ”boy” are somewhat similar. Where the ”water” vector is less
similar to all the other vectors in this example. It is important to note that the values
in these vectors do not represent a real world feature like probabilities for every word
in the vocabulary. These vectors are relations learned by the model expressed in a



Figure 2.4: Visual example of simple word embedding vectors of a number of words

multi dimensional space.
Mikolov et al. presented Word2Vec [16] [17], a model that can convert single

words to the semantic vector space. Other systems such as the universal sentence
encoder presented by Cer et al. [18] work on a sentence level instead of single
words. These different word embeddings can be used to match the text in the arti-
cles with either text learned from ASR or the text describing the visual concepts.

2.4 Segmentation

To be able to perform video clip selection a video needs to be segmented into clips.
These clips can then be ranked using associated temporal data. There are different
segmentation methods that could be utilized. Videos can be segmented into smaller
parts called frames, shots and scenes. Video frames are the most basic unit of
video segmentation. A frame is one still image that makes up the series of images
that compose a video. A shot can be defined as a contiguous, unedited sequence
of frames with start and end boundaries. Scenes consist of one or more shots that
are similar in terms of space, time or content.

Figure 2.5: Video segmentation into Scenes, Shots and Frames



2.4.1 Shot segmentation

A common way of shot segmentation is using shot boundary detection. This makes
use of the changes in frames between shots. There are several ways to change from
one shot to another. The most basic way is a direct or hard change, directly going
from one shot to another, often referred to as direct shot boundary detection. These
abrupt changes are relatively easy to detect by looking at frame similarity. When the
next frame is noticeably different from the current frame a shot change is detected.
The problem lies with transitions, these come in numerous forms and change one
shot gradually to the next shot. For example, a dissolve to black or a wipe effect
across the screen to the next shot. Since shot change happens gradually, frame
similarity might not detect these changes.

Ngo et al. [19] proposed a system that detects shot boundaries by looking at
temporal slices across multiple directions. This means that a sequence of frames
is analysed by taking certain pixels from the frames and see how they change over
time. These pixels are taken in a cross-hair like form from a video frame. Fea-
tures can be extracted from these temporal slices to feed into cut, wipe and dissolve
detectors.

Other methods [20] [21] use both global and local visual descriptors to mea-
sure frame dissimilarity. Using this dissimilarity measure shot boundaries can be
detected. For global visual descriptors, RGB or HSV histograms are used. For the
local visual descriptors, both methods use SURF [22]. SURF is an interest point
detection-description scheme which robustly and reliably finds ‘interest points’ in the
image, such as corners, blobs, and T-junctions. Global features represent the vi-
sual content on a higher level. For example, global features can be used to identify
scenes through clustering due to the visual similarity among video frames in the
same scene. Local features represent the local details of visual content. This is
great for finding shot boundaries since these changes are often more subtle that
global features might not pick up. Both global and local features can be used to
measure the similarity between two frames. These similarity measures are then
used to detect shot boundaries by looking at rapid change.

2.4.2 Scene detection

Segmenting in shots negates the contextual sequence information layer. Grouping
shots together that show the same content, space or time will form scenes. Scenes
include the sequence information layer but are harder to detect. Shots with similar
content, space or time need to be clustered together.

There are two different approaches for scene detection, this has to do with the
definition you choose to use for a scene. You can say that a scene is a group of



shots that show the same content, space or time, spread over the complete video,
ignoring sequence. For example, a series of shots of an apple on a tree are shown,
followed by some different shots of eggs and then some more shots of that apple.
Using this definition all these apple shots are taken together ignoring the fact that
they do not sequentially follow each other. The other scene definition does take
the temporal dimension into account and states that scenes are sequential shots
with similar content, space or time. Ignoring the temporal dimension seems easier
because this makes scene detection a clustering problem, including the temporal
dimension makes it a more complex optimisation problem. You could include the
temporal position of the clip as one of the features in the clustering problem, but
weighting that is not necessarily easy.

Odobez et al. [23] assume that scenes do not have a temporal dimension and
treat scene detection as a clustering problem. This method groups shots with simi-
lar content into a scene using spectral clustering which allows them to automatically
select the number of clusters (scenes) that present themselves in a video. They
chose to ignore the temporal dimension because they work in the context of home-
made videos. Other methods [24] [25] [26] that do include the temporal dimension
use grouping algorithms which group sequential shots optimally to form scenes. All
these methods report some issues and there is no standardized test set for scene
detection, so the methods are not compared to each other.

Figure 2.6: Example of stratification of a video

2.4.3 Stratification

Another way to segment videos is stratification [27] as illustrated in figure 2.6. In-
stead of segmenting the video into shots, the video is segmented into strata. Strata
are a contiguous set of frames. Each frame can have multiple strata assigned to
them. Meaning that these strata can overlap each other. A stratum represents a



contextual event, for example, a shot begins and ends, the camera zooms in, a
character enters and sits down. Using shots as the level of segmenting might com-
promise contextual information of a video sequence [4]. A set of two shots or scenes
might be more relevant together than those shots or scenes separately. By overlap-
ping the segmentation using strata, the risk of compromising the contextual informa-
tion is lower [4]. Unfortunately, the only presented techniques for this stratification
method need to be performed manually and is not yet automated.





Chapter 3

Method: Video Clip Selection System
(VCSS) design

To be able to test the research question, a clip selection system is needed that in-
cludes visual features in the clip selection process. This chapter describes a VCSS
prototype design that extracts objects from videos to include visual features. The ob-
jects, speech data and query are transformed to the same semantic feature space
which allows for an easy comparison of video clips to the query. Through this com-
parison a ranking is build of segments that are closest to the query in this feature
space.

3.1 VCSS prototype system overview

Different parts of the VCSS are covered in this chapter. To give a more comprehen-
sible overview this section will describe the process from giving the VCSS system a
written news article to giving back selected video clips for that article. Each step in
the process is described and visualised with an illustration. Each step has a section
associated with it that will go in detail.

1. Baseline system

The first step is sending the news article to the NISV baseline system. This
does two things, it will create a re-ranking subset of videos and it will send
back jump in points that can be used as baseline video clips. (Section 1.3)

19



2. Object detection

Object detection is performed on each video to add visual features. This pro-
cess is sped up by only using extracted key frames from each shot in the video.
(Section 3.2)

3. Speech data

Parallel to the object detection the speech transcripts are gathered. If subtitles
are available this will be used as the speech transcript. If subtitles are not
available a transcript is used that is generated by sending the video through
an ASR system. (Section 3.3)

4. Segmentation

After all the features are gathered the video is segmented using overlapping
moving windows and a variable window size. This creates segments that over-
lap each other and have different lengths. For each segment the corresponding
speech and object data is gathered. (Section 3.4)



5. Modality fusion and clip selection

The temporal data is converted into word embeddings. The object data and
speech data are then combined into a single vector. The news article that is
used as input to the system is converted to word embeddings as well. The
fused speech and object vector is compared to the news article vector using
cosine similarity. This results in a similarity score for the segments. Finally
all the segments are reordered using the similarity score creating a ranked list
of segments. The top of this list can be used as the output of the system.
(Section 3.5)



3.2 Extracting visual features

Concept detectors were chosen as the starting point for extracting visual features as
they are frequently used and provide contextual information.

3.2.1 Concept detection

Concept detectors deal with detecting instances of semantic objects (such as hu-
mans, buildings, or cars) in images and videos. Videos are processed by treating
individual frames as images for the concept detectors. Concept detection is gener-
ally done using machine learning. These machine learning models learn patterns
connecting concepts to features extracted from an image. To be able to train these
machine learning models a dataset of images is needed where each image is an-
notated with the concepts it contains. In the training process each image is fed to
the machine learning model to see if it detects the right concepts. If the detected
concept does not match the annotated concept, then the parameters of the model
will be adjusted. This is repeated until the model performs satisfactory. A concept
detector has a predetermined number of concepts it can detect. This is determined
by the number of concepts the training data contains. For example, when the model
is trained with images of only cats and dogs, the final model will only be able to
detect cats and dogs.

3.2.2 Chosen Model

The chosen criteria for a concept detector for the clip selection system are:

• A detector that detects a broad number of concepts (paragraph 3.2.3)

• Object detection (paragraph 3.2.4)

• Pre-trained model (paragraph 3.2.5)

There are many pre-trained models out there. For this system a model from the
Tensorflow model zoo1 was chosen. The models in this collection were tested for
speed and accuracy trade-offs by J. Huang et al. [28]. The VCSS prototype system
will not work in real time, so speed is negated as a choice factor. The models trained
on the Open Images [29] dataset were chosen as the best options, since they could
detect the most and diverse concepts with comparable accuracy to the other models.
The exact pre-trained model used is faster rcnn inception resnet v2 atrous oidv4

1Tensorflow Model Zoo https://github.com/tensorflow/models/blob/master/research/

object_detection/g3doc/detection_model_zoo.md

https://github.com/tensorflow/models/blob/master/research/object_detection/g3doc/detection_model_zoo.md
https://github.com/tensorflow/models/blob/master/research/object_detection/g3doc/detection_model_zoo.md


which is the model with the highest accuracy (measured in mAP2) that is trained
on the Open Images dataset. Open Images contains nine million images of which
1.74 million are annotated with bounding boxes. These bounding boxes makes the
images usable for training an object detection model. The object detectors trained on
this dataset are able to detect 600 concepts which are part of a semantic hierarchy
which is illustrated in figure 3.1. These semantic relations can be utilised as touched
upon in section 2.2.

Figure 3.1: Open Images object classes with their semantic hierarchy.
can also be found online: Open Images semantic hierarchy -

https://storage.googleapis.com/openimages/2018_04/bbox_labels_600_hierarchy_

visualizer/circle.html

2Open Images mAP = https://storage.googleapis.com/openimages/web/evaluation.html#

object_detection_eval

https://storage.googleapis.com/openimages/2018_04/bbox_labels_600_hierarchy_visualizer/circle.html
https://storage.googleapis.com/openimages/2018_04/bbox_labels_600_hierarchy_visualizer/circle.html
https://storage.googleapis.com/openimages/web/evaluation.html##object_detection_eval
https://storage.googleapis.com/openimages/web/evaluation.html##object_detection_eval


3.2.3 Specialised vs Broad

A concept detector can be highly specialised or very broad. Examples of highly
specialised concept detectors are face detection and ball tracking during football
matches. More broad detectors are generally called object recognition or object de-
tection. These detectors often have a wide range of concepts they can detect. The
advantage of highly specialised systems is that they are often more accurate. They
do not have to generalise the model to recognise a lot of concepts, instead these
models are more fitted to a small list of concepts. It is assumed that is favourable to
have many possibilities to match a concept to a query. For example, when a concept
detector only can detect faces it would not provide much contextual information other
than that there are persons in the image. With a wider range of detectable concepts,
a broader range of conceptual information can be extracted. Unfortunately increas-
ing the number of detectable concepts impacts the performance of the detector.
More concepts often has an impact on the performance and accuracy. You need
a more complex model and more training data. With a lot of concepts there can
be some concepts that are very similar and hard to distinguish for the detector. A
choice is made for a broad as possible detector that has acceptable performance for
each concept.

Figure 3.2: Specialised and broad concept detectors.

3.2.4 Object detection vs Object classification

The general term for broader detectors is object detection, but there is a very im-
portant difference between object detection and object classification. They both can
tell you what object is in the image. The most important difference is that an object
detector can tell you where an object is in the image. An object classifier can not
do this. A visual comparison can be seen in figure 3.3. An object detector always



contains an object classification step. An object detection model first ”looks” where
there might be possible objects, then these possible objects are fed to an object clas-
sification model and this tells what the object might be. These two models together
provide a location and classification of the objects in an image. The object locating
step is important to stop feeding conflicting information to the object classification
model. For example, when an image of a cat and a dog is fed to an object classi-
fication model directly it gets confused and gives a high probability to the concepts
of both cat and dog. With only two concepts this is still manageable, but with more
concepts in the image it may confuse the model and results in lower probabilities of
these concepts. Another difference is that object classification is not able to detect
multiple instances of the same concept where object detection is able to do this. For
example, when given an image of two cats, object classification would classify the
image as a single cat.

Figure 3.3: Object classification shows what objects are in the image, object detec-
tion also shows where in the image the objects are.

Adding a region proposal algorithm that ”looks” for possible objects, each object
is fed to the classification model separately, so the information is less conflicting.
This improves the performance of the classification step for images with multiple
concepts, but adding this region proposal algorithm increases complexity of the sys-
tem and introduces an error in to the process. This introduced error results often
results in a lower amount of concepts able to detect. Object classification can detect
a higher number of concepts reliably. An assumption was made that object detection
is more suitable for the clip selection process, since the videos almost always con-
tain multiple concepts and multiple instances of these concepts. Knowing that there
are multiple instances of a concept in an image could help gauge the importance of



that concept. For example, if there are multiple lions in an image the context would
probably be lions, where a single lion might suggest a broader context like savanna
animals.

3.2.5 Pre-trained models

When there is no time and resources available to train a model, pre-trained models
can be used. These pre-trained models are created and trained by someone else on
a dataset often openly available. Images are a universal medium, so a pre-trained
model can be easily used on the NISV data. Pre-trained models that perform well are
easily found, but these models are not validated on the dataset of the clip selection
system. These models are often validated on openly available test data. There might
be some deviations in the clip selection dataset that will not be handled well by the
pre-trained models. Using the pre-trained models is the only option for this system,
so these possible deviation need to be taken in consideration during evaluation. The
clip selection system uses pre-trained models because training a model ourselves
is not in the scope of this research.

3.2.6 Adding visual features on the fly

The NISV video archive contains a lot of data, too much data to process in a short
time. To add visual features to this archive and still perform retrieval in a reasonable
time, a multi-media re-ranking approach [5], [30] has been used. This process is
illustrated in figure 3.4. This re-ranking approach selects a subset of videos for each
query using the currently available features and metadata. Then visual features are
added to this subset on the fly and finally, this subset is put through the segmenting
and ranking processes.

If all the visual features would be present in the dataset beforehand, the method
of segmenting every video and ranking each segment individually will not be viable.
The process of comparing the temporal data of every segment of every video will
take a long time. Other methods of comparing the temporal data to the query need
to be found. Re-ranking might miss some relevant documents in the first pass, but
is much faster than adding visual features to all the videos in a database.



Figure 3.4: Re-ranking solution for the VCSS



3.2.7 Speeding up object detection

Doing object detection on every frame of a video is very time consuming. For an av-
erage video this means that per second of video 24 images need to run through the
object detector. A simple approach to speeding up the detection process is only us-
ing one frame every second. This speeds up the process 24 times. Another method
is using shot segmentation, then only one frame per shot needs to be detected since
all frames within the shots are very similar. To select suitable key frames a method
presented by Song et al. [31] was used. After segmenting, certain key frames are
selected based on the amount of motion in the frame. Key frames with less motion in
them are desirable since they contain less motion blur and produce a clearer image
for the object detector to work with. The motion in a frame can be measured by look-
ing at motion features. Segmenting the videos adds time to the overall process, but
this time is regained when only one frame per shot is used for the object detector.
With the added benefit that these frames contain the least amount of motion.



3.3 Extracting speech features

Some videos in the database had subtitles, some had ASR transcripts and some
documents had no speech data at all. The documents for which neither a subtitle or
an ASR transcript was available an Dutch ASR system was used called KaldiNL3 to
generate the missing ASR transcripts. This is the same ASR system that was used
to create the existing ASR transcripts in the database. If available, the subtitles were
used first for the clip selection process. Otherwise the ASR transcips were used.
Manually annotated subtitles are favourable over automatically generated speech
transcripts since they are often more accurate.

3KaldiNL ASR system - https://github.com/opensource-spraakherkenning-nl/Kaldi_NL

https://github.com/opensource-spraakherkenning-nl/Kaldi_NL


3.4 Segmentation

A logical first step of finding the clip that matches the query is segmenting the video.
These segments can then be compared to the query individually returning the best
matching segment as the best matching clip. A number of segmentation algorithms
were explored. Scene segmentation is still in early stages of research and the openly
available algorithms produce no coherent scenes, so it was not considered as a
viable option. Multiple shot segmentation methods were tested and produced viable
segmentation. During the testing of these segmentation methods a realisation was
made. Video shots have different lengths and different information densities. The
temporal data is not uniformly dense over the video. For example, certain parts of
the video might not contain any speech data and other parts might not have any
detected objects. A combination of sequential shots can be a better match than
using only one video shot. The shot boundaries are logical start and stop points
in the video, but also divide up the temporal information. Since the focus of this
research lies on the addition of the visual modality in the clip selection process, a
decision was made to keep the segmentation process simple and uniform.

The chosen segmentation approach takes inspiration from stratification (see sec-
tion 2.4.3). Using stratification the segments do not have to be successive windows,
they can also overlap each other. A choice was made for a segmentation algorithm
that uses multiple overlapping moving windows of varying window lengths. This seg-
mentation method considers clips that can transcend shot boundaries and different
lengths of the same content to accommodate different information densities.

Figure 3.5: A moving window over temporal data



For a moving window there are two variables to consider, the size of the window
and the amount that a window advances each step. These variables are illustrated
in figure 3.5.

Overlapping the windows generates more possible clips. If there is no overlap, a
situation could occur that the best possible clip starts at the end of one window and
stops in the next window.

Window size has influence on how well the clips match to the query. A longer
segment might provide a better match to the query than when it is split up in smaller
segments. To include the short as well as long clips, the videos are segmented
multiple times with varying window sizes. A minimum and maximum window size is
determined. The process starts by segmenting the whole video using the minimum
window size. Then the window size is increased with a fixed amount of seconds and
the video is segmented again using the new window size. This process is repeated
until the maximum window size is reached.

This segmenting process has four variables, the minimum window size, the max-
imum window size, the window advancement and the window size increase. To
simplify the segmenting approach the window advancement and the window size
increase are combined in a single δ variable, because they both control the spread
of the segments over the video. The segmentation process is illustrated in figure
3.6.



Figure 3.6: Segmentation process using an overlapping moving window and vari-
able window size.

3.4.1 Temporal data and Temporal windows

To be able to compare a segment to the query the speech and object data asso-
ciated with that segment needs to be retrieved. This is easily done since both the
object and speech data are temporal. Temporal data in this context is defined as
data of which is known at what timestamp in the video it was recorded. For ex-
ample, subtitle data tells what is said in the video, but more importantly, when it is
said. This temporal data is already present in the dataset used for this research
in the form of subtitles or a speech transcript. Additional visual temporal data is



added using object detection. The object detection process annotates where and
when these objects occur in the video. To easily get corresponding temporal data
of a video segment a temporal window can be used. This creates a subset of the
temporal data containing only the datapoints that occurred in the specified window
of the video segment as illustrated in figure 3.7.

Figure 3.7: A temporal window creates a subset of datapoints from a specific time
in the video



3.5 Selecting a clip

3.5.1 Parameters

There are a number of parameters that can be tweaked to alter the clip selection
process. During segmentation the minimum and maximum lengths of the segments
can be altered. As well as the δ variable that controls the overlap and spread of the
segments. The influence of the modalities on the query comparison can be altered
by increasing or decreasing their corresponding scalars. This leaves five parameters
to be tweaked to find an optimum for the VCSS.

• Minimum clip length

• Maximum clip length

• δ overlap

• Speech vector scalar

• Object vector scalar

The final parameters values were chosen through experimentation. Unfortu-
nately the resources to test multiple versions of the system were not available. So
no hyper parameter tuning was not possible. The experimentation to find the best
parameters consisted of running tests on a defined set of news articles, changing
parameters and reviewing the video clips.

The minimum, maximum and δ variable were chosen through domain knowledge
and common sense. These were set to five, thirty and five seconds respectively.
This is a reasonable range of clip lengths and overlap that would not extremely over
or under sample the videos.

Selecting the scalars of the modalities was a more ambiguous process. Multiple
test runs were done with the scalars set at extremes to find a range where the sys-
tem performance was acceptable. Unacceptable performance would be that most
clips selected by the system have nothing to do with the news article or the clips
are mostly uninteresting to look at. An acceptable range was found around a 2 to 1
ratio between the modalities both ways. A final experiment was done were the news
articles of the final experiment were run through the system with three different set-
tings for the scalars. First with 2 for the speech scalar and 1 for the object scalar,
second with the scalars being equal and last with 1 for the speech scalar and 2 for
the object scalar. The top three clips for each news article from each run were put
next to each other. For each article one scalar setting was chosen as the best and
got a point. This scoring was done by two separate people. The parameter setting
with the highest number of points was selected as the final parameter setting. This
ended up being 1 for the speech scalar and 2 for the object scalar.



The final parameters can be seen in table 3.1.

Parameter Value
Minimum clip lenght 5 sec
Maximum clip lenght 30 sec
δ overlap 5 sec
Speech vector scalar 1
Object vector scalar 2

Table 3.1: Final clip selection parameters

3.5.2 Translating features from the visual domain to the seman-
tic domain

The visual features extracted by the object detector can not be directly compared
to the words in the query. Mid-level representations can be used to translate visual
concepts from the visual to the semantic domain [11] [13]. This is done through
learned semantic term lists associated with every concept. These term lists are
generated using co-occurrence. If a concept is detected, the semantic terms that
occur within a temporal window are gathered and added to the list. This can be from
comments, metadata or subtitles. An assumption is made that the most co-occurring
terms have a strong link to the concepts.

3.5.2.1 Co-occurrence term mining

The subtitles and speech transcripts of the videos were used to extract semantic
terms that have a strong relation to the concepts. Subtitles and ASR transcripts have
temporal information that allows to find semantic terms within a close time window
of the occurrence of the concept. For example, when the concept ”car” is detected
all the words that occur five seconds before and after this concept are added to
the term-list of the concept car. This process is illustrated in figure 2.3. When
words are added to the term-list every word is made lowercase and the stopwords
are removed. Stopwords are frequently occurring meaningless words like ”and”,
”the”, ”is” etc. The stopword list that was used for this system was acquired through
the Natural Language Toolkit4 for Python. After processing the videos and their
transcripts each concept has a list of terms that co-occur frequently.

4NLTK - https://www.nltk.org/

https://www.nltk.org/


3.5.2.2 Experimentation with term mining

A number of co-occurrence term mining experiments were performed. The detec-
tion window around the object occurrence was varied in between experiments to
see how much it influenced the term lists of the concepts. An observation was made
that common concepts, like ”person” or ”face”, were matched with almost every
word from the speech transcript. The link between terms and concepts could not
be established correctly because of this. Early tests were done on a small dataset
since the object detection of the videos did take a significant amount of time. Min-
ing more data would not solve this problem since the occurrence frequency and
context of these concepts does not change. For other more less general concepts
the co-occurrence mining seemed to work. For example, the concept ”syringe” was
matched with terms like ”hospital” and ”nurse”. By co-occurrence mining we hoped
to overcome the problem of double word meanings. For example, the word ”book”
can mean the physical book you can read or it can refer to booking a ticket. When
using co-occurrence mining words like ”reading” and ”story” might co-occur with the
concept ”book”, steering the word meaning in the right direction. If this actually is the
case needs to be researched further. Because of time and resource restraints the
choice was made to take a more simple and robust manual term matching approach.

The pre-trained object detector that is used in the VCSS is trained on a dataset
that has English labels. A translation to Dutch was needed to match these labels
to the Word2Vec representations. An automatic translation step was introduced to
speed up the mapping process. This translation step was done using WikiData5,
which is a knowledgebase of concepts. Each concept of the object detector has
an id that can be linked to a WikiData item. These WikiData items often contain a
description of that item in Dutch. An automatic process would suggest a Dutch word
from the description to the user which could accept it as the semantic term for the
object or overrule it by adding a word manually. This was done for all 600 concepts
of the object detector.

3.5.3 Bringing all features to the same semantic feature space

The system needs to be able to rank video clips on how well they match with the
query. Traditionally this is done using the Term Frequency (TF) and Inverse Docu-
ment Frequency (IDF) [32] on metadata. Both these metrics look at word occurrence
in documents. In this case the documents would be the ASR/subtitle data and the
object terms. TF and IDF are both metrics for word occurrence, so the searched
words need to appear in the documents. For example, when querying for the word

5WikiData - https://www.wikidata.org/wiki/Wikidata:Main_Page

https://www.wikidata.org/wiki/Wikidata:Main_Page


”music” a document needs to hold the word ”music” to get a positive ranking score.
Each visual concept is manually mapped to one term, this leaves a ”vocabulary”

of 600 words (because there are 600 concepts). This relative small vocabulary
can be a problem for the TF-IDF approach since the chance of the words in query
matching with the terms from the concepts is small. Another potential problem is
that we want to match clips to the query. The ASR transcript of a 30 second clip
does not hold a lot of text. A small body of text has a small chance of matching
the words in the query exactly. The ideal scenario would be that documents that
have words that are very close semantically to the query get a high rating as well.
A way of doing this is matching on the semantic level using word embeddings. For
example, a search is done using the word ”trousers”. The word ”trousers” needs
to occur at least once in these documents to be a good match to the query for a
TF-IDF systems. When using word embeddings all the documents that have words
which have a close semantic meaning to the query, like ”jeans” and ”pants” would
be considered a close match as well.

Figure 3.8: Visual example of simple word embedding vectors of a number of words

Word embeddings are vector representations of words that represents a words
context. These embeddings can be used to efficiently measure semantic word simi-
larity. A word embedding can be created using multiple methods, but the Word2vec
[16] method is chosen because of successful implementation in different fields and
the wide availability of pre-trained models. Given enough data, usage and contexts,
Word2vec can make highly accurate guesses about a word’s meaning based on
past appearances. Those guesses can be used to establish a word’s association
with other words (e.g. “man” is to “boy” what “woman” is to “girl”). A visual example
can be seen in figure 3.8.

A pre-trained Word2vec model was acquired from Coosto6. The model holds
only Dutch words, since the used video material for this research is all in Dutch. The
acquired model was trained using 600 million individual messages, comprised of
Dutch social media messages (624 million messages) and Dutch news, blog and
fora posts (36 million messages). The exact training method is described on the

6Dutch Word2vec model - https://github.com/coosto/dutch-word-embeddings

https://github.com/coosto/dutch-word-embeddings


Github page of Coosto. The pre-trained Word2vec models can be seen as a dictio-
nary, you give it a word and the model returns a vector representation of that word.
With these pre-trained models there is a possibility that a word is not in the model.
For this implementation of the VCSS these unknown words are ignored.

The object detection model holds a relative low amount of concepts, so each
concept is manually matched to a single word embedding. For example, the concept
”car” is matched to the Word2Vec representation of ”car”. The word embeddings for
the words from the ASR transcript and subtitles can be automatically retrieved from
the Word2Vec model, so no manual mapping is needed there.

Word2Vec works on a word level, so when sentences need to be semantically
compared to each other each word in each sentence is individually converted to
their vector representation. Then these vectors can be added to each other to cre-
ate a vector that summarises the semantic meaning of the complete sentence as
illustrated in figure 3.9. The vector does not have to be averaged over the amount
of words in a sentence since magnitude is not considered in the similarity measure.
However, it is advised to normalise vectors before adding them to vectors that come
from different systems or modalities.

Figure 3.9: Adding embeddings of words to get an embedding on sentence level
holding the same context

When aggregating words together one word might not be as important as the
other. Much used words like articles and auxiliaries do not have as much impact on
the context as domain specific words. To make sure these words do not overshadow
the semantic meaning on the sentence level a weighting technique is used. C. de
Boom et. al. [33] have found that including the inverse document frequency of each
word as a weight scalar to the corresponding word embedding better represents
the semantic meaning. The inverse document frequency is a widely used metric in



information retrieval. It is a measure of how unique a word is across all documents.
It is calculated by taking the inverse fraction of the documents that contain the word
and scaling it logarithmically.

This process is done for the speech transcripts and object terms separately. Each
term embedding representing an object is multiplied by the IDF of the corresponding
object. And each word embedding from the transcript is multiplied by the IDF of the
corresponding word.

3.5.4 Measuring semantic distance

The semantic distance between two semantic vectors can be calculated using the
cosine similarity. Given two vectors, A and B, the cosine similarity, cos(θ), is repre-
sented using a dot product and magnitude as

similarity = cos(θ) =
A ·B
‖A‖‖B‖

=
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i

√
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B2
i

, (3.1)

where Ai and Bi are components of vector A and B respectively.
Cosine similarity looks at the direction of the vectors, but not at the magnitude.

So two vectors with the same orientation have a cosine similarity of 1, two vectors
oriented at 90◦relative to each other have a similarity of 0, and two vectors diametri-
cally opposed have a similarity of -1, independent of their magnitude.

3.5.5 Ranking segments

There are two modalities that need to be combined in the ranking process, the
speech and the visual modality. There are two mayor ways of doing this, using
early fusion or late fusion approach [34]. With early fusion, the extracted features
from the different modalities are combined and then used as an input for the sys-
tem. Using the late fusion approach, the modalities are combined at a later stage.
Each modality builds a separate ranking first and are then combined to form a final
ranking.

An early fusion approach is chosen for this system, since both modalities can
be easily combined by converting them to the same vector space (Word2Vec). This
takes away the complexity of multiple ranking models that would be used in a late
fusion approach. The early fusion is performed by converting both the speech and
object data to their Word2Vec representations. Both these vectors are then nor-
malised and combined. For each modality a scalar is added to control the influence



of each modality on the ranking process. This results in the following formula.

~f = (s1 ∗ ~o) + (s2 ∗ ~s) (3.2)

Where ~f is the fused vector, s1 and s2 the scalars, ~o the object vector and ~s the
speech vector.

The fused vector can then be compared to the vector representation of the query
using the cosine similarity (formula 3.1). The segments can then be ranked using
this similarity. This process is illustrated in figure 3.10.

Figure 3.10: Create a ranking score through semantic similarity of query and video
segment

An observation was made that shorter clips were often ranked higher. This might
be caused by the fact that the longer clips hold more data, and as a cause of that,
more data irrelevant to the query. Between relevant parts of a longer clip might be
parts that have nothing to do with the query. To give longer clips with relevant parts
in them a better chance some experiments were done penalising shorter clips. This
was a simple system that lowers the ranking score based on clip length. After a few
experiments this addition was reversed since it seemed that it had no impact. This
was done through observation, this needs to be tested further on a system with and
without this addition to get significant results. The choice was made to keep the
VCSS simple since there was no clear performance gain by penalising short clips in
the early testing phase.



Chapter 4

Method: Experiment

The previous chapters describe how a video clip selection system that incorporates
the visual modality works. It is hypothesised that this system selects clips that have
a higher visual relevance and visual interest than a system that does not use the
visual modality. This chapter puts this hypothesis to the test.

4.1 Goal and Scope

The goal of the experiment is to verify the two hypothesises. The first hypothesis
is that using the visual modality allows us to select more visually interesting video
clips. The second hypothesis is that using the visual modality allows us to select
video clips that are more visually relevant. In this experiment, we use the system
described in chapter 3, which relies on object detection to characterise the visual
modality. The proposed VCSS, which uses object detection and speech transcripts
for clip selection, is tested against the baseline NISV prototype which uses metadata
and speech transcripts to select clips. The clips of both the systems are compared
by users to find out which system is preferred.

This experiment focuses on the visual modality, so the audio of the clips is not
used for testing. The clip selection systems do not have time restrictions to pro-
cess the videos. For this experiment the clip selections are pre-processed. The
engineering challenge of near real time clip-selection is not part of the scope of this
research. This experiment is done with news articles as an input for the selection
systems. The videos for this experiment consist of mostly news broadcasts. The
systems are compared on the perceived visual interest and perceived visual rele-
vance of the clips.
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4.2 Method

Our goal is to evaluate clip selections on:

Perceived visual interest: A visually interesting video is catching the attention of
the user by the visuals being unusual, exciting, or having a lot of ideas. For exam-
ple, a clip of a talking head is less interesting than a clip that explains deforestation
with visuals. The second clip provides information and offers ideas, making it more
interesting. Catching the attention of the user with visuals is especially important in
situations where you cant utilise other means such as audio to inform the user. Im-
proving perceived visual interest will help drawing the attention of users to the video
clips.

Perceived visual Relevance: A visually relevant video contains objects, scenes
and information connected to the query. For example, a clip that shows a penguin
is more relevant to a query about penguins than a clip that shows an iceberg. The
first clip actually shows penguins, making it more connected to the query about pen-
guins. Providing information connected to the query is important to provide the user
with the expected information they requested through the query. Improving the per-
ceived visual relevance will help providing the user with the demanded information.

Where visual interest is geared towards catching the attention of the user the vi-
sual relevance is more focused on giving the user the right information. Both aspects
are important to a good functioning retrieval or recommendation system.

4.2.1 Performance evaluation

For the evaluation of query-dependent clip selection are no test datasets readily
available. Therefore, the VCSS prototype is compared to an existing prototype sys-
tem, further called ’NISV prototype’. The NISV system does not use the visual
modality in the clip selection process and the VCSS prototype does. The two sys-
tems are otherwise functionally similar. This comparison lets us evaluate the perfor-
mance difference of a system with and without the visual modality.

Assessment experiments are very common to test the performance of retrieval
or recommendation systems. The most used assessment method is to grade the
documents on a scale. For example, an human assessor is presented with a search
query and a set of videos. The assessor is then asked to grade the videos based on
relevance to the query on a scale from 1 to 5. This method is useful to assess large
datasets, you only need to visit every video once and you directly get a score based



on the grades given.
The definition of the two test aspects can be interpreted differently by multiple

people. Giving these video clips a score on a fixed scale might hurt the consistency
of the performance measurement. Different fields of study [35]–[38] show that rank-
ing on an absolute scale is a cognitively hard task and different test subjects may
interpret vocabulary and intervals of the rating scale differently.

A proposed solution for this problem is a relative ranking approach through pair-
wise comparison [35], [38]. The videos are evaluated in pairs. An assessor is always
presented with two videos and the question which of the two performs better (figure
4.1). If you do this often enough, a pairwise ranking matrix can be built and a full
ranking can be derived from that matrix (figure 4.2). With a full ranking is meant that
we know for each clip how it compares to all the other clips. If all pairs have been
assessed the same number of times, the ranking is derived by counting the num-
ber of times a certain video is chosen over the other. In this example video C was
preferred two times over other videos. These counts are then ordered from large to
small and that forms the ranking of the videos. This shows the major drawback of
pairwise comparison, it takes a lot more time. To fill a complete preference matrix
you would need (N(N − 1)/2) pairwise comparisons. For example, to rank 12 sam-
ples you need (12(12−1)/2) = 66 comparisons instead of the 12 you needed to rank
on a fixed scale.

Figure 4.1: Absolute and relative assessment methods

There are methods to reduce the numbers of pairwise comparisons and still build
a full ranking. These methods assume transitivity and reciprocity, meaning that the
assessors would rank the non-compared pairs the same as the already compared
pairs. Linares et al. [39] show that this is not always the case, but simpler, more
intuitive problems seem to be less affected by irreciprocity.



Figure 4.2: Pairwise ranking matrix example

Building a complete pairwise ranking for all the clips selected by the two systems
is unfeasible, simply because it would ask to much of the assessors. For example,
with only twenty clips from around 30 seconds long an assessor would have to do
190 comparisons. A simpler approach is taken to reduce the amount of compar-
isons. From each system, a clip from a certain rank is taken and directly compared
to the clips from the other systems. For example, the top ranked clip from the VCSS
prototype is compared to the top ranked clip from the NISV prototype. To test if
these systems perform better than random selection, a randomly selected clip is
also added to the comparison. The assessor is then asked to choose one of the
three clips that performs best on a certain aspect. In the case of this experiment the
aspects would be either visual relevance or how visually interesting the clip is. This
proposed method ranks on a relative scale without the explosive number of compar-
isons that need to be done. Unfortunately this method looses the ability to build a
complete ranking for all the clips. This method provides the performance of a a clip
compared to a similarly ranked clip from the opposing system.

4.2.2 Data and selected clips

Both systems work with a written news article as the query input. Every news article
has ten associated videos from which clips can be selected. These videos are pre-
selected by the NISV prototype using metadata. The NISV prototype generates a
jump-in point for each of these ten videos which will be used as the baseline in this
experiment. The VCSS prototype analyzes the set of ten videos and selects a clip
per video. These clips have a score towards matching the query and get re-ranked
according to this score. So for each news article we have ten videos over which
each system builds its own ranking. This process is illustrated in figure 4.3.



Figure 4.3: An article has 10 videos over which each system builds its own ranking.

The NISV prototype only gives jump points for the video. This is the point from
which you should watch the video. The end of the clip is not specified. A stop point
needs to be chosen to be able to call it a clip and compare it to the other system.
A choice was made to take the average length of the VCSS system clips as a fixed
length for the NISV system. This average is taken for each news article. This can
be seen at the bottom of figure 4.3.

For each news article the top three ranked clips from each system are selected
for the experiment. A set of three clips, one from each system and one random clip
will be referred to as a comparison set. Three of these comparison sets are created
per news article as can be seen in figure 4.4. The random clip is randomly selected
from one of the videos that was pre-selected by the NISV for the news article. This
clip starts from a random point in that video with a random duration between five and
thirty seconds. This duration is within the possible length of a clip from the VCSS.



Figure 4.4: Each article produces three comparison sets.

4.2.3 Chosen news articles

Previous experiments showed that the performance correlates with the type of news
articles put in to the proposed system. Articles on the economic or political side
selected less visually interesting clips than articles that have an object associated
with them like the technological articles which often feature an object. To test this
theory and prevent this possible bias from influencing the outcome of the experiment
a number of categories of news articles where chosen. The categories were chosen
based on most common Dutch news categories.

• Culture and Media

• Economics

• Domestic news

• Foreign news

• Political

• Technology

The collected test-set that was used for the news articles did not have enough
sports articles to include the category in this evaluation. This would make for an in-
teresting news category since object detectors can properly detect sports attributes.
There are more news categories out there, but the focus is on whether the news
categories influence the performance, not which news categories ensures the most
relevant video clips.



For each category two news articles were chosen from the NOS1 a Dutch news
organisation. These news articles were put through both systems and produced
108 clips within 36 comparison sets. An assessor can assess 36 comparison sets
on two aspects.

4.2.4 Process enticement

Assessing 36 comparison sets on two aspects creates 72 assessment actions. Each
clip that needs to be watched could be as long as 30 seconds. So 72 sets x three
videos each x 30 seconds = 1,8 hours. To get to a compact assessment with a
duration of less then an hour a steps were taken to shorten the amount of time that
each assessor would need to spend on the experiment.

A decision was made to show each comparison set only once to the assessor.
So if the assessor assessed a comparison set on the visual relevance aspect, the
system would not ask the assessor to assess that particular comparison set on how
interesting the clips are. This cuts the participation time in half. An positive side
effect to this decision is that it avoids confusion. An assessor might get confused if
he or she is asked to assess the same video clips multiple times.

When an assessor looses interest in the assessment process two things can
happen. They stop the process and we loose all the data the assessor already
assessed, since they did not complete the full process. Or they continue and pollute
the data because they are trying to rush through. To prevent this potential data
loss and pollution an participant is able to leave the experiment after assessing
each comparison set. So an assessor can assess one comparison set or do them
all. This could introduce some bias to the data since some assessors might not
complete all the comparison sets. But we found the prevention of data loss and
pollution a favourable trade off. To keep this bias to a minimum a global tally is kept
for each comparison set. So the comparison sets that are assessed least are sent
to new assessors first. This keeps the number of assessments per comparison sets
equal.

The missing assessments from certain assessors might introduce a number of
biases. Such as the learning effect [39] attention dropping over time and the fact
that not every assessor completed the full experiment. That is why for each as-
sessor the order of assessments is randomised: this is done for the order of the
comparison sets, aspects and video clip presentation. The biases should have less
influence with more assessors participating. The randomisation in combination with
the volume of responses evens out the influence of the biases over the comparison
sets.

1https://nos.nl/



With an estimated completion time of around an hour (reading articles etc. was
not included in the previous calculation) and the notion that participants can stop at
any time in the process we hope that the experiment is enticing enough to take part
in.

4.2.5 Procedure

During the testing phase of this research the Covid-19 situation introduced itself to
the world. This added a social distancing requirement to the testing procedure. An
online assessment tool was created to enable people to assess the comparison sets
from their own homes. This Evaluation tool will be described in section 4.2.6.

As described in the previous sections there are twelve articles with each three
comparison sets that need to be assessed. A comparison set holds three video
clips, one clip selected by the NISV system, one clip selected by the VCSS system
and one randomly selected clip.

Two aspects need to be evaluated per comparison set, visual relevance and how
visually interesting a clip is. When evaluating the clips certain conditions need to
apply:

• To evaluate clips on visual relevance the context of the associated written ar-
ticle is needed. As the clip is evaluated on the visual relevance towards the
article. So before a comparison set is evaluated on visual relevance the as-
sessor has to have read the associated news article.

• When evaluating clips on how visually interesting they are, the context of a
news article is not needed. In this experiment the news articles will not be
shown when evaluating clips on this visual interest.

• Each comparison set is only shown to the assessor once, so either for visual
relevance or interesting, but not both. Which clips are already assessed is
tracked by the evaluation tool.

• Only the visual modality is evaluated, no audio will be provided during this
experiment.

• To check the attention of the assessors and thus the ability to filter out polluted
data, a set of questions is introduced which are asked after assessing clips on
visual relevance. A detail is asked about the news article they just read. This
is a simple check to see if they actually read the article.

• To make sure the clips are watched in their entirety the evaluation system wont
let you advance before all the clips are watched. To encourage this, the clips
are auto-played.



4.2.5.1 Procedural steps

The previously mentioned points result in the following assessment procedure:

1. Introduction: The assessor is asked to read instructions on how to assess
properly and to read and sign a digital consent form. The assessor is made
aware that he or she can stop the assessment process at any given moment.

2. Selection: The evaluations system selects a comparison set to evaluate and
the aspect to evaluate on. If the selected aspect is visual interest, the compar-
ison set is shown to the assessor directly. For visual relevance the assessor is
presented with the news article associated with the comparison set to read.

3. Clip presentation: Each video clip from the comparison set is auto-played in
succession in a randomised order. The assessor has the option to replay these
clips as many times as they want.

4. Assessment: The user is asked to choose one of the three video clips that
scores best on the aspect that they are currently assessing. The user sends
their choice to the system.

5. Validity check: In the case of the visual relevance aspect the assessor is asked
a fact about the previously read article to check if he or she actually read it.

6. Repeat: The process repeats from step two until all the comparison sets are
assessed by this user, or the user presses the ”I want to quit” button.

7. Final: The user is thanked and given information on where to find the results
of this experiment when they become available.

4.2.6 Evaluation Tool

This section will focus on the workings and interface of the digital evaluation tool.
The actual experimental procedure is described in 4.2.5. The interface is presented
in Dutch, since the experiment is conducted in Dutch.

4.2.6.1 Tasks

The evaluation tool a has a number of tasks it needs to perform. Keeping track of
the user in the assessment process, keep track of the distribution of the amount of
assessments per comparison set, present the user with comparison sets to assess
and record the results.



Keep track of the assessment process of a user

Each assessment user is tracked through his or her process. This is done anony-
mously, so no personal data is gathered. A list is kept per user to track which com-
parison sets are already assessed by this user. This is done to be able to prevent a
user from getting the same comparison set twice. A full list consist of the 36 com-
parison sets with two aspects, visual relevance and visual interest. As discussed
in the previous sections a user only needs to complete one aspect per comparison
set. So when a user completes one aspect for a comparison set the other aspect
is removed as a possible assessment option for this user. When all the options are
completed for a user, the evaluation system presents the ”Thank you” screen.

Keep track of the distribution of the number of assessments per comparison
set

Each assessor can stop at any moment in the assessment process. This might leave
certain comparison sets with less assessments when left to random chance. The
evaluation system keeps track of how many times a comparison set is assessed.
When a new assessor arrives, the comparison set with the least amount of assess-
ments is presented first to that user. If there is more than one comparison set with
the same amount of assessments a random comparison set is chosen from the ones
with the minimal count. Over time this ensures an even distribution of assessments
over all the comparison sets. The users that only partially complete the experiment
will supplement each other.

Present user with comparison sets

When the user starts or when he or she completed the previous assessment the
evaluation system sends a comparison set to the user until all the possible assess-
ments are completed.

Record the results

The answers given by the users are collected centrally. For each user it is known
which comparison sets they assessed and what answers they have given.



4.2.7 Interface

The interface is presented in the order a user would encounter them, with a small
deviation. If a user gets an comparison set to assess on the visual relevance aspect
or on the how interesting aspect is random. For presentation purpose the how
interesting aspect is presented first followed by visual relevance.

Figure 4.5: Instruction and Consent screen



A user logs in to the evaluation tool with a globally provided username and pass-
word and is presented with the explanation and consent screen as can be seen in
figure 4.5. An explanation of the experiment is provided. The user is asked to sign
a virtual consent form by opting a ”I agree” box.

After the user pressed start the system starts serving comparison sets. Each
time a user encounters an aspect for the first time, a small explanation is given on
how to assess for this aspect. For this presentation a comparison set that needs to
be assessed on the How visually interesting aspect is given to the user first. The
explanation for this aspect can be seen in figure 4.6.



Figure 4.6: Visually interesting instruction screen

Figure 4.7: Video clip comparison screen - Start

’



When the user presses the button on the bottom of the page he or she is pre-
sented with the video clips as can be seen in figure 4.7. The top of the page lets
the user know which aspect he or she is currently assessing. The video clips are
automatically played after each other, from left to right. The currently playing clip
has a red border around it to draw the attention of the user and a progress bar under
it to indicate it is playing.

After all the clips finished playing you can replay them by clicking on their respec-
tive play buttons or the ”speel videos nog een keer” which replays all the videos. The
assessor is asked to choose a video that best suits the aspect he or she is currently
assessing. A video is selected by pressing the respective ”Kies deze” button or by a
click on the videoclip. A green border appears around the chosen video clip as seen
in figure 4.8 and the user can send the answer to the server. The user can also press
the ”ik wil graag stoppen” button which takes the user to the thank you screen and
stops the assessment process. For the presentation purposes we assume that the
user presses the ”verstuur antwoord” button which sends their choice to the server.

For presentation purposes the user now encounters an assessment with the vi-
sual relevance aspect and is presented with the small instruction screen as can be
seen in figure 4.9.



Figure 4.8: Video clip comparison screen - Choice

Figure 4.9: Visual relevance instruction screen



For each visual relevance assessment a news article associated with the com-
parison set is presented prior to the comparison screen. The user is asked to read
the article and click the button on the bottom of the screen as presented in figure
4.10.

When the article is read the user is presented with the same comparison screen
as before (figure 4.7), but with some differences. The text on the top represents
the instructions for evaluating on the visual relevance aspect. And after a choice is
made for a video clip an additional question appears that asks the user a question
about the previous read news article. After a multiple choice answer is chosen the
user can continue and choose one of the three previously discussed options at the
bottom of the screen as illustrated in figure 4.11.



Figure 4.10: News article prior to visual relevance assessment

Figure 4.11: Video clip comparison screen - relevance



The process repeats until the user assesses all the comparison sets or clicked
the stop button. Then the end screen appears and the users are thanked for their
participation as can be seen in figure 4.12.

Figure 4.12: End and thank you screen



Chapter 5

Results & Discussion

5.1 Responses

The proposed and baseline systems were evaluated using an online evaluation tool,
as described in section 4.2.6, that was accessible for two weeks. In this period fifty
people took part. The participation was anonymous and the exact population pa-
rameters are not known, but they were recruited from employees of the Netherlands
Institute for Sound and Vision and students from the University of Twente. As a con-
sequence, we can expect a reasonable spread in the population in terms of age and
background.

An average of 12 comparison sets were completed per participant. Four people
completed more than 80% of the experiment. Most of the people completed less
than a quarter of the comparisons. The distribution of how many people completed
how many comparison sets can be seen in figure 5.1.

Figure 5.1: Number of people completing amount of comparison sets
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Despite the relatively limited number of participants that completed the experi-
ment, by pooling together all the answers every comparison set is annotated at least
4 times and at most 6 times, with a variance of 0.428. We assumed that many peo-
ple do not want to spend an hour to complete the experiment. Looking at the graph
this assumption was correct. To combat this the participants had the option to stop
the experiment after completing a comparison set. Due to the COVID 19 situation
the participants needed to do the experiment by themselves with their own motiva-
tion. The threshold to stop is much lower when there is no-one there that runs the
experiment and looks over your shoulder.

5.2 Cumulative results

Three systems were compared to each other, the first system is the NISV prototype
which is used as a baseline. The VCSS prototype, as described in chapter 3, will be
referred to as the proposed system. A random system that selects random clips is
referred to as the ’random’ system.

The systems are compared on two aspects: the perceived visual relevance of
the produced video clips (”Relevance”) and how visually interesting those clips are
perceived (”Interest”). In figure 5.2 the preference for each system is shown on these
aspects. This is the cumulative data of all the comparison sets over all articles. Each
bar represents the number of times that system was chosen as the most preferable.
This is plotted for the ”interest” and ”relevance” aspects.

Figure 5.2: Preference for each system based on tested aspects



A 95% confidence interval is plotted on top of each bar to check if they over-
lap. The confidence intervals are calculated over the proportions using the Wilson
procedure [40] with a correction for continuity. A chi-square goodness of fit test is
performed with a null hypothesis that each system is equally preferred and an al-
ternative hypothesis that at least one system is different. On both aspects the null
hypothesis is rejected and we can assume that the systems perform significantly dif-
ferent. All significance testing is done using an hypothesis test for proportions with
an 5% significance level.

On the ”interest” aspect, the baseline system did not outperform the random
system significantly. This is proven by an hypothesis test with an H0: baseline =
random and a Ha: baseline >random. The hypothesis test produce a P-value which
is the probability of obtaining test results at least as extreme as the results actually
observed, under the assumption that the null hypothesis is correct. A very small p-
value means that such an extreme observed outcome would be very unlikely under
the null hypothesis. When lower than the significance level we reject the H0 and ac-
cept Ha. The hypothesis test for baseline = random yielded a P value of 0.336 which
is way higher than the significance level of 0.05 and does not reject the H0. The
baseline system not outperforming the random system impacts the performance of
the proposed system. Where the baseline system can select videos from the en-
tire NISV database the proposed system works with ten videos pre-selected by the
baseline system. These ten videos are in this subset because they contain the clips
selected by the baseline system. We assumed that this pre-selection contained in-
teresting videos, but the baseline selections not performing better than a random
system questions this. While this does not impacts the direct comparison between
systems, it does suggest that the performance for the proposed system is underes-
timated since it worked of a sub-set that holds videos that might not be that visually
interesting.

The proposed system outperformed the baseline system on the ”interest” aspect
significantly with the hypothesis test yielding a P value of 0.0006. This is lower than
the significance level resulting in rejecting the H0: proposed = baseline and accept-
ing the Ha that the proposed system is significantly preferred over the baseline.

When looking at the ”relevance” aspect the results are much clearer. The pro-
posed system is preferred over the baseline system and the baseline is preferred
over the random system. The baseline system performs better than random on the
”relevance” aspect, which does not question the assumption that the pre-selected
videos by the baseline systems are relevant. While this assumption was not tested,
we believe that a better pre-selection will improve the performance of the proposed
system.



5.3 Filter results

A check was introduced to filter out respondents who were not paying attention when
annotating the ”relevance” aspect. An easy question was asked about the article that
they should have read. The responses with the incorrect answer were then filtered
out. Figure 5.3 shows the relevant aspect data with and without these responses
filtered.

Figure 5.3: Relevant aspect preference with and without attention filter

A number of responses get filtered out, but there is not a big shift in preference
outcome for ”relevance”. The ratio between the systems does change slightly. The
baseline system loses 4.4%, the random system loses 0.5%. This shifted to the
proposed system which gained 4.9%. Passing this check suggest that the proposed
system is not simply enticing the participants in choosing for the proposed system
because of better visual interest.

5.4 Article Categories

The systems are evaluated using news articles from six different news categories
with the assumption that the categories have influence on the performance of the
new system. The assumption was that more object related news articles, for exam-
ple the technology and culture category, would outperform the more topic related
categories like politics and economics on the ”interest” aspect. The system prefer-
ence on both aspects grouped per news category can be seen in figures 5.4 and



5.5.

Figure 5.4: Preference for each system per news category for interesting aspect

The proposed system performs poorly in the political category on both aspects
as was expected, but outperforms the other systems in almost all other categories.
When looking at the culture category we see that the proposed system selected
relevant clips, but these clips were not very visually interesting since the clips from
the random system are chosen more often. This could be because the subjects of
the articles in the culture category are not that visually interesting. In this case the
first article is about plagiarism of a book and the second one is about who won the
golden globes. Another possible explanation can be the higher number of talking
heads that are present in the clips from the baseline and proposed systems in this
category. Talking heads are people that are mostly static, like most news anchors.
An example can be seen in figure 5.6. Talking heads are most of the time not that
interesting to look at.

During the creation of the evaluation clips it became clear that there are a number
of near duplicates in the pre-selected videos. For example, two news broadcast
where the news and the clips are exactly the same, but only the anchor is different.
The proposed system chooses only one clip from a video to combat near duplicate
clips. But when two videos are nearly the same, the proposed system can select
near duplicate clips which is not favourable. This resulted in two near duplicate clips
that ended up in the evaluation process. With two out of 72 clips compromised
(2.7%) this was accepted as a flaw in the process since it was discovered so late.
These clips in question were associated with the news article about the Oscars in
the culture category.



In the foreign category the baseline system is preferred on the ”interest” aspect.
The proposed system is very close. Both articles in this category produce very
visually busy clips. The first article is about a man killed by the police and produces
mostly clips of people rioting. The second article is about the leave of an Iranian
general which produces clips of very big masses of people. The random system
selected a number of talking heads and a number of environment shots. The political
category shows that the clips that are relevant to the news articles are not very
interesting. The random system outperformed the other systems with clips that had
nothing to do with the articles. This suggests that the political category does not
produce very interesting clips, more or less the same as the culture category.

The technology and domestic categories have news articles that were very ob-
ject focused. The tech articles were about the hyper-loop and a spaceship. The
domestic articles were about a crashed windmill and a demonstration with torches.
We see that for the proposed system these more object related articles result in high
preference on the ”interest” aspect as was expected.

Figure 5.5: Preference for each system per news category for relevance aspect

The ”relevance” aspect shows that both systems are capable in selecting visually
relevant clips since the random system is not preferred very often. The proposed
system outperforms the baseline on all categories except politics. An outlier is the
culture category where almost everyone preferred the proposed system. The pro-
posed system mainly selected clips where an object or environment is shown that
is relevant to the article. The baseline system produces mainly talking heads and
the random system produced clips that had nothing to do with the articles. People
preferred the related objects and environments over the talking heads. On the more
object related news articles from the technology and domestic categories we see



Figure 5.6: An example of a talking head

that the proposed system selected clips with a relevant object or environment and
the baseline selected mostly talking heads. It is the same observation as in the cul-
ture category, but we do not see a clear preference or the proposed system such
as in the culture category in the tech en domestic categories. The talking heads are
not completely visually irrelevant.

These graphs indicate that the news category has an influence on the perfor-
mance of the systems. As this experiment was done using two articles per category,
there is not enough data to draw a definitive conclusion about the influence of differ-
ent news categories.

5.5 System Ranking

Clips produced by the old and new system have a ranking associated with them. In
this experiment the clips with the same ranks were compared to each other. The
first rank would have the clips that are best suited to the news article according to
the system, the second rank the second best, and so on. The system preference on
both aspects based grouped by system rank can be seen in figures 5.7 and 5.8.

Looking at the ”interest” aspect the proposed system outperforms the other sys-
tems on the second and third rank, but not significantly better than random on the
first rank with a p value of 0.4247. On the first rank the baseline system is sig-
nificantly better than the proposed system with a p value of 0.0384. The baseline
system does not outperform the random system on the second and third rank. An
explanation for the baseline outperforming the proposed system on only the first rank



Figure 5.7: Preference for each system per system rank for interest aspect

can be that the baseline system focuses on performance on the first rank where the
proposed system is more geared towards performance over more ranks. The ran-
dom system has a relative high preference on the ”interest” aspect when compared
to the ”relevance” aspect. This either shows that both systems on some level do not
select visually interesting video clips or that the annotation process of the ”interest”
aspect is more ambiguously spreading out the choice.

Figure 5.8: Preference for each system per system rank for relevance aspect

The proposed system does outperform the other systems on the first and third
rank looking at the ”relevance” aspect. On the second rank it comes close, the
proposed system does not significantly outperform the baseline system with an p
value of 0.0582. There is no obvious trend over the ranks on the ”relevance” aspect.
On the second rank the proposed system loses in preference, giving to both the



random and the baseline system compared to the other ranks. This change is not
at a level that suggests a difference between ranks.

5.6 Observations during experiment

A number of observations were made during the development of the proposed pro-
totype or during the evaluation that might influence or bias the results of the experi-
ment.

Sometimes the baseline system produced impossible jump in points. For exam-
ple the jump in point would be set at an hour when the video was only half an hour
long. The articles associated with these clips were not included in the experiment
where possible. But with a scarcity of testable news articles one such case ended
up in the experiment. In this case the clip with the jump in point error was ignored
and the clip from the next rank was used instead.

A big part of the available videos are news broadcasts. This type of content
contains a lot of talking heads. With talking heads being not that visually interesting,
the systems may work better on other types of content. It would be interesting to
see the system tested on a wider range of content.

The approach of connecting semantic terms to visually detected objects through
term mining was abandoned because it showed some problems. The main problem
was that more general objects like ”person” have many of associated terms. One
way we might solve this, but needs more thorough investigation, is applying a statis-
tical test to the term-concept matching to filter out the important terms. Automating
the term-concept matching through term mining makes the usage of object detec-
tors with much higher concept counts a lot easier, since you do not have to make
these matches manually.

The novelty of the field of query dependent clip selection posed a challenge for
the evaluation of the proposed system. A big aid for further research would be
the creation of an standardised evaluation dataset. This evaluation dataset holds a
reference standard that results from proposed systems can be tested against. An
evaluation data set allows for easy testing, less resources needed to evaluate a
model and shortens the evaluation process. During the design process of the pro-
posed system, a number of assumptions needed to be made because we did not
have the capacity to evaluate all the options. We assumed that a broad concept
detector improves the clip selection more than an specialised concept detector. An-
other assumption was that object detection was favourable over object classification.
With the evaluation dataset these assumed options can be tested easily against their
counterparts.





Chapter 6

Conclusion

This research reports on the evaluation of including the visual modality in a query
dependent clip selection process. The selected videoclips are evaluated on the
aspects of visual relevance and how visually interesting the selections are. This was
done using a proposed system that brings the visual and speech modality to the
same semantic Word2Vec feature space for an easy comparison to the query.

The overall improved performance of the proposed system over the baseline
shows validity for bringing the detected objects and speech data to the same se-
mantic Word2Vec feature space. Using this method the objects and speech data
are easily fused and compared to the query. This provides an relative accessible
platform to do query dependent clip selection that includes the visual modality, since
it only uses pre-trained models.

Our results show that including the visual modality in the clip selection process
significantly improves both the perceived visual relevance and perceived visual in-
terest of the selections. The clips that were selected by the proposed system were
preferred over a random selection and clips selected by a baseline system that did
not use this modality. The study suggests that the type of query has an influence on
the performance of the proposed system. The results reflected that ”object-related”
queries performed better than the ”topic related” queries for the proposed system.
For example, a query about a rocket would be more ”object-related” and a query
about a political standpoint would be more ”topic related”. To confirm that these
observations are indeed structural further research is needed.

The baseline system does not perform significantly better than a random clip
selection when evaluating visual interest. The proposed system does beat both ran-
dom and baseline, but not as convincingly as when evaluating on visual relevance.
This shows there is still progress to be made, especially on the aspect of visual
interest. Improving further on selecting visually interesting videoclips is important,
because it helps systems with catching the attention of users. Providing visually rel-
evant clips helps systems with improving the perceived quality of the selections. We
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believe that the visual modality holds the information to improve query dependent
clip selection even further.

6.1 Future work

Looking at our results, talking heads seem to have a negative impact on the visual
interest of video clips. It would be interesting to detect these shots with talking heads
and incorporate this feature in the clip selection process. By penalising shots with
talking heads the visual relevance and visual interest of the selection might benefit.

This research used public broadcast content that contained mostly news broad-
casts. Future work should verify these conclusions by running the experiment on
different types of content. Films, web and social videos are a big part of consumed
visual media and it would be interesting to see if the proposed query dependent clip
selection method works on these types of content.

A big aid for further research would be the creation of an standardised evaluation
dataset. An dataset with a reference standard that methods can be tested against
instead of using human assessors would speed up the evaluation process and make
it less resource intensive. The creation of this reference standard is nontrivial. The
documents may contain only parts that are relevant to a certain query, so standard
relevance and precision measures would not be that useful since they work on a
document level. A measure using overlap of the selected clips with annotated rele-
vant parts in the document is then a more useful measure. This annotation can be
done for relevance, given a query what parts of the video a relevant. For interest this
would be more ambiguous.

The selected clips of the proposed system are directly derived from the seg-
ments. It would be interesting to explore incorporating the shot boundaries back in
to the final selection by looking at nearby boundaries to the start and end of the seg-
ment. Setting the start and stop points to shot boundaries can create more logical
start and stop points of the clips. A requirement for this is that the shot boundary
information is available or it can be extracted from the video. The clips that have a
start and stop points at shot boundaries can then be evaluated against the original
clip to see if the perceived quality, relevance and interest changes.

This research proved that bringing all the modalities to a single semantic feature
space is viable for query dependent clip selection. It would be interesting to expand
on the Word2Vec fusion approach. This research focused on the visual and speech
modality. Other modalities and metadata can be added to improve the clip selection
process. Other concept detectors can be tested instead of object detection. There
are many options to expand and improve this proposed method.
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