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ABSTRACT 

Change detection is among the important image analysis techniques which help to understand how the area 

has been changing given a specific period. The importance of change detection includes monitoring and 

controlling land cover and land use changes, city planning and management and updating of the geographic 

information for a certain area. Change detection requires data to be repeatedly captured to have multi-

temporal data. The introduction of UAV technology makes easier the capture of aerial and high resolution 

data. UAV is not only the cheapest platform for data acquisition, but it is also the easiest platform to operate 

and have control on the quality of data needed for a specific task. 

In this thesis, we explore classification and change detection methods using orthophoto and DSM generated 

by UAV images. Three change detection methods have been evaluated including DSM change detection, 

post classification change detection technique and pre classification change detection technique. The data 

used in this thesis was taken in the construction area at Lausanne (Switzerland). A total of eight epochs was 

acquired from the beginning of the construction up to the end. Image differencing technique was used in 

DSM change detection followed by thresholding which was used to determine the change and unchanged 

area. Mathematical morphology operator opening was used to remove the noise in DSM change. By using 

orthophoto and DSM features as input, post classification and pre classification change detection was 

conducted to find the change in class between the epochs. For classification purposes, the conditional 

random field was used whereby unary potential was defined using random forest, and pairwise potential was 

defined using fully connected CRF. Experiment results show that post classification outperforms the pre 

classification change detection method. This was analysed using overall accuracy, whereby post classification 

have an accuracy of up to 63.9%, and the pre classification change detection has an accuracy of 46.5%.  
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1. INTRODUCTION 

1.1. Motivation and problem statement 

The ever-increasing rate of urban growth in recent times has immensely transformed the urban landscapes 

world over. Urban sprawl leads to congestion of the immediate surroundings, as well as causing adverse 

effects including pollution and other processes that directly or indirectly cause Global Warming (Thomas 

Laidley, 2016).  Due to this concern, Change Detection studies of urban systems has become an integral 

part for Urban and Regional Planning domains (Xu, Vosselman, & Oude Elberink, 2015). Change detection 

is one of the important image analysis research topics as it provides information about how the area has 

been changed at a specific time. The importance of change detection is mainly for monitoring and 

controlling the land cover and land use changes, city management and updating of the geographical 

information of a certain area (Liu et al., 2003).  

Remote Sensing technologies have long been used for the analysis of change detection. Multi-temporal 

series of multi-spectral satellite imagery has played a major role in change detection studies for decades 

(Stow et al., 1990). Very high resolution (VHR) satellite images have shown to be a useful instrument in the 

monitoring of urban areas (Karantzalos, 2015) resulting in high accuracy in any image analysis compared to 

the traditional medium and low resolution satellite images (Bouziani et al., 2010). Despite the advantages of 

satellite images, there are some disadvantages. The disadvantages include not having direct control of the 

acquired image, having images which are affected by weather condition, by anyhow it is not possible to 

control the resolution of the acquired image as it is fixed already (Al Asmar, Koeva, & Gerke, 2017). 

However, the increase of new technology such as Unmanned Aerial Vehicle (UAV) has a big impact on the 

advancement of change detection due to its flexibility in the data acquisition. Most of the surveying task or 

airborne remote sensing activities can now be conducted much easily with UAV. It is easy to use UAV 

because it can be remotely controlled by the user and hence images can be acquired with different spatial 

and temporal resolution. But also camera used can be changed according to the application of the acquired 

image  and high percentage overlap of up to 80% which reduce the risk of loss of information (i.e. occlusions 

in the scene).  

In this regard, the use of UAVs for high resolution image acquisition has become a common platform in 

the geomatics field (Nex & Remondino, 2013), and proven to be good for urban area change detection up 

to the building level (Qin, 2014). When comparing to the past airborne sensors, UAV has got some 

advantages. These advantages includes the possibility of acquiring data in a small area at an affordable cost, 

does not require a highly skilled team for operation such as pilot which lower costs in the recruitment of 

staff as explained by Xuan (2011) though it requires a certified pilot in most of the countries. 

Most of the monitoring activities require data to be repeatedly captured to have multi temporal data which 

can easily be implemented using UAVs. For the area where there is rapid development, constructions take 

place every day, UAVs could be of great help in updating the existing map of a considered area. UAV images 

can also be used for monitoring the progress of construction site after change detection analysis from the 

image acquired by it. They can also be used for damage mapping, topographic/cadastral mapping and 

cultural heritage documentation. 

However, UAV images cannot be used directly for change detection because the raw data are the bunch of 

overlapping images. The acquired images need to be aligned in a photogrammetric workflow to generate 

Digital Surface Model (DSM) and orthophoto images using the co-registration presented in Aicardi et al. 

(2016). The generated orthophoto and DSM are the one that are used for further image analysis processes. 

In general, high resolution images from UAV can be very useful for the analysis of land cover, land use, as 

well as object extraction due to the high amount of information contained on them (Dalla Mura et al., 2009). 
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However, this can be a problem in classification processes due to the high amount of thematic information 

present in the images.  

Most of the studies conducted for change detection analysis uses satellite images as their source of data 

(Argialas, Michailidou, & Tzotsos, 2013; Cao, Zhou, & Li, 2016; Yousif & Ban, 2017). Only a few have been 

done using UAV images (Qin, 2014; Unger, Reich, & Heipke, 2014). Unfortunately, the results from most 

of these works still suffer from noise problem, and they manage to detect only changed and unchanged area 

without classifying the changes.   

Therefore, this study aims to accomplish automatic classification and change detection using DSM and 

orthophoto from different epochs as the product of UAV images. Three algorithms for change detection 

was used in this research. The first algorithm was used DSM as input to perform change detection, and the 

result was binary change (i.e. change and no change classes). The second and the third algorithm used 

orthophoto together with DSM features as input, and the results was the classified changes. A total of four 

classes was defined which are vegetation, building (concrete, roof), bare soil, road (road and railway). Some 

features like road and railway, concrete and roofs have to be combined due to the similarity of their spectral 

properties (Peiman, 2011). 

In the second algorithm change between classes was extracted by overlaying two classified images of 

different epochs. This algorithm adopt conditional random field (CRF) model which has the ability to 

smoothen the boundaries of the classification results (Li & Yang, 2016) as well as removing false positive 

classified pixels. In the third algorithm change between the features was first generated followed by 

classification of those changes. Orthophoto and DSM features was used for change detection. Like the 

second algorithm, CRF model was also used for classification of changes. CRF model consist of unary 

potential and pairwise potential, whereby unary potential was defined by the selected classifier and the 

pairwise potential makes use of the contextual information on smoothening the results from the selected 

classifier. Some of the datasets was used for training and others used for testing the classifier, and the 

performance was evaluated using the accuracy assessment.  

The dataset used in this research was collected using UAV platform, they are of very high resolution (5 cm 

Ground Sampling Distance) and have been acquired in 8 different epochs. By using Photogrammetric 

technics, DSM and orthophoto were generated using the Pix4D software and had been already registered 

by following the procedures from Aicardi et al., (2016). 

1.2. Research Identification 

There is a need for an automated approach for change detection using UAV images as it is currently not 

fully developed. Many types of research for change detection have been conducted using satellite images 

with different resolution. So, this research focuses on the automatic method for performing classification 

and change detection using DSM and orthophoto generated from UAV images. Different change detection 

approaches was used to understand how change detection using UAV images can better be performed. 

Three algorithms were used whereby the first algorithm uses DSM for height change detection, the second 

and the third algorithm uses orthophoto and DSM features for classification of changes which was based 

on the conditional random field model. Having eight images taken at different time, provide more data to 

be used as training samples, so training was done using the first four epochs, and another test was done by 

increasing the samples from each classified epoch to attempt improving the classification accuracy. 

The performance of the algorithm was evaluated using accuracy assessment. Figure 1 and Figure 2 shows 

some of the orthophotos with its corresponding DSM for the first and the last epoch which was used as 

input for the algorithm. Data was acquired in different epochs at a construction area in Lausanne 

(Switzerland). 
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Orthophoto  

 
DSM 

Figure 1: Orthophoto and DSM for the first epoch 

 
Orthophoto  

 
DSM 

Figure 2: Orthophoto and DSM for the last epoch 

1.3. Research objectives 

The main objective of the research is to propose a reliable approach for automatic classification and change 

detection within a scene using DSM and orthophoto generated from UAV images.  

The specific objectives are as follows, 

1. Conducting a literature review on the state of art change detection techniques. 

2. Develop a methodology for change detection with DSM as input. 

3. Develop a methodology and algorithm for change detection based on CRF model with orthophoto and 

DSM features as input using two different techniques. 

4. To test the performance of the new algorithm. 

1.4. Research questions 

Concerning the above mentioned objectives, the following research questions was addressed. 

Specific objective 1 

i. What are the available algorithms for change detection? 
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ii. What is the most suitable approach to define the unary and pairwise potential terms in the CRF-

model? 

Specific objective 2 

i. Which is the best change detection technique using a DSM as input? 

ii. How to use rule based to distinguish changed and unchanged DSM? 

iii. How to smooth the false changes due to DSM noise? 

Specific objective 3 

i. How to define the training for four classes? 

ii. How to compose the pairwise potential for DSM and orthophoto? 

iii. What is the contribution of DSM and orthophoto in classification results? 

Specific objective 4 

i. What is the performance of the proposed algorithm using DSM and Orthophoto? 

ii. How do fully connected CRF and random forest compared in terms of accuracy? 

iii. Can accuracy be improved by adding the training sample from the classified epoch? 

1.5. Innovation aimed at 

This research seeks to develop the new algorithms for automatic change detection whereby DSM and 

orthophoto generated from UAV images was used as input and while refinement of the classification was 

done using CRF model. In literature, most of the change detection researchers use satellite images as input, 

and just a few of them use CRF-model for improving change detection in the area of interest. But also most 

of the researches do not combine 2D and DSM features. This research aims at testing the capability of CRF 

model in smoothening the classification results used for change detection using DSM and orthophoto from 

UAV images and define the typology of change (change with classes). Visual analysis of the orthophoto 

images and DSM change was used in collecting the reference data during the research and evaluating the 

accuracy assessment. 

1.6. Thesis structure 

Chapters of the thesis, Chapter one will cover the background and an introduction to the research including 

its motivation, research objectives, research questions, and the innovation to why the research must be done. 

Chapter two will cover the review of the related works that have been done in other researches including 

change detection techniques which have been used as well as the use of fully connected CRF. Chapter three 

will explain about data that was used in the experiment and the software that was used for data processing. 

Chapter four will explain a step by step of the method that was adopted during the implementation of data 

processing. Chapter five will contain the experimental results, and the discussion of the results will be done 

in chapter six. Chapter seven will contain the conclusion according to the obtained results, answers for the 

research questions and the recommendation for further studies. 
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2. LITERATURE REVIEW 

This chapter will give an overview of the existing change detection techniques that have been conducted in 

different researches by comparing the results that they achieved and the conclusion they made. A brief 

review on the CRF will also be presented in this chapter. 

2.1. Change detection methods 

Change detection is the process of analysing the changes that have been taken place in the area within a 

specific period. The process of change detection requires a multi-temporal dataset (images acquired in the 

same area at the different time) (Campbell & Wynne, 2011). Change detection has been implemented using 

different methods, such as image differencing, principal component analysis, image rationing, post 

classification, pre classification just to mention few. However, some of the studies have also been conducted 

to compare their ability in analysing changes. Afify (2011) and Frauman E and Wolff E (2006) compares 

various change detection methods including image differencing, image rationing, principal component 

analysis, change vector analysis and post classification. From those studies, post classification change 

detection technique which also have the ability to classify changes into from-to classes was concluded to 

have more accuracy than other techniques. 

Change detection studies have been researched using different dataset, whereby Bazi, Bruzzone, and Melgani 

(2005) conduct change detection using multi-temporal SAR images which are not used much due to the 

problem of suffering from speckle noise. The proposed algorithm involves image filtering to reduce the 

speckle noise before change detection. 

Sarp et al. (2014) uses orthophoto and point cloud for building change detection. The approach consisting 

of three basic steps, classification using support vector machine, normalizing point cloud by taking point 

cloud generated from the aerial image and point cloud generated from topographic maps, the last step was 

determining the changes by comparison between before and after the earthquake event data. The authors 

make a comparison on the result obtained using orthophoto only, and the results obtained using orthophoto 

with normalized DSM (nDSM) and concluded that the use of nDSM improves the result. 

Cao, Zhou, et al. (2016)use satellite images with 2.5m pixel resolution. The change detection method 

proposed based on CRF model. Unary and pairwise potential of the CRF was defined using fuzzy C-mean 

membership and a linear combination of the Gaussian kernel. Manually created ground truth map was used 

to check the accuracy of the output change map. The results (accuracy) of the proposed approach was 

compared with other methods as PCA-k-mean, traditional CRF, MRF and kernel method. The author 

concluded that the new proposed method has higher precision and does not consume too much time in 

processing compared to other methods.  

All these studies use different approaches in terms of methodology on how to conduct the change detection 

and most of them analyse the results into change and unchanged classes. However all those change detection 

techniques lies in the two main types which have been mentioned by Dinand et al., (2013): (i) Algebra change 

detection which includes, image differencing, image rationing, image regression, vegetation index 

differencing, change vector analysis and background subtraction techniques and (ii) Classification based 

change detection techniques which include, hybrid change detection, post classification comparison, 

unsupervised change detection and spectral temporal analysis.  

2.1.1. Algebra change detection 

Algebra change detection is a pixel based change detection method. In algebra changes are detected pixel 

by pixel. The techniques include image differencing, image rationing, image regression, vegetation index 
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differencing, change vector analysis and background subtraction techniques (Dinand et al., 2013). Despite 

the easiest of detecting changes, algebra change detection has some challenges. When using algebra change 

detection technique there is no information about the from-to change, it also requires a careful threshold 

selection as the change, and no change can only be differentiated using the given threshold (Lu, Mausel, 

Brondízio, & Moran, 2004). Among the mentioned algebra change detection techniques, image differencing 

has been used in many studies. 

Image differencing   

Image differencing is a pixel based technique whereby values from the same band on different images are 

used to create a change image (Théau, 2012). Before conducting image differencing, two images must be 

registered and have the same pixel size (İlsever & Ünsalan, 2012). The output of image differencing is zero 

when there is no change, and positive or negative when there is change. The big challenge of image 

differencing is on defining the threshold which will be used to separate the changed and unchanged area of 

the output. Another big challenge of image differencing technique explained by Lu et al., (2004) that it 

cannot provide a change matrix with many details. Equation 1 gives the outline of how image differencing 

change detection has been conducted.  
 

𝐼 = 𝐼𝑚𝑔2(𝑥, 𝑦) − 𝐼𝑚𝑔1(𝑥, 𝑦)                                      (1) 

 

From the equation above, 𝐼𝑚𝑔2 and 𝐼𝑚𝑔1 are two images taken in two different time on the same area, 𝐼 

is change image generated after differencing of the value from pixel(𝑥, 𝑦). Image differencing techniques 

have been applied in change detection when using DSM as is the straightforward way of doing that and easy 

of output interpretation. In DSM only height information is present in each pixel, so when doing change 

detection using image differencing method it is only the subtraction of the height from the pixel of one 

DSM to another DSM (Hong, Jianqing, Zuxun, & Zhifang, 1999; Z. Liu et al., 2003; Xu et al., 2015; Xuan, 

2011). 

2.1.2. Classification based change detection 

Classification based change detection techniques involve all kind of change detection that uses classification 

of either separate image or combined images. These category includes post classification change detection, 

hybrid change detection, pre classification change detection, spectral temporal analysis and unsupervised 

change detection just to mention few of them. 

Post classification change detection 

Post classification change detection technique is the most popular method which lays in the category of 

classification based change detection (Dinand et al., 2013). Post classification consist of classification of 

images captured in different time followed by the overlay of those images and analysing the class change 

from one classified image to another (El-Hattab, 2016). Post classification can be supervised or unsupervised 

depending on the presence of reference data for the area to be analysed (H. Liu & Zhou, 2010).  

However, supervised change detection has an advantage in providing the qualitative (change map) and 

quantitative (change statistics) for the analysed images. Unsupervised change detection can also be 

conducted due to the lack of data to be used as a base information or reference data (Ghosh, Mishra, & 

Ghosh, 2011; Leichtle, Geiß, Lakes, & Taubenböck, 2017). Quantitative information will help in knowing 

the amount of area that has been changed as well as knowing the area with false changes and true changes. 

Though post classification change detection suffers from error propagation from the classification output, 

still it is the method that has been used by many researchers (Afify, 2011; H. Liu & Zhou, 2010; C. Wu, Du, 

Cui, & Zhang, 2017).  
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Post classification change detection techniques have an advantage of providing the change information as 

from which class a pixel has changed. Change information can be interpreted using the change matrix which 

shows what have been changing between two dates (Théau, 2012). Post classification requires sufficient 

training sample during the training of the classifier to have a good classification accuracy. The final accuracy 

of the change detection depends on the accuracy of the individual classified images used as input (Lu et al., 

2004). 

Pre classification change detection 

Not only post classification but also pre classification change detection technique lies in the classification 

based change detection technique. Pre classification change detection technique consisting of analysing the 

changes by overlaying the feature values pixel by pixel from one epoch to another (Peiman, 2011) followed 

by interpretation and classification of those changes. Frauman E and Wolff E (2006) explains that the quality 

of the output from pre classification change detection technique depends mostly on the quality of the image 

used as input. And with a comparison to post classification method, pre classification has been explained as 

the fastest way of visualising changes though it needs a lot of time for interpretation.  

2.2. Classification  

Digital image composed of a number of pixels in which some of them are related, and others are different 

due to the variation of spectral properties in the image. These image pixels are grouped according to their 

spectral properties. The process of grouping image pixels to their respective classes according to some given 

properties is called image classification (Campbell & Wynne, 2011). Pixels grouped in one class appeared to 

have similar features than pixels grouped in another class. The classification is categorized into two methods: 

(i) supervised and (ii) unsupervised classification. Each classification method has its advantage and 

disadvantage.  

The unsupervised classification method is normally applied when there is no training sample in the area to 

be classified. In this method, the classification based on grouping the pixels with similar spectral values in 

the image according to some given rules. Due to the availability of the data, these approaches are very often 

difficult to handle as the threshold and the rules set can vary from one case to another case. 

Supervised classification can be conducted when there is the availability of training samples (ground truth) 

of the area to be classified. These samples can be used during training of the classifier on defining how the 

pixels are assigned to a certain class. Availability of reference data makes easy to detect the errors due to 

misclassification through confusion matrix. Reference data and the classification output can be compared, 

and the classification matrix to be produced. Independently from the used classifier, the ground truth is 

mandatory to assess the performance of the classifier. 

Some of the common used classifier for very high resolution images classification includes Support Vector 

Machine (SVM) (Adam, Mutanga, Odindi, & Abdel-Rahman, 2014; Otukei & Blaschke, 2010; Pal & Mather, 

2005; Sesnie, Finegan, & Gessler, 2010), Maximum Likelihood Classifier (MLC) (Otukei & Blaschke, 2010) 

and random forest, which is termed as decision trees (Adam et al., 2014; Chehata, Guo, & Mallet, 2009; Fan, 

2013; J. Liu, Feng, Gong, Zhou, & Li, 2016; Sesnie et al., 2010).  

2.2.1. Conditional Random Field (CRF) 

The conditional random field is a classification/segmentation technique that takes into consideration the 

use of contextual information in producing the better classification results. Lack of contextual information 

during classification results into the noisy classified image, especially for the very high resolution images. 

High resolution image classification is a very big problem in the process of image analysis due to the 

availability of a lot of information on it (Sun, Lin, Shen, & Hu, 2017). From that perspective, there is a need 

for a very powerful classifier. But still, the result will not be as good as it is supposed to be. The conditional 

random field is then used to smoothen the classification output (Sun et al., 2017). Most of the classifier gives 
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a class label to a pixel without making consideration of the neighbourhood information from another pixel. 

Conditional random field takes into consideration the relationship between the pixel label and the nearby 

pixels regarding colour information as well as the position between the pixels.  

The conditional random field can be divided into two part; (i) Unary potential and (ii) Pairwise potential. 

The unary potential is the term which represents the relationship of the pixel label and the observed data, 

and the pairwise potential is the term which represents the relationship of the pixel label, its neighbour and 

the observed data. The general CRF as explained by Li and Yang (2016) can be defined as shown in Equation 

2. 

 

𝐸(𝑋) = ∑ ∅𝒊(𝒙𝒊)

𝑖∈𝑉

+ ∑ ∅𝒊𝒋(𝒙𝒊, 𝒙𝒋)

(𝑖,𝑗)∈𝑁

                                                              (2) 

 

From the above equation, unary potential is given by ∅𝒊(𝒙𝒊) and pairwise potential is defined by ∅𝒊𝒋(𝒙𝒊, 𝒙𝒋). 

The CRF general equation can then be expanded in terms of their normalization constant and potential 

function as it is shown in Equation 3.  

 

𝑝(𝑦|𝑥; 𝜃) =
1

𝑍(𝑥; 𝜃)
𝑒𝑥𝑝 − {∑ ∅𝑖(𝑦𝑖 , 𝑥; 𝜃𝑢) + ∑ ∅𝑖𝑗(𝑦𝑖 , 𝑦𝑗 , 𝑥; 𝜃𝑝)

𝑖𝜖𝑠,𝑗𝜖𝛿𝑖𝑖𝜖𝑠

}     (3) 

 

From the above equation, ∅𝑖(𝑦𝑖 , 𝑥; 𝜃𝑢) is unary potential, ∅𝑖𝑗(𝑦𝑖 , 𝑦𝑗 , 𝑥; 𝜃𝑝) is pairwise potential, 𝑍(𝑥; 𝜃) 

is a normalization constant and 𝛿𝑖 is the local neighbourhood for pixel 𝑠 (Zhou, Cao, Li, & Shang, 2016).  

2.2.1.1. Unary potential – classification algorithms 

The unary potential is the model which represent the relationship between the class label and the 

data/observation. The unary potential is computed for each pixel which is the probability of assigning a 

label to a particular pixel. Equation 4 from the paper written by Li and Yang (2016) explains that unary 

potential is in the form of negative log likelihood which is the conditional probability density that is used to 

minimize the function. 

 

∅𝑖(𝑥𝑖) = −𝑙𝑜𝑔𝑃(𝑥𝑖|𝐼)                                                                 (4)                   

 

The unary potential defined in Equation 4 can be individually computed from the chosen classifier (Yang 

& Förstner, 2011a). However variety of classifiers can be used to define the unary potential of the CRF 

including Textonboost classifier (Li & Yang, 2016), Fuzzy-C-means classifier (Cao et al., 2016; Zhou et al., 

2016) and random forest (Sun et al., 2017; Yang & Förstner, 2011).  

In this research unary potential was defined using the random forest as it has been termed as the robust 

classifier and gives good classification results by Yang and Förstner (2011). The random forest can handle 

large dataset with higher computational load and still produce good results (Chehata et al., 2009; Sun et al., 

2017). However random forest has been compared with other classifiers like SVM, MLC and found to 

perform better (Feng, Liu, & Gong, 2015; J. Liu et al., 2016; Sesnie et al., 2010; Sun et al., 2017).  

 

Random forest 

Random forest is a classification method consist of a combination of decision trees which are termed as a 

weak classifier (individually) and form a strong classifier introduced by Breiman (2001). Training pixels can 

be randomly selected and returned to the set which makes it possible for the training to be used more than 

once in training the trees to form a forest. The advantage of using random forest classifier is that each 
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classification tree produces its individual error, but when combining all the number of trees used the 

classifier become more powerful, and hence better classification output. Another advantage compared to 

other machine learning classifiers such as CNN and SVM is using less time during training (Na, Zhang, Li, 

Yu, & Liu, 2010). The random forest has a strategy of using set of the trees to predict the class of the pixel, 

and the class which will be predicted by the majority will be assigned to the respective pixel (Sun et al., 2017) 

as shown in Figure 3.  
 

 
Figure 3: Random forest architecture (Verikas, Gelzinis, & Bacauskiene, 2011). 

The random forest has been used in many studies to define the unary potential of the CRF. Sun et al., (2017) 

decide to use the random forest for solving the problem of handling a large number of training samples. 

Another study done by Yang and Förstner (2011b) claims that they decided to use the random forest as it 

is a good classifier for façade classification tasks. 

2.2.1.2. Pairwise potential 

The unary potential can be produced from the classifier by giving the pixel label based on the interested 

pixel which mostly contains noise. The pairwise potential which makes use of the contextual information 

available in the input image can be used to smooth those noise. Pairwise potential defines how the pixel is 

related to their neighbour pixels (Cao et al., 2016). The relationship can be a short range which includes 4 

connected CRF or 8 connected CRF and long range which include fully connected CRF as it can be seen in 

Figure 4. In fully connected CRF a pixel label is defined by finding the relationship between the interested 

pixel and all the pixels in the image.  

 

 

 
4 connected CRF 

 
8 connected CRF 

 
Fully connected CRF 

Figure 4: Representation of short range CRF (4 connected CRF and 8 connected CRF) and long range 
CRF (Fully connected CRF) (Li & Yang, 2016). 
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Fully connected CRF 

Krähen and Koltun (2011) were the first to introduce fully connected CRF whereby a pixel label was defined 

using all the pixels in an image. Fully connected CRF make use of the contextual and positional information 

in defining the label of the pixel of interest. As explained by Krähen and Koltun (2011) pairwise potential 

for the fully connected CRF is defined as shown in Equation 5. 

∅𝒊𝒋(𝒙𝒊, 𝒙𝒋) = 𝜇(𝑥𝑖 , 𝑥𝑗) ∑ 𝑤(𝑚)𝑘(𝑚)(𝑓𝑖, 𝑓𝑗)                                        (5)

𝐾

𝑚=1

 

 

Whereby 𝜇 is the label compatibility function, 𝑤(𝑚) is the weight of the Gaussian function and 𝑘(𝑚) is the 

Gaussian kernel consisting of appearance kernel and smoothness kernel (Krähen & Koltun, 2011). The 

smoothness kernel (Equation 6) is used to remove the small pixels that appear to be isolated from other 

class labels. The appearance kernel (Equation 7) is based on the nearby pixels that have the same 

RGB/colour properties that are termed as they belong to the same class.  

𝑘(1)(𝑓𝑖, 𝑓𝑗) = 𝑤(1) exp (−
|𝑝𝑖 − 𝑝𝑗|

2

2𝜃𝛾
2 )                                         (6) 

 

𝑘(2)(𝑓𝑖, 𝑓𝑗) = 𝑤(2) exp (−
|𝑝𝑖 − 𝑝𝑗|

2

2𝜃𝛾
2 −

|𝐼𝑖 − 𝐼𝑗|
2

2𝜃𝛽
2 )                   (7) 

 

From Equation 6 and Equation 7 above, pi and pj are positional vectors, Ii and Ij are a colour vector. Colour 

vector is defined by the RGB colour space, with the assumption that the same colour pixels belong to the 

same class label. The positional vector used to smoothen the results by removing small particles which 

appears as they are isolated. 

Krähen and Koltun (2011) also propose the use of mean field inference which minimizes the energy 

function. Mean field does not compute the exact distribution of image pixels. Instead, it computes the 

distribution that minimizes the KL-divergence of all the distributions to be defined as independent marginal. 

After the introduction of the fully connected CRF, it has been applied in many studies and found to give 

good results with better accuracy (Krähen & Koltun, 2011; Li & Yang, 2016; Sun et al., 2017). 

2.2.2. Accuracy assessment 

Accuracy assessment is one of the measures of the correctness of the output compared to the reference 

data. For classification purpose, if the classified image is somehow similar to the reference data it is termed 

to be more accurate (Campbell & Wynne, 2011). Accuracy can be measured using several methods including 

overall accuracy (Afify, 2011; Gevaert, Persello, Sliuzas, & Vosselman, 2017), intersect over union (IoU) 

score (Marin-Jimenez, Zisserman, Eichner, Ferrari, & Ferrari, 2013), precision (Davis & Goadrich, 2006; W, 

2011) and kappa analysis (Afify, 2011; C. Wu et al., 2017). However, some of the change detection studies 

use visual inspection by comparing the change polygon with the reference data (Okenwa, 2016).  

 

 

 

 

 

 

 



MULTI TEMPORAL CLASSIFICATION AND CHANGE DETECTION USING UAV IMAGES 

 

11 

3. DATA AND SOFTWARE 

This chapter will give a description of the data and the software used for preparation and processing of the 

provided data during the research. 

3.1. Data description 

The dataset used was the orthophoto and DSM generated from UAV images acquired in the construction 

area in Lausanne (Switzerland) with approximate of 32,830m2. The image was acquired in eight different 

epochs using UAV, and they were processed using the Pix4D software for orthophoto and DSM generation. 

The UAV image acquired with a sampling distance of 5cm. Due to the high resolution of the dataset, a lot 

of information is available on the images. Four classes were identified from the orthophoto: road (road, 

railway), buildings (roof and concrete), vegetation and bare soil.  

3.2. Software 

Image preparation was done using ERDAS imagine a software, whereby an area of interest was generated 

to ensure that there is a common area used for all of the epochs. The common area was selected because 

area coverage for each epoch was not the same.  

By using ENVI 5.3 + IDL 8.5 software, the ground truth for all of the epochs was generated, with the total 

of four classes. Since the output from ENVI software was shapefile and cannot directly be opened in Matlab 

for further processing, it was imported into the ArcGIS 10.5.1 software to produce the raster format for 

further analysis using Matlab R2016a programming software.  

3.3. Reference data 

The subset created was used for ground truth generation of each epoch. By visual inspection, the ground 

truth for orthophoto was generated. Original images with their corresponding ground truth can be seen in 

Figure 5. 

 

Epoch Orthophoto Ground truth 

 

1 
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8 

 
 

 
 

  

 Vegetation  Road  Building  Bare soil 

 

Figure 5: Orthophoto images with their corresponding ground truth 

 

Ground truth was also generated using DSM changes. Using Envi software, two DSM of the consecutive 

epochs was overlaid one another, and by visual inspection, the change in height was digitized as it is 

shown in Figure 6.  

 

Epoch t Epoch t+1 Ground truth for DSM changes 

 
DSM 1 

 
DSM 2 

 
Change 1 

 
DSM 2 

 
DSM 3 

 
Change 2 
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DSM 3 

 
DSM 4 

 
Change 3 

 
DSM 4 

 
DSM 5 

 
Change 4 

 
DSM 5 

 
DSM 6 

 
Change 5 

 
DSM 6 

 
DSM 7 

 
Change 6 

Legend 

Change   

No change  
 

Figure 6: DSM's and their corresponding DSM change ground truth 
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4. METHODOLOGY 

Chapter 4 will give a step by step explanation about the methods selected for doing classification and change 

detection of the DSM alone and the DSM with orthophoto, and how the experiment was conducted for 

better results.  

Three different approaches used during the implementation of this research. DSM change detection was the 

first one to be implemented whereby image differencing technique was used to detect height change between 

two epochs. Post classification change detection was the second approach whereby a change from one class 

to another was detected. And lastly, the pre classification change detection was conducted whereby change 

between features identified first followed by the classification of changes. All these approaches are explained 

one by one in the following subsections of this chapter. 

4.1. DSM change detection 

DSM change detection was done using image differencing change detection technique. Since DSM contains 

only the height information for each pixel, the best way of doing change detection was pixel by pixel height 

differencing. Figure 7 shows a step by step implementation of DSM change detection which start by height 

differencing. Thresholding was next step to separate between the changed pixels and unchanged pixel 

followed by smoothening the changes to removing noise. 

 

 
Figure 7: DSM change detection workflow 

4.1.1. Height differencing 

Change detection for the DSM was computed by height differencing. From the height of a pixel in DSM of 

date 1 and the same pixel in DSM of date 2, a height change of a particular pixel was determined and used 

to generate a new change map. The generated change map consists of different values which are then 

confusing in determining the changed and unchanged area. This problem was solved by the thresholding 

process as explained in the next subsection. 
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4.1.2. Thresholding  

Thresholding was used to identify the changed area and unchanged area of the DSM change output. 

Thresholding of the DSM change was done as the supervised way of detecting the changed and unchanged 

part. A threshold was selected, and all values below the selected threshold termed as the unchanged part, 

and the value above the threshold termed as the changed part of the two epochs used. The threshold value 

was selected by visual analysis of the output and the accuracy obtained after generation of confusion matrix 

using the ground truth for DSM change. About three different thresholds were tested.  

4.1.3. Smoothening of the DSM change 

DSM change was smoothed using the mathematical morphological operation opening. The opening consists 

of two operations which are erosion followed by dilation. Erosion was used to remove the small/isolated 

areas using the defined structuring element, and dilation was used to expand the area using the same 

structuring element (Persello, 2017; Q. . Wu, Lu, & Ji, 2009). The mathematical morphological operations 

work only on the binary images, which makes it easy to use in the DSM changes.  By using erosion, small 

areas was removed, and other areas was shrunk according to the defined structuring element. Dilation was 

used to restore the shrunk part of the binary image to its original before using erosion which results in an 

image somehow free from noise. 

4.2. Post classification change detection 

Post classification change detection method consists of overlaying the classified map one to another and 

detecting the changes from them as it can be seen in Figure 8, which shows the workflow of post 

classification change detection method. The changes to be detected are the class change. Post classification 

consisting of extracting 2D and DSM features for classification followed by definition of the unary term 

and pairwise term to smoothen the result. Overlaying of the classified image from two different epochs 

which produce change map.  
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Figure 8: Post classification change detection workflow with yellow presenting the classification using CRF 

and pink representing the results of change detection 

4.2.1. Feature extraction 

For the classification purposes, features were extracted from orthophoto and DSM as well. From the 

orthophoto spectral features and textural features was extracted and from DSM geometrical features was 

extracted. Spectral features extracted was HSV features, GLCM features for textural features and planarity 

and linearity features as geometric features were extracted from DSM.  

4.2.1.1. HSV features 

HSV are colour features which extract three types of information from RGB colour. The information 

extracted are hue, saturation and value. S. Wu et al., (2015) explains that colour features are one of the 

fundamental quality of the image and HSV colour space as it is mostly used for image analysis and gives 

higher accuracy in image classification than RGB colour space. Hue represents the original colour of an 

object if it is yellow, blue, or red, saturation represent how an original colour was diluted in the white colour, 

and value describes the colour brightness (Hamuda, Mc Ginley, Glavin, & Jones, 2017). HSV features 

obtained by converting the RGB colour space into HSV colour space whereby hue ranges from 0 to 360, 

saturation and value presented by percentage. 
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4.2.1.2. GLCM features 

Textural features as described by Haralick, Shanmugan and Distein (1973), are features which have spatial 

distribution information of tonal variations within an image. Textural features categorized as being fine, 

coarse, smooth, rippled, mulled, irregular or lineated. The common method for textural feature extraction 

is by using grey level co-occurrence matrix (GLCM) (Mohanaiah, Sathyanarayana, & Gurukumar, 2013). 

The RGB image was converted into grey image followed by computation of co-occurrence matrix which is 

used for computation of textural features. The textural features used in this research are contrast, correlation, 

energy, dissimilarity, angular second, mean, variance and homogeneity. These textural features were 

extracted using ENVI software, and some of them are in presented in Figure 9.  

 

 
Contrast  

 
Correlation  

 
Dissimilarity  

 
Entropy  

 
Homogeneity  

 
Mean  

 
Angular secant  

 
Variance  

Figure 9: Extracted GLCM features for epoch three. 

  

Contrast gives the local variation of a pixel with a comparison to its neighbour for the whole image. For the 

constant image, the contrast is 0. Correlation measures how the pixels relate to their neighbour for the whole 

image. The correlation value is from -1 to 1, whereby 1 represent the positively correlated image and -1 

represent the negatively correlated image. The angular second moment which also termed as energy gives 

the sum of squared elements in the matrix, it ranges from 0 to 1. Homogeneity provides the measure for 

the closeness of the distribution of the elements in an image. The entropy features measures how grey level 

distribution is uniform in the image. The area which is homogeneous in the image is expected to have high 

entropy than the areas which are not homogeneous.  

4.2.1.3. Geometric features 

The geometric features extracted from DSM are linearity, planarity and normalised DSM (nDSM). Planarity 

and linearity features can be computed from eigenvalues within the local neighbourhood, and they describe 

spatially local distribution of the height pixels in DSM (Chehata et al., 2009). Planarity features show high 

values for planar objects and low values for non-planar objects. For an object to be planar, all its points 

must be on the same plane. Linearity features show higher values for linear objects and low values for the 

nonlinear object. Similar here, for an object to be linear all of its points must be on a straight line. The 

nDSM have been calculated by finding the minimum height value in the DSM and subtracting all the height 

pixels from the minimum height value.  
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4.3. Conditional random field 

A conditional random field consisting of the unary potential and pairwise potential. For this research, the 

unary potential was defined using the random forest, and the pairwise potential was defined using fully 

connected CRF. 

4.3.1. Random forest 

The classification was conducted using random forest classifier. From the total of eight epochs, four of 

them was used to train the random forest classifier, and the remaining four was used to test the classifier. A 

total of fourteen features used for classification purposes including 2D (orthophoto features) and DSM 

(Geometric features).  

In random forest number of trees to be computed must be defined. For this research 30 trees were used in 

computing the classification model which takes more than one hour of training. Out of bag error estimation 

was also computed during the training of the random forest. The out of bag estimation was used to monitor 

the classification error as explained by Breiman (2001). 

The output from the random forest was the probability of each class in a pixel. This research had four 

classes, so the output was each pixel having four different probability from each class, and the higher 

probability was considered to be the dominant class at that particular pixel. This lead to a lot of noise in the 

output of the random forest classifier.  

4.3.2. Fully connected CRF 

The results from random forest classifier was then refined using fully connected CRF model. Random forest 

classifier provides the individual pixel label without taking into consideration of the nearby pixels. Fully 

connected CRF (Krähen & Koltun, 2011) make use of the contextual information to refine the classification 

results from the random forest. Appearance and smoothening kernels of fully connected CRF are the ones 

used to refine the classification results by removing the isolated pixels and putting the nearby pixels in one 

class.   

The parameters for the fully connected CRF which are the Gaussian kernel for appearance and smoothening 

was defined using the RGB standard deviation and x, y standard deviation respectively. These parameters 

are used to increase or decrease the long range connection of the fully connected CRF as explained by 

Krähen and Koltun (2011). For good classification results, parameters were fine-tuning to have the best set 

which provides higher accuracy. 

4.3.3. Change detection 

After a successful classification of the four epochs, the next step was detecting changes whereby the two 

classified epoch was overlaid pixel by pixel, and the change was detected from the overlaid image. Since we 

have four classes from the classification results, so the output was expected to have 16 classes as shown in 

Table 1. From the listed type of changes expected to occur, most of them were due to misclassification 

error.  

However, a lot of changes in class appeared in the first three epochs which were used for training the 

classifier than the epochs used for testing. Still, change in height was seen in the DSM change as the building 

continued to be constructed from one floor to another. In the post classification change detection technique, 

the accuracy of the change detection depends mostly on the classification of the individual epoch. Due to 

the similarity of the spectral properties in some classes like building and bare soil, leads to misclassification 

of those classes and hence poor change detection accuracy.  
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Table 1: List of classes and change classes 

classes Change classes 

Road Road 

Road - building 

Road - vegetation 

Road - bare soil 

Building Building 

Building - road 

Building - vegetation 

Building - bare soil 

Vegetation Vegetation 

Vegetation - road 

Vegetation - building 

Vegetation - bare soil 

Bare soil Bare soil 

Bare soil - road 

Bare soil - building 

Bare soil - vegetation 

 

4.4. Pre classification change detection 

The last change method implemented was pre classification change detection. The workflow of this 

approach was somehow similar to the workflow of post classification change detection. From the workflow 

in Figure 10, the only difference is that change detection was done first followed by classification of those 

changes. 
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Figure 10: Pre classification change detection workflow with yellow presenting the classification using 

CRF and pink representing the results of change detection 

The features used was the same as the one used in post classification change detection. These features are 

HSV, GLCM, planarity, linearity and nDSM. Feature extraction followed by change detection between those 

features. Classification of change features was the next stage, whereby CRF model was used. The unary 

potential for CRF was defined by random forest, and the pairwise potential defined by fully connected CRF. 

4.5. Accuracy assessment 

The accuracy evaluation was done using confusion matrix for both classification and change detection 

results. The accuracy assessment was computed by overall accuracy and intersect over union score. To have 

the accuracy assessment, the ground truth data and the predicted/classified output were needed for the 

comparison and checking the performance of the classifier. Intersect over union, and overall accuracy 

measures are computed using Equation 8 and Equation 9 respectively.  

  

𝐼𝑜𝑈 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛
                                                   (8) 

 

𝑂𝐴 =
∑ 𝑇𝑃

∑ 𝑎𝑙𝑙 𝑝𝑖𝑥𝑒𝑙𝑠
                                                                 (9) 

 

Whereby area of overlap and area of the union are defined in Equation 10 and Equation 11 respectively. 
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𝐴𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝 = 𝑇𝑃                                                        (10) 

 

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛 = 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁                                      (11) 

 

From Equation 8, an area of overlap, an area of union are computed from the confusion matrix generated 

using classification output and the digitized reference data. From equation 10 and 11, TP (true positive) 

means the cases that were correctly classified, FP (false positive) means the negative pixels that were 

incorrectly classified as positive pixels, FN (false negative) means the negative pixels that were correctly 

classified as negative (Blomley, Weinmann, Leitloff, & Jutzi, 2014).  

4.6. Integrating the DSM change and the class change 

As the additional step in this thesis, the DSM change and the class change was combined to have a clear 

understanding of how the building changed from the initial stage of the construction. For the kind of data 

set used most of the changes appeared in height. The class change was mainly in the first three to four 

epochs, but height change can be observed in all the epochs. By integrating this information a clear 

understanding of how the changes have been taking place was conveyed.  
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5. RESULTS AND ANALYSIS 

This chapter will present results from the conducted experiment that will help in answering the research 

questions. The results presented here will be for DSM change detection, post classification change detection 

and pre classification change detection. Some of the output including confusion matrix are presented in the 

appendix. The last section of this chapter will try to combine DSM change detection, and the outperform 

classification based change detection method to understand the relationship between them and how can 

they be used together. 

5.1. DSM change detection 

Change in DSM was done using image differencing technique, whereby the height of a pixel from DSM of 

one epoch was subtracted from a height of a pixel on DSM of the next epoch. Thresholding of 0.3m, 0.5m 

and 1m was manually selected to distinguish between the change and unchanged pixels. By using the ground 

truth for DSM change, the accuracy assessment was conducted to decide on which threshold value 

outperform others. Figure 11 shows DSM change for epoch 1 and epoch 2 with different thresholding 

values and their accuracy, other DSM changes will be found in Appendix A. 

 

 
a) 0.3m threshold, 

OA=86.6% 

 
b) 0.5m threshold, 

OA=89.5% 

 
c) 1m threshold, 

OA=94.5% 

Figure 11: DSM change detection for epoch 2 and epoch 1 using different thresholding with their overall 
accuracy. 

The overall accuracy in percentage for the DSM change detection for all the eight epochs shown in Table 

2, and the confusion matrix for this accuracy are presented in Appendix B.  

 
Table 2: The overall accuracy of the DSM change in for three different thresholding 

Thresholding 0.3m (%) 0.5m (%) 1m (%) 

Epoch2-epoch1 86.6 89.5 94.5 

Epoch3-epoch2 77.3 83.4 92.1 

Epoch4-epoch3 80.3 83.6 87.8 

Epoch5-epoch4 84.8 87.1 91.6 

Epoch6-epoch5 84.7 88.2 92.1 

Epoch7-epoch6 79.5 85.7 92.1 

 

Thresholding of 1m was found to give more accuracy than the others and also improve visualization by 

removing a lot of noise. For DSM change, the changes were seen from first epoch up to the last epoch as 
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the building continued to go up. The DSM change will then be used to analyse how the building was changed 

in height throughout the construction period.  

Though 1m thresholding gives at least good results compared to others, still the output suffers from noise 

(small isolated regions/pixels). Those small regions have to be cleaned up using the mathematical 

morphological operation opening. The remaining output is shown in Figure 12 were by some small regions 

where removed.  

 

 
Change1 

 
Change2 

 
Change3 

 
Change4 

 
Change5 

 
Change6 

 
Change7 

Legend 

Change   

No change  
 

 

Figure 12: DSM changes 

The accuracy assessment for the new clean up DSM change was conducted as it is shown in Table 3 which 

gives more accurate results. 

 
Table 3: Overall accuracy of the DSM change with removal of noise 

Change  Change1 Change2 Change3 Change4 Change5 Change6 

Overall 

accuracy (%) 

97.3 94.9 89.2 93.4 95.2 94.8 
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5.2. Post classification change detection 

The following subsections will provide the results and analysis done for the post classification change 

detection method. Different experiments conducted including fully connected CRF parameter tuning, 

classification using 2D features only, classification using 2D and 3D features, change detection results and 

the improvement of the classification accuracy.  

5.2.1. Fully connected CRF parameter tuning 

From the fully connected CRF equation explained in section 2.3, there are three parameters which are 

weights, positional range and colour range. All these parameters were varied accordingly and found that on 

average when, 𝜃𝛾 = 40, and 𝜃𝛽 = 5, gives more accurate results than the others as it can be shown in Table 

4. The weight value varies, in epoch 5 and epoch 6 the 𝑤 = 0.1 gives more accurate results and in epoch 7 

and 8 𝑤 = 0.5 gives more accurate results. However when using 𝑤 = 0.1 the visualization of the output 

become more smoothed and even some times it gives a false label to some pixels as it can be seen in Figure 

13 which shows the output of classification for epoch five with different parameters. From the figure, when 

w=0.1 road was classified to bare soil which gives bad classification results. Due to that 𝑤 = 0.5 was then 

selected to be the more suitable parameter for the classification of the given images. 

 
Table 4: Fully connected CRF parameter tuning 

𝑤   𝜃𝛾   𝜃𝛽   Epoch 5 Epoch 6 Epoch 7 Epoch 8 

1 60 10 64.9 66.4 73.6 67.4 

1 40 10 64.9 67.5 73.5 69.4 

1 40 5 65.9 68.4 75.4 71.8 

0.7 40 5 65.9 69.6 75.6 72.1 

0.5 40 5 66.3 70.5 76.1 72.1 

0.1 40 5 66.8 71.5 75.5 70.7 

0.1 20 5 66.5 71.2 73.2 70.0 

0.1 10 5 66.6 70.9 72.8 70.0 
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𝑤 = 1, 𝜃𝛾 = 60,  𝜃𝛽 = 10 
 

𝑤 = 1, 𝜃𝛾 = 40,  𝜃𝛽 = 10 

 

𝑤 = 1, 𝜃𝛾 = 40,  𝜃𝛽 = 5 

 

𝑤 = 0.7, 𝜃𝛾 = 40,  𝜃𝛽 = 5 

 

𝒘 = 𝟎. 𝟓, 𝜽𝜸 = 𝟒𝟎,  𝜽𝜷 = 𝟓 

 

𝑤 = 0.1, 𝜃𝛾 = 40,  𝜃𝛽 = 5 

 

𝑤 = 0.1, 𝜃𝛾 = 20,  𝜃𝛽 = 5 

 

𝑤 = 0.1, 𝜃𝛾 = 10,  𝜃𝛽 = 5 

 
Ground truth 

Legend vegetation  building  road  bare soil 

Figure 13: Classification results for epoch seven with different fully connected CRF parameters, 
highlighted parameters are the one with higher accuracy 

5.2.2. 2D classification 

Random forest classifier as the unary part of CRF is used whereby training was done using the first four 

epochs. The first experiment conducted using only 2D features for classification purpose. The feature 

extracted was HSV features and the GLCM features. After the training of the classification model, it was 

tested using epoch 5 to epoch 8. 

The results from the random forest contain a lot of noise as it is shown in Figure 14. So fully connected 

CRF was then applied to smoothen the classification results. As it is explained in the section 4.3.2, after 

application of the fully connected CRF, the results were then refined, and small isolated labels was removed, 

and the boundary between one label and the other was defined clearly. 
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 Random Forest FCCRF GT 

EPOCH 

5 

 
 

 
 

 

EPOCH 

6 

 
 

 
 

 

EPOCH 

7 

 
 

 
 

 

EPOCH 

8 

 
 

  
 

Legend 

 vegetation  Building  Road  Bare soil 

Figure 14: 2D classification results 

By using confusion matrix presented in Appendix C which was generated from the predicted labels and the 

reference data, the overall accuracy and IoU score for both random forest and fully connected CRF were 

computed. Table 5 shows the percentage accuracy for all the epochs.  
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Table 5: Accuracy assessment for 2D classification 

 Random forest FCCRF 

 OA (%) IoU (%) OA (%) IoU (%) 

Epoch 5 50.4 34.9 57.9 42.4 

Epoch 6 52.5 33.1 56.7 33.6 

Epoch 7 51.9 34.9 57.7 40.4 

Epoch 8 50.6 31.7 57.7 40.4 

 

5.2.3. 2D and 3D classification 

Another experiment conducted using 2D features from the orthophoto, and geometric features from DSM 

was used for classification. The same 2D features were used for classification and the DSM features used 

was linearity, planarity and normalized DSM. Classification output for the remaining epochs gives better 

results compared to classification using 2D features alone. Figure 15 shows the results of the random forest, 

fully connected CRF and the respective ground truth. 

 Random forest Fully connected CRF Ground truth 

Epoch5 

   

Epoch6 

   

Epoch7 
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Epoch8 

   

Legend        vegetation         Building    Road    Baresoil 

Figure 15: 2D and DSM features classification results 

Overall accuracy and IoU score were computed using confusion matrix in Appendix C. The visualization 

and accuracy of the result have improved compared to the accuracy of the 2D features classification. The 

accuracy assessment for the above experiment is presented in Table 6. 

Table 6: Accuracy assessment for 2D and DSM classification 

 Random forest FCCRF 

 OA (%) IoU (%) OA (%) IoU (%) 

Epoch 5 59.7 42.2 66.3 47.6 

Epoch 6 62.1 42.3 70.5 49.3 

Epoch 7 63.1 45.1 76.1 59.6 

Epoch 8 59.1 39.3 72.1 49.4 

 

5.2.4. Change detection 

Post classification change detection was applied, whereby two classified map from consecutive epochs were 

overlaid, and change between them was detected. From four classes, when overlying 16 classes are a possible 

outcome to be generated. But some of the generated classes are not relevant, example changing from 

building to bare soil, changing from road to bare soil which they are generated due to misclassification of 

some parts in those epochs. From the provided epochs, a lot of change appeared in the first three epochs 

than the rest of the epochs. Figure 16 shows the change detection for epoch 5 and 6, epoch 6 and 7, and 

epoch 7 and 8 with their respective change of the ground truth. 

 

 Change map GT change 

Epoch 6-

epoch 5 

  



MULTI TEMPORAL CLASSIFICATION AND CHANGE DETECTION USING UAV IMAGES 

 

32 

Epoch 7- 

epoch 6 

  

Epoch 8- 

epoch 7 

  
 Legend 

 

Figure 16: Change detection results with legend 

Accuracy assessment for the change detection was done using overall accuracy. Confusion matrix for change 

detection accuracy assessment was generated using the predicted change map, and the ground truth change 

map (Appendix E) as it is presented in Appendix F. Table 7 shows the overall accuracy of the changes 

generated from the classified change map.  

Table 7: Change detection accuracy 

 OA (%) IoU (%) 

Change 1 58.0 13.5 

Change 2  62.6 14.3 

Change 3 60.5 19.0 

 

5.2.5. Improving the results 

Upon trying to improve change detection accuracy, another experiment was done with the addition of 

training samples from the classified epoch. Table 8 shows the number of training samples added for each 
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epoch and the distribution for each class. Selection of the added samples considered the area which has 

worst classification result. By adding those samples, the accuracy of the classification increased by 1.6%.  

Table 8: Number of samples added during the training of random forest 

 Number of samples Number of sample for each pixel 

Epoch5 370800 Road=1217 

Building=323281 

Vegetation=1036 

Bare soil=45266 

Epoch6 241488 Road=5824 

Building=187501 

Vegetation=0 

Bare soil=48163 

Epoch7 216033 Road=1052 

Building=182462 

Vegetation=117 

Bare soil=32402 

Epoch8 286104 Road=55858 

Building=177870 

Vegetation=35973 

Bare soil=16403 

 

From the above training samples, new classification results were generated. Figure 17 and Table 9 shows 

the results for epoch 5 to epoch 8 and the accuracy assessment for the new results computed from confusion 

matrix in Appendix D respectively.  
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Epoch5 

 
Epoch6 

 
Epoch7 

 
Epoch8 

Figure 17: Improved classification results 

Table 9: Accuracy assessment for the improved results 

 Random forest FCCRF 

 OA (%) IoU (%) OA (%) IoU (%) 

Epoch 5 60.6 43.0 67.9 49.5 

Epoch 6 63.8 43.7 71.6 50.4 

Epoch 7 64.6 46.6 77.2 61.3 

Epoch 8 62.6 42.0 72.8 50.0 

 

Adding the training samples during classification increases the overall accuracy of the change detection up 

to 1.8%. Due to the small amount of accuracy increased the visualization of the change detection map does 

not show big improvement. Figure 18 shows the change detection map from the classified epochs with 

additional samples followed by Table 10 which shows the accuracy assessment for the change detection 

map generated from confusion matrix in Appendix G.  
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Epoch6 –epoch5 

 
Epoch7-epoch6 

 
Epoch8-epoch7 

Legend 

 

Figure 18: Improved change detection results 

Table 10: Improved change detection accuracy 

 OA (%) IoU (%) 

Change 1 59.8 13.9 

Change 2  63.9 14.7 

Change 3 62.0 19.4 

 

By using the IoU score computation table presented in Appendix F and Appendix G, it was possible to 

determine the class changes that do not perform well which leads to the poor overall IoU score. These class 

changes are building-bare soil, road-bare soil, road-building, vegetation-building and building-road. These 

class changes have low IoU scores due to the misclassification as the post classification change detection 

depends much on the classification of the individual image. 
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5.3. Pre classification change detection 

As it was done in the post classification change detection approach, here also the first four epochs was used 

for training, and the last four epochs were used for testing the classifier. Features were extracted in each 

epoch. The change of the features for training were calculated for epoch2-epoch1, epoch3-epoch2 and 

epoch4-epoch3. The random forest was used for training and classification of the changed features of the 

remaining four epochs. Fully connected CRF was applied for the refinement of the classification result from 

the random forest. 

Two sets of experiments were done at this stage for testing how 2D and DSM features perform in 

classification. The first one uses all 2D and DSM features and the second approach used only 2D features 

for change detection followed by classification of those changes. 

5.3.1. Using 2D and DSM features 

In this part, the changes between the extracted features were detected first followed by the classification of 

the changes. The same features are used as in section 5.2.2. After feature extraction, changes between the 

features was detected followed by the classification of changes. The classification was done using random 

forest classifier followed by fully connected CRF for smoothening of the classification results. The first four 

epochs were used to train the random forest classifier, and the remaining four used for testing the model. 

The results for the classification of changes is as shown in Figure 19. 

 

 Random forest Fully connected CRF Ground truth 
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Change 

3 

 
 

 

 
 

Figure 19: Results of the classification of change using 2D and DSM features 

The accuracy assessment from the generated confusion matrix in Appendix H was used to compute the 
overall accuracy and the IoU score shown in Table 11. 

Table 11: Accuracy assessment for change classification 

 Random forest FCCRF 

 OA (%) IoU (%) OA (%) IoU (%) 

Change 1 32.6 5.0 41.3 5.3 

Change 2 33.4 5.1 46.5 7.3 

Change 3 23.7 3.8 39.7 7.1 

 

5.3.2. Using 2D features 

Classification of change features was also done using 2D features alone. HSV and GLCM features were 

extracted and used to find changes between the epochs. The changes were then classified using random 

forest followed by fully connected CRF to smoothen the results. Figure 20 shows the classification of 

changes whereby in this approach only a few classes were detected not like in the post classification change 

detection technique followed by Table 12 which shows the accuracy assessment in terms of overall accuracy 

and IoU score. 

 

 Random forest Fully connected CRF Ground Truth 

Change 1 

 
 

 
 

 



MULTI TEMPORAL CLASSIFICATION AND CHANGE DETECTION USING UAV IMAGES 

 

38 

Change 2 

  
 

 

Change 3 

 
 

 
 

 

Figure 20: Results for change classification using 2D features 

Table 12: Change classification accuracy 

 Random forest FCCRF 

 OA (%) IoU (%) OA (%) IoU (%) 

Change 1 29.7 4.5 44.2 5.9 

Change 2 29.9 4.4 41.8 6.4 

Change 3 26.2 3.7 31.5 3.4 

 

5.4. Integrating the DSM change and class change 

This additional subsection will integrate the DSM change and class change for a better understanding of the 

change detection for the study area. For the construction area, most of the changes that take place are height 

changes which in our case can be observed using the DSM. The class change (like moving from bare soil to 

building and others) was expected to take place only in the first epochs of the dataset. And in this research, 

the first four epochs were used for training the classifier and using the last four epochs to test the 

performance of the classifier. 

For the clear understanding of how changes takes place, DSM change and class change were combined. The 

change area from DSM was clipped, and a similar area in the class change was clipped for better 

understanding. In Figure 21 and Figure 22 for epoch6-epoch5 and epoch7-epoch6 changes respectively, it 

can be observed that there is a change in DSM while there is no class change which means that the building 

continued to be constructed from one floor to another with the same class (building). 

 

  



MULTI TEMPORAL CLASSIFICATION AND CHANGE DETECTION USING UAV IMAGES 

 

39 

 

Figure 21: Class change and DSM change for epoch 6 - epoch 5 

 

Figure 22: Class change and DSM change for epoch 7- epoch 6 

In Figure 23 for epoch 8-epoch7 changes, there is no much DSM change because at that stage the 

construction activities were going to the last stages. Also in the features like road and vegetation can be 

observed that there was no class change as well as DSM change as it can be shown in the figure using a 

black circle. When observing the change between the first two epochs in Figure 24 where the class change 

generated from the ground truth and the DSM change from height differencing, it can be observed that 

there are some areas where there is height change with respect to class change (green circles) which means 

the area was changed from bare soil to building, and also the height changed. In the other way, there is 

another part of the area with a black circle where there is a change in class but it does not show height 

change, this means that the area was just starting to be constructed that it changes from bares soil to building 

with a small change of height.      
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Figure 23: Class change and DSM change for epoch 8-epoch7 

 

Figure 24: Class change and DSM change for epoch1-epoch 2 
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6. DISCUSSION 

This research was focusing on applying the fully connected CRF for the classification and change detection 

of very high resolution UAV images. Very important aspects and output of the research will be discussed in 

this chapter. The aspects to be discussed include DSM change detection, feature importance, fully connected 

CRF parameter tuning, classification results and comparison of change detection methods applied in this 

study. 

6.1. DSM change detection 

On deciding the best thresholding value to be used for DSM change detection, 1m was found to have high 

accuracy than 0.3m and 0.5m. 0.3m and 0.5m do not give good results because in most cases at construction 

sites there are other activities which take place there like moving cars, construction tools which probably lie 

on that height values. However, DSM change from 1m thresholding value still suffers from noise which was 

removed using morphological operation opening results in a very high overall accuracy of up to 97.3%. 

6.2. Feature importance 

The features generated from the orthophoto and the features generated from the DSM was used in this 

study. On checking these feature importance, the classification was done in two different experiments. The 

first experiment was done using orthophoto features and the second experiment was done using orthophoto 

and DSM features. Adding the DSM features increases the classification accuracy up to 11% compared to 

the classification conducted using orthophoto features alone. The increase of accuracy shows the 

importance of integrating these features during classification process which have also been done by Gevaert 

et al. (2017)who uses 2D, 2.5D and 3D features and got high accuracy for informal settlement classification.  

6.3. Fully connected CRF parameters 

Three parameters from the fully connected CRF algorithm was tuned to find the best parameters which give 

higher accuracy than the others. The positional standard deviation which gives an average good result was 

40, and the standard deviation for colour was 5. Also, the weight of the fully connected CRF was tuned and 

found that 0.5 gives average good accuracy compared to others. These standard deviations define the extent 

of the longer range. For classification of epoch 5 and epoch 6 it can be observed that when using the weight 

of 0.1 is where you get high accuracy, but again when comparing the results from the weight of 0.5 and 0.1, 

it can be observed that when using 0.1 the result is more smoothed and do not depict the reality. In Figure 

25 when looking at the blue circle, it can be observed that when weight is 0.1 a part of the road was classified 

as the bare soil, means when continuing to reduce the weight value, the output will become more smoothed 

and far from the reality. 
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𝑤 = 0.5, 𝜃𝛾 = 40,  𝜃𝛽 = 5 

 

𝑤 = 0.1, 𝜃𝛾 = 40,  𝜃𝛽 = 5 

Figure 25: Comparison of the classification results with w=0.5 and w=0.1 

6.4. Classification results 

Random forest output suffers from a lot of noise due to the absence of using neighbour information on 

defining the class label of the pixel. The application of fully connected CRF reduces the noise for the big 

extent which results in very smooth and clear boundary classified map. But still, the classifier fails to 

distinguish some of the areas due to the similarity in spectral properties. By using the IoU score which 

controls the classification accuracy for each class, it can be observed that the class with high IoU score was 

vegetation and with worst IoU score was bare soil. Class building and road have almost similar IoU score. 

All these scores presented in Table 13 whereby for each class the IoU was computed and followed by the 

overall IoU score for the whole image.  

 

Table 13: IoU score for epoch 7 classification output 

 Road Building Vegetation Bare soil 

TP 388183 364998 445555 161442 

FP 103858 226173 10865 86663 

FN 135627 12547 153416 125969 

TN 1160069 1184019 1177901 1413663 

IoU 0.618453 0.604584 0.730614 0.431578 

IoU score 0.596307   

 

From the above table, it is observed that it was difficult to classify bare soil class due to some similarity in 

spectral properties with other classes like road and building. However, vegetation class was well classified in 

most of the epoch because it has different spectral properties compared to other classes. 

Despite increasing the training samples from the classified epoch to improve the classification results, the 

accuracy increase only by 1% and there was no much improvement for the visualization of the classified 

epochs. This could be caused by the nature of the input images which seems to contain a lot of features 

with similar spectral properties. 

6.5. Change detection comparison 

From the two class change detection approaches that have been applied in this research, post classification 

change detection have seen to outperform the pre classification change detection method. The accuracy of 

the post classification change detection was 21% higher than the accuracy of the pre classification change 
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detection. In addition to that, post classification allows detection of many changes (about 16 classes) but 

when using pre classification change detection only a few classes were able to be detected (about five classes).  

Post classification change detection results were not as good as it was supposed to be due to misclassification 

of the individual epoch. The features from the input images sometimes looked similar, especially for 

building, bare soil and road. The only feature which was clearly classified was vegetation. This leads to the 

poor presentation of the change detection map produced as it can be seen in Figure 26 for the change map 

of epoch 5 and epoch 6. Even after trying to improve the accuracy by adding more training samples but 

still, there was no visual improvement in change detection. 

 

 
Figure 26: Change detection for epoch 6 and epoch 5 

The importance of using DSM features have also been revealed in the pre classification change detection 

technique. Pre classification was conducted in two different experiment, whereby the first experiment use 

both 2D and DSM features and the second experiment uses 2D features alone. The accuracy assessment 

for both experiments was conducted and found that pre classification change detection using both 2D and 

DSM features alone outperform by 9% compared to pre classification change detection using 2D features 

alone.  

Integrating the class change and DSM change gives a clear understanding of how the change takes place in 

an area. Most of the changes appeared in the DSM change than class change because the building was 

constructed upward from one floor to another. The class change takes place in the first stages of the 

construction. For visualization purpose, the DSM change and class change was cropped from their original 

results to have the good looking map. 
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7. CONCLUSION AND RECOMMENDATION   

7.1. Conclusion  

The main objective of this research was to propose a reliable approach for automatic classification and 

change detection within a scene using DSM and orthophoto generated from UAV images. A total of three 

change detection methods have been tested.  

The first method was based on the DSM changes, whereby height information from one epoch was 

subtracted from height information of the next epoch. The output of this method was either there is a 

change or no change. The threshold value to distinguish between the change and no change was selected by 

visual inspection of the output and the accuracy assessment from the generated confusion matrix. 

The last two methods use orthophoto and DSM features for change detection between the epochs. Post 

classification change detection and pre classification change detection was tested, and the performance was 

evaluated using accuracy assessment. These two approaches usefully connected CRF model for 

classification. Post classification outperforms pre classification change detection approach by 21% overall 

accuracy which leads us to the conclusion that post classification change detection method is superior to 

the pre classification change detection method. 

DSM change and class change from post classification approach were then integrated to evaluate their 

relationship. For the case of building (construction area) change detection, it has been observed that class 

change is not enough to observe what has been changing, however combining these informations with DSM 

change as it can be seen in section 5.4 of this thesis, will give a good overview on what is going on in the 

construction area or even urban area. 

The answers to the research questions that have been mentioned in Section 1.4 of this thesis are presented 

below. 

1. What are the available algorithms for change detection? 

In Chapter 2, different change detection has been discussed. All those change detection methods based 

on two categories which are algebraic change detection and classification based change detection 

method. 

 

2. What is the most suitable approaches to define the unary and pairwise potential terms in the CRF-

model? 

In this study, we choose random forest to define the unary potential as it has been used by many studies 

as the robust classifier and does not take a lot of time during training. The pairwise potential was defined 

using fully connected CRF due to its ability to use all the information from the image to define the label 

of the single pixel  

 

3. Which is the best change detection technique using a DSM as input? 

Since DSM contains only height information for each pixel in the image, the best way for change 

detection was using image differencing technique. By subtracting height information from one pixel of 

epoch 1 to the same pixel of epoch 2 a change image was generated. Thresholding was then used to 

define the changed and unchanged area. The noise from the DSM change was removed using the 

mathematical morphology opening. 
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4. How to use rule based to distinguish changed and unchanged DSM? 

Thresholding was used to distinguish between the change and unchanged DSM of the two epochs. Visual 

inspection was used to determine the best threshold to be used to distinguish between the change and 

unchanged part of the DSM result. 

 

 

5. How to smooth the false changes due to DSM noise? 

From the DSM change detection, the false changes were smoothed using the mathematical morphology 

operation open which used to remove small regions that have been isolated from the DSM change 

detection output. 

 

6. How to define the training for four classes? 

From the input orthophoto images, the main objects were road, railway, vegetation, bare soil, concrete 

and roof of the building. Among these objects, some of them have similar spectral properties (colour) 

including railway and road, concrete and roof of the building. So these similar features were combined 

and hence remaining with four classes which are road, building, vegetation and bare soil. From the eight 

epochs of data set, first for epochs was used during training of the classifier and the remaining was used 

to test the classification model. For the improvement of the classification accuracy, samples from the 

specific classified epoch was added during training and the accuracy increased by 1.6% compared to the 

classification results when only four epochs was used for training. 

 

7. How to compose the pairwise potential for DSM and orthophoto? 

The pairwise potential for this research was composed using the fully connected CRF. Fully connected 

provides the long range connection on defining the label of the pixel which leads to the output with 

more accurate results. Despite getting more accuracy when using fully connected CRF but also it 

smoothens the classification output from the random forest classifier which was used to define the unary 

potential of the CRF. 

 

8. What is the contribution of DSM and orthophoto in classification results? 

The contribution of DSM features can be seen during the classification. In section 5, classification results 

using orthophoto features and orthophoto with DSM features was presented separately. It was observed 

that when combining these features classification accuracy increase up to 18.2% compared to the 

classification using only orthophoto features.  

 

9. What is the performance of the proposed algorithm using DSM and Orthophoto? 

The accuracy obtained from confusion matrix was used to evaluate the performance of methods used in 

this study. For the class change detection, post classification outperforms pre classification change 

detection. The overall accuracy of the post classification change detection was 62.6% while pre 

classification change detection was 46.5%.  

 

10. How does fully connected CRF and random forest compared in terms of accuracy? 

Fully connected CRF plays a big role in smoothening classification results from the random forest. 

Random forest which gives the label to a pixel without considering the contextual information usually 

surfers from noise. Fully connected CRF is the used to smoothen and remove the noise as well as 

defining the boundary for each class clearly. This can also be observed when comparing overall accuracy 

of the fully connected CRF which is higher by 76.1% and of the random forest is 63.1% for one of the 

classified epoch. The increase of 13% shows that fully connected CRF is a very robust approach for 

classification of very high resolution images. 
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11. Can accuracy be improved by adding the training samples from the classified epoch? 

Addition of training sample from the specific classified epoch was expected to increase the accuracy and 

improving the classified map. However, the accuracy increase only by 1.6%, the small increase of 

accuracy did not improve the visualization of the classified map. 

7.2. Recommendation  

The ability of fully connected CRF in smoothening the results have been well shown in this study. Though 

it was difficult to separate some of the classes with similar spectral properties like bare soil, road and building 

in some epochs. Few recommendations have been given below. 

 Further studies can be conducted to improve the accuracy of the classification of the very high 

resolution images like the one used in this study. This can be done by using different methodology 

apart from the one used. 

 Since the big problem was classification of road, building and bare soil, different machine learning 

approach like CNN can be tested to check their ability in separating those classes which will result 

in very high accuracy.  

 This study makes use of HSV, GLCM, linearity and planarity features, I suggest further study which 

will use different features for classification to test the performance of those features. 

 The use of fully connected CRF for smoothening the DSM changes should further be investigated 

as it was not applied in this study. 
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APPENDICES 

Appendix A: DSM change detection output with different thresholding 
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Appendix B: Confusion matrix for DSM change detection for the results of threshold=1m and the 
smoothed results 

  threshold = 1m smoothed results accuracy 

  No change change  No change change  

change1  No change 1565712 11377  1614996 11974  

 change 86287 124361 94.5% 37003 123764 97.3% 

        

change2 No change 1413335 18764  1463597 18959  

 change 122254 233384 92.1% 71992 233189 94.9% 

        

change3 No change 1213530 61781  1239365 63629  

 change 155558 356868 87.8% 129723 355020 89.2% 

        

change4 No change 1338694 12744  1371896 12938  

 change 137880 297008 91.6% 104678 296814 93.4% 

        

change5 No change 1413388 22835  1468177 23047  

 change 117444 232659 92.1% 62655 232447 95.2% 

        

change6 No change 1501959 31053  1556983 37906  

 change 110348 144377 92.1% 55324 137524 94.8% 

 

 

Appendix C: Confusion Matrix for the Fully Connected CRF for epoch 5 to 8 and their IoU scores 
computation table 

Epoch 5 confusion matrix 

           Reference  
Predicted  road building vegetation bare soil 

road 382583 4121 34397 59915 

building 180035 254089 79041 66915 

vegetation 14022 396 450095 8673 

Bare soil 141856 2083 11013 97092 

Overall accuracy 66.3% 
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IoU computation table 

 road building vegetation Bare soil 

TP 382583 254089 450095 97092 

FP 98433 325991 23091 154952 

FN 335913 6600 124451 135503 

TN 969397 1199646 1188689 1398779 

IoU 0.468319 0.433096 0.753124 0.25053 

IoU score 47.6%   

 

 

Epoch 6 confusion matrix 

           Reference 
Predicted  road building vegetation bare soil 

road 382137 13226 90923 2239 

building 29433 374972 157054 21756 

vegetation 7627 367 452086 104 

Bare soil 101888 19119 83555 51251 

Overall accuracy 70.5% 

 

   IoU computation table 

 road building vegetation Bare soil 

TP 382137 374972 452086 51251 

FP 106388 208243 8098 204562 

FN 138948 32712 331532 24099 

TN 1160264 1171810 996021 1507825 

IoU 0.609009 0.608793 0.57102 0.183097 

IoU score 49.3%   

 

 

Epoch7 confusion matrix 

         Reference 
Predicted road building vegetation bare soil 

road 388183 6334 51898 45626 

building 69577 364998 80715 75881 

vegetation 6120 283 445555 4462 

Bare soil 59930 5930 20803 161442 

Overall accuracy 76.1% 

 

IoU computation table 

 road building vegetation Bare soil 

TP 388183 364998 445555 161442 

FP 103858 226173 10865 86663 

FN 135627 12547 153416 125969 

TN 1160069 1184019 1177901 1413663 

IoU 0.618453 0.604584 0.730614 0.431578 

IoU score 59.6%   
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Epoch8 confusion matrix 

          Reference 
Predicted road building vegetation bare soil 

road 489643 51311 44839 25278 

building 77785 353762 54004 16834 

vegetation 30878 5782 423451 3157 

Bare soil 131173 32625 25287 20661 

Overall accuracy 72.1% 

 

IoU computation table 

 road building vegetation Bare soil 

TP 489643 353762 423451 20661 

FP 121428 148623 39817 189085 

FN 239836 89718 124130 45269 

TN 935563 1194367 1199072 1531455 

IoU 0.575437 0.597467 0.720893 0.081019 

  49.4%   

 

Appendix D: Confusion Matrix for the Fully Connected CRF for epoch 5 to 8 with additional of more 
samplesand their IoU scores computation table 

Epoch 5 

 road building vegetation Bare soil 

Road 378694 4759 34327 63236 

Building 161185 287703 70436 60756 

Vegetation 13639 413 450276 8858 

Bare soil 141903 2110 11051 96980 

Overall accuracy 67.9% 

 

IoU computation table 

 road building vegetation bare soil 

TP 378694 287703 450276 96980 

FP 102322 292377 22910 155064 

FN 316727 7282 115814 132850 

TN 988583 1198964 1197326 1401432 

IoU 0.474707 0.489822 0.764475 0.251965 

IoU score 49.5%   

 

Epoch 6 

 road building vegetation Bare soil 

Road 387370 13656 85240 2259 

Building 29807 390118 143738 19552 

Vegetation 7799 370 451889 126 

Bare soil 99748 22125 83433 50507 

Overall accuracy 71.6% 
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IoU computation table 

 road building vegetation bare soil 

TP 387370 390118 451889 50507 

FP 101155 193097 8295 205306 

FN 137354 36151 312411 21937 

TN 1161858 1168371 1015142 1509987 

IoU 0.618922 0.629867 0.584898 0.181843 

IoU score 50.4%   

 

Epoch 7 

 Road  Building  Vegetation  Bare soil 

Road 378794 6391 53334 53522 

Building 68018 384302 79427 59424 

Vegetation 5810 283 445658 4669 

Bare soil 46070 7053 22881 172101 

Overall accuarcy 77.2% 

 

IoU computation table 

 road building vegetation bare soil 

TP 378794 384302 445658 172101 

FP 113247 206869 10762 76004 

FN 119898 13727 155642 117615 

TN 1175798 1182839 1175675 1422017 

IoU 0.619006 0.635317 0.728126 0.470581 

IoU score 61.3%   

 

Epoch 8 

 Road  Building  Vegetation  Bare soil 

Road 486494 55554 45756 23527 

Building 76891 369131 53465 2737 

Vegetation 31357 5531 425017 1285 

Bare soil 130429 32941 25899 20456 

Overall accuracy 72.8% 

 

IoU computation table 

 road building vegetation bare soil 

TP 486494 369131 425017 20456 

FP 124837 133093 38173 189269 

FN 238677 94026 125120 27549 

TN 936462 1190220 1198160 1549196 

IoU 0.57234 0.619088 0.722437 0.086213 

IoU score 50.0%   
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Appendix E: Ground truth for the class change detection 

 
Epoch 2-epoch 1 

 
Epoch 3-epoch 2 

 
Epoch 4-epoch 3 

 
Epoch 6-epoch 5 

 
Epoch 7-epoch 6 

 
Epoch 8-epoch 7 
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