
Stability of Time-delayed Systems

Guido Kuijper

April 12, 2021

1



1 Introduction

A time-delayed system (TDS) is a dynamical system where the output of the
system depends delayed inputs. An example would be the voting population
in a country which depends on the general population dynamics and a delay
of 18 years. The study of TDSs has attracted a great amount of research, for
example [1], [2] and [3].

An important aspect of a TDS is stability. Stability of dynamical systems
is usually analysed via the characteristic function and the roots of this func-
tion [4]. A system is then said to be stable if for each root, the real part
of that root is negative. This stability assessment is complicated in a TDS
since the characteristic function of such a system has infinitely many roots
and it is not straightforward to assess for each of these roots that its real
part is negative.

Lev Pontryagin has published a standard work on precisely this problem
in 1942 [5]. Since then his work is often cited, for example in [6] and [7].
The mathematical writing standard back in 1942 differs from today’s stan-
dard and his work often lacks the details necessary to fully understand the
methods he introduced. This report hopes to fill in the gaps in this piece of
standard literature.

Pontryagin considers only exponential polynomials and their properties. In
chapter 2 we discuss the theory behind TDSs and how their characteristic
functions relate to such exponential polynomials. In particular we shall see
that an exponential polynomial can have a principal term. In chapter 3 we
relate the lack of a principal term in an exponential polynomial to the ex-
istence of infinite roots with positive real part. In chapter 4 we discuss a
technical theorem on the number of roots of an exponential polynomial in
a strip in the complex plane and in chapter 5 we tie everything together to
prove Pontryagin’s main theorem.

This theorem gives straightforward and easily verifiable conditions on the
stability of a TDS. As Pontryagin’s theorems are often cited, a critical assess-
ment is warranted. It is our aim to provide the reader with an understanding
of Pontryagin’s work, his methods and their limitations.
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2 TDSs and Exponential Polynomials

In this section we lay out the groundwork for the context of Pontryagin’s
theorems. We will relate time-delayed systems (TDS) and exponential poly-
nomials which we define below:

Definition 2.1 (Exponential Polynomial) Let H(z) be a function of the
complex variable z. We call H(z) an exponential polynomial if there exists a
bivariate polynomial h(s, t) such that:

H(z) = h(z, ez). (1)

Now let us consider the following retarded TDS:

ẋ(t) = a0x(t) + a1x(t− τ1) + · · ·+ anx(t− τn),

x(θ) = ψ(θ), θ ∈ [−τn, 0].
(2)

Here x(t) ∈ R denotes the state of the system, a0, · · · , an are real constants
and τn > · · · > τ1 > 0. With ψ we denote a function that serves as an initial
condition for the system such that the system has a unique solution. We will
look at the characteristic equation of system (2) to analyse it:

H(s) = −s+ a0 + a1 · e−τ1s + ...+ an · e−τns = 0. (3)

It is well known that system (2) is stable if and only if <(s) < 0 for all s
that solve equation (3). We can immediately see that H(s) in (3) is not an
exponential polynomial, writing:

H(s) = h(s, es) with h(s, t) = −s+ a0 + a1 · t−τ1 + ...+ an · t−τn .

A function with negative exponents cannot be a polynomial. In Lemma 2.3
we will prove that the zeros of this characteristic equation are via a scaling
equal to the zeros of a corresponding exponential polynomial. Let us take a
look at a multidimensional TDS which has the following general form:

M∑
i=0

Aiy
′(t− τi) +

M∑
i=0

Biy(t− τi) = 0, y(θ) = ψ(θ), θ ∈ [−τM , 0]. (4)

Here in similar fashion to (2) y(t) denotes the N -dimensional state of the
system, (y1(t), · · · , yN(t)), yi : R → C. Again ψ serves as an N -dimensional
initial condition, τn > ... > τ1 > τ0 = 0 and Ai, Bi ∈ RN×N . Following the
work of [7], it can be determined that zeros of the characteristic function
(denoted as H(s)) of the N -dimensional TDS in (4) are given by:

H(s) = det

(
M∑
i=0

(Ais+Bi) e
−τis

)
= 0. (5)
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Example 2.2 An often studied example [8] [9] is the following realisation of
system (4):

A0 =

[
1 0
0 1

]
, A1 =

[
0 0
0 0

]
, B0 =

[
−2 0
0 −9

10

]
, B1 =

[
−1 0
−1 −1

]
, (6)

with τ0 = 0 and τ1 > 0. The characteristic function of this system is:

det

([
s− 2− e−τ1s 0
−e−τ1s s− 9

10
− e−τ1s

])
=

s2 − 29s

10
− 2se−τ1s +

9

5
+

29

10
e−τ1s + e−2τ1s.

Now we will prove the lemma stating that, under assumptions that the de-
lays are rational numbers, the zeros of the characteristic equation of an N -
dimensional TDS as in (5) are a scaled version of the zeros of a corresponding
exponential polynomial.

Lemma 2.3 Let H(s) be given in (5). If all τi ∈ Q, then there exists an
exponential polynomial h(s, es) and a positive c ∈ R such that eNτMsH(s) =
h(cs, ecs). In particular the zeros of the characteristic function are equal to
the zeros of an exponential polynomial, up to the scaling factor c.

Proof: Let

G(s) := eτMs

(
M∑
i=0

(Ais+Bi) e
−τis

)
. (7)

Furthermore recall that τM > τi for all 0 ≤ i < M . Bellman and Cooke on
page 394-395 [7] find that det (G(s)) has the following form:

g(s) = det (G(s)) = eNτMH(s) =
K∑
j=0

pj(s)e
βjs, (8)

where each number βj > 0 is a linear combination of τ0, ..., τM . Furthermore
K ∈ N depending on N and M is the number of different βj with βK = NτM .
In addition each function pj : C→ C is a polynomial in s of degree at most
N .
Now since τi ∈ Q, 0 ≤ i ≤ M , the linear combination βj ∈ Q as well. We
write:

βj =
dj
ej
, (9)
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with dj, ej ∈ N, since we know that βj > 0. Now we simply multiply each βj
with a factor such that they all have the same denominator:

βj =
dj
∏K

i 6=j ei∏K
i=0 ei

. (10)

We define:

ε :=
K∏
i=0

ei, z :=
s

ε
, cj := dj

K∏
i 6=j

ej. (11)

With this notation we have the following function:

g(s) =
K∑
j=0

pj(s)e
βjs =

K∑
j=0

pj(εz)ecjz

=
K∑
j=0

p̃j(z)ecjz := g̃(z).

(12)

We see that the components p̃j(z) are still polynomials, since for a polynomial
f(x) we know that f(cx) is still a polynomial for any c ∈ R. Moreover
cj ∈ N. So we see that g̃(z) is an exponential polynomial with zeros denoted
z0. Furthermore using (12),(8) and (7) each zero s0 of H(s) is related to a
z0 as:

s0 = z0ε. (13)

We put c = 1
ε

our scaling factor. This proves the lemma.

Example 2.4 Let us revisit system (6) with τ1 = 3
7
. We multiply the char-

acteristic equation by e2τ1s and substitute z = s
7

to obtain the following expo-
nential polynomial:

g(z) =
1

49
z2e6z − 29

10
ze6z − 2

7
ze3z +

9

5
e6z +

29

10
e3z + 1. (14)

We will now try to find conditions on an exponential polynomial such that
all zeros are on the left side of the complex plane. For this we need the
important notion of a principal term:

Definition 2.5 (Principle Term) Let h(s, t) denote a bivariate polynomial
in the variables s and t of bidegree (D1, D2) [see A.1]. We write the polyno-
mial h(s, t) in the following form:

h(s, t) =

D1,D2∑
n,m=0

an,ms
ntm. (15)
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The principle term of the polynomial h(s, t) is defined as the term aD1,D2s
D1tD2,

provided aD1,D2 6= 0. If the latter does not hold, then h(s, t) is said to have
no principal term.

Example 2.6 The polynomial

h1(s, t) = s2t2 + 2

has the principle term: s2t2, whereas the polynomial

h2(s, t) = s2 + t2 + 2

does not have a principal term. The required term a2,2s
2t2 has a2,2 = 0.

Note that we used a bivariate polynomial to define the principal term, but
the definition can be extended to any multivariate polynomial:

Definition 2.7 (Multivariate Principal Term) Let f(x1, · · · , xn) be a poly-
nomial of multidegree (D1, · · · , Dn) with n > 2. The principal term is given
by a(D1,··· ,DN )x

D1
1 · · ·x

DN
N provided a(D1,··· ,DN ) 6= 0.

In the text we sometimes consider a principal term on polynomials of more
than 2 variables.

Next follows the main theorem of this section that gives a condition when the
equivalent exponential polynomial of a multidimensional TDS has a principal
term:

Theorem 2.8 Consider the TDS in (4) with characteristic function g(s).
Let g̃(z) be the exponential polynomial from Lemma 2.3 which satisfies
eNτMzH(z) = g̃(z). We write g̃(z) as:

g̃(z) =
K∑
j=0

p̃j(z)ecjz, (16)

where p̃j : C→ C are polynomials and cj ∈ N with c0 < c1 < · · · < cK If

det (A0) 6= 0, (17)

then the exponential polynomial g̃(z) has a principal term. Moreover if

det (A0) = 0 and det (AM) 6= 0, (18)

then the exponential polynomial g̃(z) has no principal term.
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Proof: By (5) and the fact that the matrices are N ×N we have:

eNτMsH(s) = det

(
N∑
i=0

(Ais+Bi) e
(τM−τi)s)

)
. (19)

Since 0 = τ0 < · · · < τM Bellman and Cooke [7] conclude that, c0 = 0 and

p̃0(z) = det(AMz +BM), p̃K(z) = det(A0z +B0). (20)

Subsequently they find that p̃K(z) is of degree N when condition (17) holds.
This can be proven by noticing:

det (A0z +B0) = zN det

(
A0 +

B0

z

)
, (21)

since A0, B0 ∈ RN×N . Multiplying by z−N and letting z →∞ we see that:

lim
z→∞

z−N p̃K(z) = lim
z→∞

det

(
A0 +

B0

z

)
= det(A0). (22)

Therefore condition (17) holds. As we have seen p̃0(z) = det (AMz +BM). A
similar argument as in (22) shows that this polynomial is of degree N if and
only if det (AM) 6= 0. So under condition (18) p̃0(z) is of degree N whereas
p̃K(z) is of lower degree. Note that since A0 and B0 are not both zero, the
exponential term is given by ecKz. Hence there is no principal term.

Example 2.9 Let us once again revisit system (6). Since det(A0) 6= 0, we
have by Theorem 2.8 that the exponential polynomial has a principal term.
If τ1 = 3

7
, we see from (14) that the principal term is given by: 1

49
z2e6z.

Of course we have to explain why we need the notion of a principal term at
all. The first theorem of Pontryagin in this report will discuss what happens
when an exponential polynomial does not have a principal term.
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3 Exponential Polynomials with Infinite Ze-

ros

In this chapter we will see that if there is no principle term, there is an
unbounded number of zeros with arbitrarily large real part. In both Pon-
tryagin’s paper [5] and in Bellman and Cooke [7] the following example is
provided to give guidance for the general proof for this claim:

Example 3.1 We consider the following exponential polynomial and try to
find the zeros for it:

ez − z = 0. (23)

Choosing z = x+ iy, we can split this equation into two:

ex cos y = x (24)

and
ex sin y = y. (25)

Since we are trying to prove that there are infinitely many zeros with large
real part, let’s look for cases where x, y are very large and positive. The first
of these two equations reduces to cos y = xe−x ≈ 0 for such x and therefore
we look at y’s close to the zeros of the cosine: y = kπ+ π

2
+ δ1, k ∈ N, where

δ1 is a small number. However since ex > 0, y > 0, by (25) we see that
sin (y) > 0 and so we restrict our ′y′s to y = 2kπ + π

2
+ δ1, otherwise sin (y)

would be approximately −1. Substituting this y in (25) we get:

ex sin (2kπ +
π

2
+ δ1) = 2kπ +

π

2
+ δ1.

Since sin (2kπ + π
2

+ δ1) = µ ≈ 1 we have:

ex = µ−1(2kπ +
π

2
+ δ1) ⇐⇒

x = ln (µ−1(2kπ +
π

2
+ δ1)) ⇐⇒

x = ln (2kπ +
π

2
+ δ1)− ln (µ) ⇐⇒

x = ln (2kπ +
π

2
+ δ1)− δ2,

where δ1, δ2 ≈ 0 for large x, y where k � 1. This example shows a direction
to find the zeros of ez − z with large positive real and imaginary part. These
expressions for x and y are the general form of the zeros where Pontryagin
starts searching.
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To prove the existence of zeros with large real part for any exponential poly-
nomial without principal term, we will look for zeros of similar form to x, y
that we found in this example. We will start by introducing the theorem
that generalizes the claim that ez − z has roots with large real parts to any
exponential polynomial without principal term. To prove this theorem we
shall prove three necessary lemmas.

Theorem 3.2 (Theorem 1 in Pontryagin [5]) Let the bivariate polyno-
mial h(s, t) of bidegree of (D1, D2) be written in the form of (15). If h(s, t)
has no principal term, then the function H(z) := h(z, ez) has an unbounded
number of zeros with an arbitrarily large real part.

Proof: As we have seen in Example 3.1, the zeros might be of the form:

zk = α ln (2kπ) + 2kπi+ ln (θ) + ζ, (26)

with α ∈ R+, θ ∈ C and with ζ ∈ C.
Note that ζ represents the δ-quantities from example 3.1, This proof will
consist of proving three lemmas. The first lemma proves the existence of
α in (26) for exponential polynomials without a principal term, the second
lemma shows the existence of θ 6= 0 in (26) and the third lemma states an
existence result of the zeros such that

z̃k = α ln (2kπ) + 2kπi+ ln (θ) (27)

only lies a small ζ from the true zeros zk (26).

Before we state the first lemma we perform some algebraic manipulation
on H(z): From this point we use (D1, D2) = (N,M) for reasons of readabil-
ity. If we substitute (27) in the exponential polynomial H(z) = h(z, ez), we
get:

H(z̃k) =

N,M∑
n,m=0

an,mz̃
m
k e

nz̃k , (28)

=

N,M∑
n,m=0

an,m(α ln (2kπ) + 2kπi+ ln (θ))men·(α ln (2kπ)+2kπi+ln (θ),

=

N,M∑
n,m=0

an,m(α ln (2kπ) + 2kπi+ ln (θ))m(2kπ)nαθn,

=

N,M∑
n,m=0

an,m(2kπ)m+αnimθn
(

α

2πki
ln (2kπ) + 1 +

ln (θ)

2πki

)m
. (29)
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Next we define:

δ1(k) :=
α

2πki
ln (2kπ) +

ln (θ)

2πki
. (30)

We see that limk→∞ δ1(k) = 0 and that the convergence rate of δ1 is ln (k)/k.
Using (29) and (30) H(z̃k) becomes:

H(z̃k) =

N,M∑
n,m=0

(2kπ)m+nαan,mi
mθn(1 + δ1(k))m. (31)

Next we combine several terms:

ak,n,m = an,mi
m(1 + δ1(k))m, (32)

where we see that ak,n,m 6= 0 ⇐⇒ an,m 6= 0. We obtain the following
expression:

H(z̃k) =

N,M∑
n,m=0

(2kπ)m+nαak,n,mθ
n := H(α, θ, k). (33)

We will now find a suitable α and θ. We first define:

β(α) := max
(n,m)∈b

(m+ nα), (34)

where the set b is defined as:

b =
{
n,m ∈ N2 | 0 ≤ n ≤ N, 0 ≤ m ≤M,an,m 6= 0

}
. (35)

Here an,m are the coefficients of H. The number β is easy to find for given
α, as is shown in the following example.

Example 3.3 Let H(z) = z3e3z + ze4z + z4ez. From this we see that b =
{(3, 3), (4, 1), (1, 4)}. Let us sketch the lines m+ nα for the pairs (3,3),(1,4)
and (4,1):

α→
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The maximum β(α) is the ceiling drawn by the three lines. It follows
the green line in the interval (0,1

2
), the blue line in (1

2
,2) and the red line

onwards.

Now we are ready to state the following lemma:

Lemma 3.4 Given a function H in the form (33) and b as in (35) there
exists an α ∈ R+ such that equation (33) can be written in the following
form:

H(α, θ, k) = (2kπ)β(α)

N∑
n=0

θn

 ∑
m:m+αn=β(α)

ak,n,m + δ2(k, n, α)

 , (36)

where ak,n,m 6= 0 (32) for at least two different pairs (n,m) satisfying m +
αn = β(α). Furthermore, limk→∞ δ2(k, n, α) = 0. This α will be used in
(26).

Proof: Consider the function H(α, θ, k) from equation (33).

H(α, θ, k) =

N,M∑
m,n

(2kπ)m+nαak,n,mθ
n

=
N∑
n=0

θn

(
M∑
m=0

(2kπ)m+nαak,n,m

)
.

Now we split the sum over m into two parts. For fixed n, a part with those
m’s such that β(α) = maxb (m+ nα) and a part with m+ αn < β(α):

H(α, θ, k) =
N∑
n=0

θn
( ∑
m:m+αn=β(α)

(2kπ)β(α)ak,n,m

+
∑

m:m+αn<β(α)

(2kπ)m+nαak,n,m

)
.

(37)

To find the zeros of this function we take out the term (2kπ)β(α):

H(α, θ, k) = (2kπ)β(α)

N∑
n=0

θn
( ∑
m:m+αn=β(α)

ak,n,m

+
∑

m:m+αn<β(α)

(2kπ)m+nα−β(α)ak,n,m

)
.

(38)
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Now when m+ nα < β(α), there holds:

lim
k→∞

(2kπ)m+nα−β(α) = 0. (39)

Therefore we write:

δ2(k, n, α) =
∑

m:m+αn<β(α)

(2kπ)m+nα−β(α)an,mi
m, (40)

and we conclude from (39), (32) and (30) that:

lim
k→∞

δ2(k, n, α) = 0. (41)

We still need to prove that ak,n,m 6= 0 for at least 2 different pairs (n,m) when
we choose α properly, by (32) this is equivalent to proving that an,m 6= 0 for
those (n,m) for certain α. Looking back at Example 3.3 we see that this
happens for α = 1

2
or α = 2.

Assume h(z, t) has a principal term, where h(z, ez) = H(z). Then for every
α ∈ R, β(α) = M + Nα. Here (N,M) is the only pair such that aN,M 6= 0.
Thus if we want that β(α) is attained for more one pair h(z, t) needs to have
no principal term. Consider the finite set b = {(n1,m1), (n2,m2), · · · } where
maxi ni = n1 = N . Since h(z, t) has no principal term, there exists a term
(n2,m2) without loss of generality such that N = n1 > n2 for all i 6= 1, 2 but
m2 > m1. Assume that n2 > ni for all i 6= 1, 2 where m2 > mi. Then for
large α the term β(α) is given by m1 +Nα. If we decrease α however, there
comes a point where:

β(α) = m1 +Nα = m2 + n2α. (42)

This α is positive as N > n1, m2 > m1 and:

α =
m2 −m1

N − n2

. (43)

As both pairs (N,m1), (n2,m2) ∈ b we have aN,m1 6= 0 and an2,m2 6= 0. This
proves the lemma.

Remark: Note that the construction in the proof may not be the only suit-
able α as we could have alternatively used the minima for the pairs (n,m).
The α derived suffices however. Also note that there might be more than two
pairs that reach the same β(α) for some α. Let the exponential polynomial
G(z) = e2z + zez + z2. Then we have three pairs (2, 0), (1, 1), (0, 2) which all
reach β(α) = 2 for α = 1.

Next we will determine θ in (26).
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Lemma 3.5 Let α be determined in Lemma 3.4. Let bn := an,m for any
fixed pair (n,m) such that β(α) = m + nα with an,m the coefficients of the
function H(z) (28). Then there exists a Θ 6= 0 ∈ C where Θ is a zero of the
polynomial K:

K(θ) :=
N∑
n=0

bnθ
n. (44)

Subsequently we use α and Θ = θ in (26).

Proof: Let us restate the following form (36) for H(α, θ, k) from Lemma
3.4:

H(α, θ, k) = (2kπ)β(α)

N∑
n=0

θn

 ∑
m:m+αn=β(α)

ak,n,m + δ2(k, n, α)

 . (45)

We define:
b̃k,n,α := ak,n,m + δ2(k, n, α). (46)

We substitute this in (36), resulting in the polynomial:

K̃(θ) := (2kπ)β(α)

N∑
n=0

b̃k,n,αθ
n. (47)

By (41) and (32) we see that δ2(k, n, α) → 0 and ak,n,m → an,m. So we see

that the polynomial
∑N

n=0 b̃k,n,αθ
n converges to a different polynomial K(θ):

K(θ) :=
N∑
n=0

bnθ
n. (48)

For the given α, β(α) and n only one m exists such that m+αn = β(α) so we
have bn = an,m and bk,n,α → bn. This polynomial K has at most N roots by
the Fundamental Theorem of Algebra A.2, let us denote one such root with
Θ. To prove that Θ 6= 0 we note that by Lemma 3.4 for our choice of α there
are at least two different pairs (n,m) satisfying m+αn = β(α). This means
there are at least two non-zero coefficients bn = an,m, which proves we always
have at least one root Θ 6= 0. By construction we see that H(α,Θ, k) → 0
for sufficiently large k. Therefore we use Θ = θ in (26). This proves Lemma
3.5.
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Remark: Recall that we are looking for zeros of the form (26). So far we
have proven the existence of a suitable α and Θ. However the existence of ζ
in (26) poses a problem in the original paper as Pontryagin states that ζ =
ζ → 0 as 1

k
but does not provide a proof. In fact this rate 1

k
seems unfounded.

Due to the different approximations it is hard to put a maximally allowed
convergence rate on ζ. In fact we will have to show a weaker version: that
there exists a boundary ζ such that the real zero (26) lies within the bound
ζ of (27).

The question of the existence of ζ can phrased differently: given a suit-
able α and Θ that solve (48), we need to prove that the roots of H(z) lie
within a bound of ‖ζ‖ from z̃k (27).

Lemma 3.6 Let α be determined from Lemma 3.4 and θ be determined from
Lemma 3.5. There is a constant number ζ such that some zeros with large
real part of H are given by (26) for sufficiently high k.

Proof: We are going to use the Theorem of Rouché A.4. We define a family
of curves Ck with radius ‖ζ‖ centering around z̃k. To consider H on the curves
Ck, let us evaluate H(zk) instead of H(z̃k). We define δ3(k, α,Θ, ζ):

δ3(k, α,Θ, ζ) :=
N∑
n=0

Θneζδ2(k, n, α)

=
N∑
n=0

Θneζ

 ∑
m:m+αn<β(α)

(2kπ)m+nα−β(α)an,mi
m

 ,

(49)

where we used for δ2 the definition in (40). We substitute Θ from Lemma
3.5, add the contribution of ζ and this expression for δ3 in (36) to obtain:

H(α,Θ, k, ζ) = (2kπ)β(α)

 N∑
n=0

Θneζ

 ∑
m:m+αn=β(α)

ak,n,m

+ δ3(k, α,Θ)

 .

(50)
We now have two analytic functions on Ck:

N(α,Θ, k, ζ) := (2kπ)β(α)

 N∑
n=0

Θneζ

 ∑
m:m+αn=β(α)

ak,n,m

 ,

M(α,Θ, k, ζ) := (2kπ)β(α)δ3(k, α,Θ, ζ)

(51)
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To invoke Rouché’s Theorem we have to find out if the following is true:

|M | < |N | along Ck. (52)

Since δ3 → 0 as k →∞, there is always some K ∈ N such that for all k ≥ K
condition (52) holds!

Note that ‖ζ‖ can be arbitrarily small but not 0 as for ζ = 0 we have
that N(α,Θ, k, 0) = 0 for very large k.

Therefore for an exponential polynomial H(z) where h(z, t) does not have a
principal term, there exist zeros in the form:

zk = α ln (2kπ) + 2kπi+ ln (Θ) + ζ, (53)

for high enough k. Since α is positive, Θ is constant and ζ ∈ C, these zeros
have positive real part. This proves Theorem 3.2.

Note that this theorem does not allow us to precisely calculate the zeros
of arbitrary exponential polynomials with no principal term. It is limited to
showing the existence of infinite roots with positive real term for these ex-
ponential polynomials. A direct corollary to this theorem can also be given:

Corollary 3.7 Consider the TDS in (4). Let the realisation of this system
be such that both conditions in (18) hold. Then the system is unstable.

Proof: That system has no principal term and by Theorem 3.2 the cor-
responding exponential polynomial to that system’s characteristic equation
has infinite zeros z0 with <(z0) > 0. Therefore it is unstable.
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4 Exponential Polynomials with Finite Zeros

In the previous chapter we found that exponential polynomials without a
principal term have infinite many zeros with positive real part. The corre-
sponding time-delayed systems (TDS) are therefore unstable. In this section
we will look at exponential polynomials with a principal term. Theorem 4.4
asserts a finite amounts of zeros for a polynomial with a principal term within
a certain strip in the complex plane. We will need the following definition of
a homogeneous function:

Definition 4.1 (Homogeneous Function of degree D) A function f :
Cn → C is called homogeneous of degree D ∈ N if:

f(λx1, ..., λxn) = λDf(x1, ..., xn), (54)

for all λ ∈ C.

Example 4.2 A polynomial h(s, t) = s2t3 is homogeneous of degree 5 as
h(λs, λt) = λ5h(s, t). A polynomial g(s, t) = s2t3 + s2 is not homogeneous
of degree 5. In fact it is not homogeneous of any degree. We can see that
by assuming there exist some D ∈ R such that g(λs, λt) = λDg(s, t) for all
λ ∈ C. Thus we have to solve for D:

λ5s2t3 + λ2s2 = λD
(
s2t3 + s2

)
. (55)

We see that no such D exists for all λ ∈ C.

Lemma 4.3 A multivariate monomial with degree (D1, · · · , Dn) is defined
as:

M(x1, ..., xn) := xD1
1 · · · · · xDn

n . (56)

If a multivariate polynomial p(x1, · · · , xn) of degree (D1, · · · , Dn) is homo-
geneous of degree D, then it is a sum of monomials such that the sum of the
degrees of each monomial is D.

Proof: A polynomial is a sum of monomials where a monomial is a poly-
nomial with a single term. Since p(λx1, · · · , λxn) = λDp(x1, · · · , xn) we can
see that the polynomial is a sum of monomials where the sum of the degrees
of each variable adds up the same number:

p(x1, · · · , xn) =
N∑
i

aiMi(x1, · · · , xn), (57)
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where N ∈ N, ai ∈ C and where for each Mi we have
∑n

j Dj = D̃ ∈ N.

Now we immediately see that we have D̃ = D. In particular for a bivariate
polynomial f(x, y) homogeneous of degree D, it means that we have the
following general form:

f(x, y) =
D∑
i=0

aix
iyD−i, (58)

with ai ∈ C.
The notion of homogeneous polynomials will be important in the statement
of the following theorem and its proof.

Theorem 4.4 (Theorem 3 in Pontryagin [5]) Let the polynomial f(z, u, v)
be written as:

f(z, u, v) =

r,s∑
m,n=0

zmφnm(u, v), (59)

where r, s ∈ N and φnm is a polynomial of bidegree (N,M) such that n =
N +M with real coefficients. Let us denote the φ-coefficient of zr by

φs∗(u, v) =
s∑

n=0

φnr (u, v). (60)

Now we let
Φs
∗(z) := φs∗(sin z, cos z). (61)

Assume φnm is homogeneous of degree n. Assume that φnm(u, v) is not divisible
by u2 + v2 for all n,m and that φsr(u, v) 6= 0 for some u, v. If ε ∈ R is
such that Φs

∗(ε + iy) does not take the value 0 for a real y, then in the strip
−2kπ + ε ≤ x < 2kπ + ε, z = x+ iy, the function f(z, sin z, cos z) will have,
for all sufficiently large values of k ∈ N, exactly 4ks+r zeros. Thus, in order
for f(z, sin z, cos z) to only have real roots, it is necessary and sufficient that
in the strip −2kπ+ ε ≤ x < 2kπ+ ε it has exactly 4ks+ r real roots starting
with sufficiently large k.

Proof: We are going to find the number of zeros of zrΦs
∗(z) and compare

that number to the zeros of f(z, sin (z), cos (z)). We use a Rouché-like argu-
ment to show the number of zeros is 4ks + r in a large rectangle depending
on k. We will prove that, if the rectangle is large enough, that f has exactly
4ks+ r zeros inside this rectangle.
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We are going to prove four lemmas. The proof of the theorem follows natu-
rally as a result of combining the four lemmas.

Since in what follows it is assumed that u = cos (z), v = sin (z), it is natural
to assume that the polynomial φnm(u, v) is not divisible by u2 +v2. If φnm(u, v)
were divisible by u2 + v2, we could write it as:

φnm(u, v) = φ̂nm(u, v) ·
(
u2 + v2

)
, (62)

which becomes after substitution of u = cos (z), v = sin (z):

φnm(cos (z), sin (z)) = φ̂nm(cos (z), sin (z)). (63)

This assumption directly leads to the following lemma:

Lemma 4.5 Let the polynomial φnm(u, v) be homogeneous of degree n and of
bidegree (N,M). If and only if φnm has no factor u2 + v2:

φnm(1,±i) 6= 0. (64)

Proof: The introduction to this lemma suffices as the proof that, given a
factor u2 + v2, we have φnm(1,±i) 6= 0.
To prove the other direction we note that as φnm(u, v) is of bidegree (N,M)
it is not constantly 0 for all u, v. Using the homogeneity of φnm we write for
u 6= 0:

φnm(u, v) = unφnm

(
1,
v

u

)
.

Next we assume that φnm (1,±i) = 0 and try to find a contradiction. Let
w = v

u
, then:

φnm(u, v) = unφnm

(
1,
v

u

)
=unφnm (1, w) = un(w − i)(w + i)φ̃n−2

m (1, w) ,

where we have used the assumption that φnm(1,±i) = 0. Here φ̃n−2
m is a

polynomial of degree n − 2 as we have factorized out the two roots in i =
1, i = −1. Since w = v

u
, we get:

un(w − i)(w + i)φ̃n−2
m (1, w) = un

(
v2

u2
+ 1

)
φ̃n−2
m

(
1,
v

u

)
.

It follows that:

un
(
v2

u2
+ 1

)
φ̃n−2
m

(
1,
v

u

)
= un−2

(
v2 + u2

)
φ̃n−2
m

(
1,
v

u

)
.
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To show that φnm(u, v) has a factor (u2 + v2) we need to show that the term
un−2φ̃n−2

m

(
1, v

u

)
is a polynomial. It is clear that φ̃n−2

m is a polynomial in w = v
u

of degree n− 2. After multiplication with un−2 we see that all exponents of
the variables u, v are a positive natural number. Therefore φnm(u, v) has a
factor (v2 + u2) assuming that φnm (1,±i) = 0. This concludes the proof.

Theorem 4.4 assumes that φnm(u, v) has no factor (u2 + v2) for all n,m. By
Lemma 4.5 we conclude then that φnm (1,±i) 6= 0.

We will investigate the function Φs
∗(z). We will use Lemma 4.5 to show

that this function has exactly 4ks zeros in a strip −2kπ + a ≤ x ≤ 2kπ + a
for any a ∈ R and k ∈ N.

Lemma 4.6 Let a polynomial f(z, u, v) be represented in the form (59). De-
note the φ-coefficient of zr by φs∗(u, v) as in (60) in similar fashion as Theo-
rem 4.4. Then Φs

∗(z) = φs∗(sin (z), cos (z)) has 4ks simple zeros on the strip
−2kπ + a ≤ x ≤ 2kπ + a for any a ∈ R and k ∈ N.

Proof: First we prove that on the strip a ≤ x ≤ 2π + a, a ∈ R the φ-
coefficient of zr (60) has exactly 2s zeros. To go from the polynomial φs∗(u, v)
in two variables to Φs

∗(z) in one variable, we first substitute for u, v:

u =
1

2

(
t+

1

t

)
, v =

1

2i

(
t− 1

t

)
. (65)

Then later we will use that t = eiz results in we have u = cos (z), v = sin (z).
Substituting (65) in the polynomial (60) we get a finite series φ̃s∗(t) for positive
and negative powers of t:

φ̃s∗(t) = φs∗

(
1

2

(
t+

1

t

)
,

1

2i

(
t− 1

t

))
=

n=s∑
n=0

φnr

(
1

2

(
t+

1

t

)
,

1

2i

(
t− 1

t

))
.

(66)

We first make use of the property of homogeneity of all polynomials φnr :

φ̃s∗(t) = ts
s∑

n=0

tn−sφnr

(
1

2

(
1 +

1

t2

)
,

1

2i

(
1− 1

t2

))
. (67)

Similarly:

φ̃s∗(t) = t−s
s∑

n=0

ts−nφnr

(
1

2

(
t2 + 1

)
,

1

2i

(
t2 − 1

))
. (68)
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We now look to find the number of zeros of the finite series φ̃s∗(t). To find
the value of the coefficient of the term ts, denoted by bs, we proceed by a
limit argument using equation (67):

bs = t−s lim
t→∞

φ̃s∗(t) = lim
t→∞

s∑
n=0

tn−sφnr

(
1

2

(
1 +

1

t2

)
,

1

2i

(
1− 1

t2

))
. (69)

Here for n 6= s all terms tn−s tend to 0 for t→∞. Therefore we get:

bs = φsr

(
1

2
,
−i
2

)
. (70)

We use a similar argument using (68) to find for b−s:

b−s = φsr

(
1

2
,
i

2

)
. (71)

So by looking at the extreme cases of t we have determined that:

φ̃s∗(t) = φsr

(
1

2
,
−i
2

)
ts + · · ·+ φsr

(
1

2
,
i

2

)
t−s. (72)

As we know φsr(u, v) is homogeneous we can state with the help of lemma
(4.5):

φsr

(
1

2
,
±i
2

)
=

(
1

2

)s
φsr(1,±i) 6= 0.

This guarantees the the polynomial tsφ̃s∗(t) has exactly 2s zeros. We can also
see that φs∗(0) 6= 0.

Let us denote these roots by t1, t2, ..., t2s. To return to Φs
∗(z) = 0 we

have to solve eiz = tj. Then the zeros of esizφ̃s∗(e
siz) has the same zeros

as φ̃s∗(e
siz) = Φs

∗(z). With fixed j, eiz = tj has exactly one root zj in
the strip a ≤ x < 2π + a, a ∈ R. The multiplicity of the zeros is pre-
served. If all tj are different, all zj are different too. Then in a larger strip
−2kπ+a ≤ x < 2kπ+a, k ∈ N,Φs

∗(z) has 4ks zeros. This proves the lemma.

We will now work to rewrite F (z) = f(z, sin (z), cos (z)) into:

F (z) = zrΦs
∗(z) (1 + δ4(z)) . (73)

for a function δ4 with δ4(z)→ 0 as ‖z‖ → ∞. More precisely:
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Lemma 4.7 If ε ∈ R is such that Φs
∗(ε + iy) 6= 0, y ∈ R, then there exists

δ4 : C→ C on the boundaries of the rectangle Pkb := {z = x+iy | −2kπ+ε ≤
x ≤ 2kπ + ε, −b ≤ y ≤ b} such that the function F (z) = f(z, sin (z), cos (z))
(59) can be represented in the following form:

F (z) = zrΦs
∗(z) (1 + δ4(z)) . (74)

Here δ4(z)→ 0 for z on the boundaries of rectangle Pkb as k, b→∞.

Proof: We have to find an analytical form for δ4(z) and show that it is
defined properly on the boundaries of Pkb. First we find out about the be-
haviour of the equation

Φs
∗(z) = φs∗(cos z, sin z) (75)

for large values of y in z = x+ iy, both positive and negative. We substitute:

Φn
m(x+ iy) = Φn

m(z)

= φnm(cos (z), sin (z))

= φnm

(
1

2

(
eix−y + e−ix+y

)
,

1

2i

(
eix−y − e−ix+y

))
.

Let us first consider the case y → −∞. We use the homogeneity of φnm to
obtain:

Φn
m(x+ iy) = enix−nyφnm

(
1

2

(
1 + e−2ix+2y

)
,

1

2i

(
1− e−2ix+2y

))
.

We shall use a binomial expansion on φnm(x + iy). Let the homogeneous
polynomial φnm(u, v) be given in the form (58).

φnm(u, v) =
n∑
i=0

ciMi(u, v) =
n∑
i=0

ciu
ivn−i. (76)
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Here ci ∈ C for all i are constants. Then for u = u1 +u2 and v = v1 + v2 and
using the binomial expansion, we get:

φnm(u1 + u2, v1 + v2)

=
n∑
i=0

ci

((
i∑

k=0

(
i

k

)
uk1u

i−k
2

)(
n−i∑
j=0

(
n− i
j

)
vj1v

i−j
2

))

=
n∑
i=0

ci

((
ui1 +

i∑
k=1

(
i

k

)
uk1u

i−k
2

)(
vn−i2 +

n−i∑
j=1

(
n− i
j

)
vj1v

n−i−j
2

))

=
n∑
i=0

ci
((
ui1 + fi,1(u1, u2)

) (
vn−i2 + fi,2(v1, v2)

))
=

n∑
i=0

ci
(
ui1v

n−i
2 + fi,3(u1, u2, v1, v2)

)
.

(77)

The functions fi,1, fi,2 : C2 → C are bivariate polynomials for all i. In addi-
tion limui→0 fi,1(u1, u2) = 0, limvi→0 fi,2(v1, v2) = 0 for all i = 1, 2.

Then fi,3 : C4 → C is a polynomial in 4 variables. For fi,3 we have that:
limuk,vj→0 f3(u1, u2, v1, v2) = 0 for all k, j = 1, 2.

Let us now set:

u1 =
1

2
, u2 =

e−2ix+2y

2
, v2 =

−i
2
, v1 =

ie−2ix+2y

2
. (78)

As y → −∞ we see that u2, v1 → 0 uniformly; in x. Therefore:

δ5,n(x, y) =
n∑
i=0

cifi,3

(
1

2
,
e−2ix+2y

2
,
ie−2ix+2y

2
,
−i
2

)
(79)

we have the original results of Pontryagin:

Φn
m(x+ iy) = enix−ny

(
φnm

(
1

2
,
−i
2

)
+ δ5,n(x, y)

)
. (80)

Here δ5,n : C→ C go to zero as y → −∞.

By noticing that we could also use the homogeneity of φnm as follows:

Φn
m(x+ iy) = e−nix+nyφnm

(
1

2

(
e2ix−2y + 1

)
,

1

2i

(
e2ix−2y − 1

))
,
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We can then follow similar steps and prove:

Φn
m(x+ iy) = e−nix+ny

(
φnm

(
1

2
,
i

2

)
+ δ6,n(x, y)

)
. (81)

Here δ6,n : C → C go to zero as y → ∞. We will extend this derivation for
the inhomogeneous function Φs

∗(z) to obtain:

Φs
∗(x+ iy) = esix−sy

(
φsr

(
1

2
,
i

2

)
+ δ7(x, y)

)
, (82)

Φs
∗(x+ iy) = e−six+sy

(
φsr

(
1

2
,
−i
2

)
+ δ8(x, y)

)
. (83)

Here both δ7, δ8 : C→ C go to zero as either y →∞ or −∞. To prove this
we can see by (80):

Φs
∗(z) = Φs

∗(x+ iy)

=
s∑

n=0

φnr (x+ iy)

=φsr(x+ iy) +
s−1∑
n=0

φsr(x+ iy)

=esix−sy

(
φsr

(
1

2
,
i

2

)
+ δ5,s(x, y) +

s−1∑
n=0

enix−ny

esix−sy

(
φnr

(
1

2
,
i

2

)
+ δ5,n(x, y)

))
.

(84)
So for:

δ7(x, y) = δ5,s(x, y) +
s−1∑
n=0

enix−ny

esix−sy

(
φnr

(
1

2
,
i

2

)
+ δ5,n(x, y)

)
, (85)

we get (82). We can see that:

enix−ny

esix−sy
→ 0 as y → −∞. (86)

Therefore we have indeed that δ7(x, y)→ 0 as y → −∞ since s > n for all n
in the sum. Again for y →∞ the proof is similar with:

δ8(x, y) = δ6,s(x, y) +
s−1∑
n=0

e−nix+ny

e−six+sy

(
φnr

(
1

2
,
i

2

)
+ δ6,n(x, y)

)
. (87)

We now choose some large b′ > 0 ∈ R independent of x such that Φs
∗(x+iy) 6=
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0 for all ‖y‖ > b′. This can be done since Φs
r(

1
2
, i

2
) 6= 0 and by using (82).

Using equations (80) and (82) we obtain:∣∣∣∣Φn
m(x+ iy)

Φs
∗(x+ iy)

∣∣∣∣ < c1, (88)

for |y| > b′ and c1 > 0 a constant that depends on our original polynomial
f(z, u, v) (59) and b′. Most importantly this quantity is well-defined, that is,
Φs
∗(x+ iy) 6= 0 for large |y|.

Additionally from equations (80) and (82) it follows that:∣∣∣∣Φn
m(±2kπ + ε+ iy)

Φs
∗(±2kπ + ε+ iy)

∣∣∣∣ < c2, (89)

where c2 > 0 is a constant dependent on f(z, u, v) and the number ε ∈ R. In
addition k ∈ N. Next we denote a rectangle with Pkb and define it as:

Pkb := {z = x+ iy | −2kπ + ε ≤ x ≤ 2kπ + ε,−b ≤ y ≤ b} (90)

Here b ≥ b′. We write the function F (z) in the form:

F (z) = zrΦs
∗(z)

(
1 +

r,s−1∑
m,n=0

zm−r
Φn
m(z)

Φs
∗(z)

)
. (91)

Here the exponent m − r is negative and therefore, since the term Φn
m(z)

Φs
∗(z)

is

bounded from above via (88) and (89), we see that on the boundary of the
rectangle Pkb for sufficiently large k and b we can write:

F (z) = zrΦs
∗(z) (1 + δ4(z)) , (92)

with δ4 : C→ C and δ4 → 0 uniformly as k, b→∞ and

δ4(z) =

r,s−1∑
m,n=0

zm−r
Φn
m(z)

Φs
∗(z)

. (93)

This proves Lemma 4.7.

Corollary 4.8 Let w = iz. If ε2 ∈ R is such that Φs
∗(x + iε2) 6= 0 for some

x ∈ R, then on the boundaries of the rectangle P ′kb := {z = x+iy | −2kπ+ε ≤
y ≤ 2kπ + ε, −b ≤ x ≤ b} the function f(w, sin (w), cos (w)) (59) exists in
the following form:

F (w) = wkΦs
∗(w) (1 + δ′4(w)) . (94)

Here δ′4 : C → C and δ′4(s) → 0 for s on the boundaries of rectangle Pkb as
k, b→∞.
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Proof: We use Lemma 4.7 and take w = iz.

The last part needed to prove Theorem 4.4 is to confirm that the number of
zeros inside the rectangle of F (z) and zkΦs

∗(z) is the same. To prove this we
need the principle of the argument A.3:

Lemma 4.9 Inside the strip −2kπ + ε ≤ x ≤ 2kπ + ε, F (z) has the same
number of zeros as zkΦs

∗(z). Moreover this number of zeros is found to be
4ks+ r.

Proof: Let C be some closed contour in the plane of the complex variable
z and let g(z) be an analytic function that does not have singularities both
on and inside the contour C and additionally it does not vanish on C. Then,
by virtue of the Principle of the Argument A.3, the number of zeros of the
function g(z) inside the contour C is equal to the total number of revolutions
around the origin of the vector w = g(z) when the variable z describes the
contour C. Let now g̃(z) also be analytic on this contour and inside and let
it be defined by g̃(z) = g(z)(1 + δ(z)), where |δ(z)| < 1. Consider now the
function g(z, τ) = g(z)(1+τδ(z)) on the same contour C and τ is a real num-
ber. For a fixed τ the vector w = g(z, τ) describes the amount of complete
revolutions around origin while z runs through the contour C. If now τ is
continuously varied from 0 to 1 the term (1 + τδ(z)) > 0 and thus the vector
w never turns to 0 and therefore the number of complete revolutions cannot
change. Thus the number of zeros of g̃(z) and g(z) is the same inside the
contour C.

Now let g(z) = zrΦs
∗(z), C = Pkb and Lemma 4.9 follows as the term

(1 + δ4(z)) > 0 for sufficiently large Pkb.

We fix k to a sufficiently large value and we let b → ∞. Then we see
that the number of zeros of F (z) and zrΦs

∗(z) is the same in the strip
−2kπ + ε ≤ x ≤ 2kπ + ε. For the function zrΦs

∗(z) this number equals
4ks + r: r zeros from zr; 2s zeros in the strip a ≤ x ≤ 2π + a from Lemma
4.6 and subsequently 4ks zeros in a larger strip −2kπ + a ≤ x ≤ 2kπ + a.
This completes the proof of Theorem 4.4.

We can state another lemma. If we impose more properties from the form of
H(iy) = f(y, u, v)+ig(y, u, v), we get that a linear combination Jλ,µ(y, u, v) =
λf(y, u, v)+µg(y, u, v) also fullfills the assumptions that are needed to apply
Lemma 4.6 and thus Theorem 4.4. To be more precise:
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Lemma 4.10 Let the exponential polynomial H(z) (2.1) on the imaginary
axis be written as:

H(iy) = f(y, u, v) + ig(y, u, v). (95)

Let the polynomials f(y, u, v), g(y, u, v) be given as:

f(y, u, v) =

r,s∑
m,n=0

ymφnm(u, v), g(y, u, v) =

r,s∑
m,n=0

ymψnm(u, v). (96)

Let µ, λ ∈ R not be simultaneously 0. If:

H(iy) =

r,s∑
m,n=0

am,n(iy)m(u+ iv)n (97)

then the term
πsr(u, v) = λφsr(u, v) + µψsr(u, v) (98)

satisfies the following equation:

πsr(1,±i) 6= 0. (99)

Proof: We write:

Jλ,µ(y, u, v) = λf(y, u, v) + µg(y, u, v)

=

r,s∑
m,n=0

ym (λφnm(u, v) + µψnm(u, v)) ,
(100)

for λ, µ not simultaneously zero. This gives for the term (98):

yrγs(u, v) := yr (λφsr(u, v) + µψsr(u, v)) . (101)

To proceed we take a look at the function eniy = (cos (y) + i sin (y))n =
(u+ iv)n We put:

(u+ iv)n = αn(u, v) + iβn(u, v), (102)

where αn, βn : C2 → C are polynomials with real coefficients and bidegree
(n1, n2) where n = n1 + n2. Then we have:

αn(u, v) =
1

2
((u+ iv)n + (u− iv)n) , (103)
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βn(u, v) =
1

2i
((u+ iv)n − (u− iv)n) . (104)

Let a and b be real and not vanish simultaneously. Let us define the polyno-
mial πn : C2 → C:

πn(u, v) := aαn(u, v) + bβn(u, v). (105)

For all n we see immediately that:

πn(1,±i) = 2n−1(a± ib) 6= 0, (106)

as a and b are real and non simultaneously 0. Before we can apply this,
we have to look at our exponential polynomial, which we assume is of the
following form:

H(z) =

s,r∑
n,m=0

am,nz
menz. (107)

Let us look at this polynomial on the imaginary axis and split it in its real
and imaginary parts. Let us also set u = cos (y), v = sin (y). Then:

H(iy) = f(y, u, v) + ig(y, u, v), (108)

with polynomials f, g. Then we see that:

H(iy) =

r,s∑
m,n

am,n(iy)m(u+ iv)n

=
∑
m,n

(a′m,n + ia′′m,n)imym (αn(u, v) + iβn(u, v))

=f(y, u, v) + ig(y, u, v).

(109)

Here am,n = a′m,n + ia′′m,n, a
′
m,n, a

′′
m,n ∈ R. Since we have:

f(y, u, v) =

r,s∑
m,n=0

ymφnm(u, v), g(y, u, v) =

r,s∑
m,n=0

ymψnm(u, v), (110)

then we obtain for the terms φsr(u, v), ψsr(u, v):

φsr(u, v) = ±(a′r,sα
s(u, v)− a′′r,sβs(u, v)); (111)

ψsr(u, v) = ±(a′′r,sα
s(u, v) + a′r,sβ

s(u, v)). (112)
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Where the signs depend on the term ir and thus on r. Let now λ, µ two real
numbers that do not vanish simultaneously, then

λf(y, u, v) + µg(y, u, v) =

r,s∑
m,n=0

ym (λφnm(u, v) + µψnm(u, v)) . (113)

By (105), (111) and (112) it follows that

λφsr(u, v) + µψsr(u, v) = aαs(u, v) + bβs(u, v) = πs(u, v), (114)

with
a = ±(λa′r,s + µa′′r,s), b = ±(λa′r,s − µa′′r,s). (115)

We see that a and b can not be simultaneously 0. Then by (106) we have
that πs(1,±i) 6= 0. This proves Lemma 4.10.

Now we can use the same strategy as in the proof of Theorem 4.4 for
Jλ,µ(y, u, v) starting with lemma 4.6. This shows that the function Jλ,µ(y, u, v)
has 4ks+ r zeros in the strip −2kπ + ε ≤ x ≤ 2kπ + ε, −b ≤ y ≤ b for some
ε ∈ R and for k ∈ N, b ∈ R large enough.

The difference is that in Theorem 4.4 we require the polynomials φnm(u, v)
not to have a factor u2 + v2 while for this Lemma 4.10 we require instead
that H(iy) is an exponential polynomial of the form (97). From the form
(97) it is not immediately clear that the real and imaginary components
f(y, u, v), g(y, u, v) have no factors u2 + v2, therefore this extra corollary has
to be included.
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5 Pontryagin’s Criterium

Recall that we denote our exponential polynomial with H(z). In this chapter
we will prove the main result of Pontryagin: Theorem 5.6. We will consider
the total change of the argument of H(z) as z travels along the imaginary
axis, thus z = iy. In this chapter therefore we use the following form for
H(iy) :

H(iy) = F (y) + iG(y), (116)

where f(y, u, v), g(y, u, v) are multivariate polynomials such that:

F (y) = f(y, sin (y), cos (y)), G(y) = g(y, sin (y), cos (y)). (117)

We will use the existence of a principal term of H to show that this total
rotation is related to the number of zeros in the plane <(z) > 0. Then
we will use Theorem 4.4 to relate the number of zeros of F (y) and G(y) as
H(iy) = F (y) + iG(y) to the speed of the rotation. For this we will first
define the total rotation and the speed of that rotation.

Definition 5.1 (Total Rotation) Let the vector w = H(iy) be rotated
around the origin as y ranges from a to b. The argument of w is given
by:

arg (w) = arctan
=(w)

<(w)
. (118)

By the fundamental theorem of calculus we can then define the total change
in arg (w) as the line integral from a to b of its derivative. Let us denote this
total change with vw(a, b). Let us have G(y) = =(w) and F (y) = <(w) by
116. Now we define:

vw(a, b) =

∫ b

a

(
F (y)

G2(y) + F 2(y)
dG(y)− G(y)

G2(y) + F 2(y)
dF (y)

)
. (119)

The speed ∂
∂y
vw(0, y) of the rotation vector w at y is given by the formula:

∂

∂y
vw(0, y) =

G′(y)F (y)−G(y)F ′(y)

G2(y) + F 2(y)
. (120)

Remark: to evaluate equation (119), one notes that equation (118) is the
primitive of equation (120) which means:

vw(a, b) = arctan
G(a)

F (a)
− arctan

G(b)

F (b)
. (121)
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In addition also note that if w makes a full rotation, for any path P that
begins at p ∈ P and ends at p, by the Argument Principle A.3 we see that:

vw(P) = arg (H(P)) =

∫
P

H ′(z)

H(z)
dz = 2πiN, (122)

where N ∈ N is the amount of zeros encircled by P. Let us now consider
the total rotation of w = H(iy) along the imaginary axis. The following
theorem considers a large rectangle covering the right side of the complex
plane and uses the argument principle A.3 to determine the rotation along
the imaginary axis in relation to the number of zeros in the right side of the
complex plane. By increasing length of the sides of the large rectangle, most
of the contribution to the total rotation along those sides comes from the
principal term of the bivariate polynomial h(z, t) = h(z, ez).

Theorem 5.2 (Theorem 5 in [5]) Let h(z, t) be a bivariate polynomial with
principal term ar,sz

rts. Let h(z, u, v) be h(z, t) after the substitutions (65).
Then furthermore denote the φ-coefficient of zr by φs∗(u, v) as given in (60).
Following Theorem 4.4 further we denote:

Φs
∗(z) = φs∗(sin (z), cos (z)).

The number of zeros of the function H(z) = h(z, ez) in the strip −2kπ+ ε ≤
y ≤ 2kπ + ε, x > 0, z = x + iy we denote by Nk where ε a real number such
that Φs

∗(x+ iε) 6= 0 for arbitrary real x. We suppose further that the function
H(iy) 6= 0. We denote by vw(−2kπ + ε, 2kπ + ε) the total rotation 5.1 of
the vector w = H(iy) around the origin when y ranges through the interval
−2kπ + ε ≤ y ≤ 2kπ + ε. Then:

vw(−2kπ + ε, 2kπ + ε) = 2π
(

2sk −Nk +
r

2

)
+ δ9(k), (123)

where δ9(k)→ 0 as k →∞.

Proof: Consider the rectangle Pka defined by the conditions 0 ≤ x ≤ a
and −2kπ + ε ≤ y ≤ 2kπ + ε and estimate the total rotation of the vector
w = H(iy) when z runs counterclockwise along three sides of rectangle Pka
excluding side x = 0. So consider w on the sides bottom, right and top.
Since we have ε such that Φs

∗(x + iε) 6= 0 for arbitrary real x, by Corollary
4.8, we can write H(z) in the form (73).

H(z) = zrΦs
∗(z) (1 + δ4(z)) . (124)
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As the total rotation of H(z) is the sum of the rotation of zr, Φs
∗(z) and

(1 + δ4(z)), we determine these first: In this form δ4(z) tends to zero uni-
formly on the three sides considered of the rectangle Pka as k, a → 0. Thus
for k → ∞, a → ∞ the total rotation of the vector w′ = (1 + δ4(z)) goes to
0. Therefore the total rotation of w can be written as the total rotation of
w′′ = zrΦs

∗(z) from −2kπ + ε to 2kπ + ε:

vw(−2kπ + ε, 2kπ + ε) = vw′′(−2kπ + ε, 2kπ + ε). (125)

This is equal to the sum of rotations of zr and for Φs
∗(z). The rotation along

the three sides of Pka of z is equal to

arctan
−2kπ + ε

0
− arctan

2kπ + ε

0
= π, (126)

thus the rotation along those three sides of Pka of zr is πr.

Since the principal term of H(z) is given by ar,sz
resz, the term with the

largest exponent in Φs
∗(z) is given by ar,se

sz. The total rotation of Φs
∗(z)

differs only little from ar,se
sz which amounts to:

arctan
sin (s(−2kπ + ε))

cos (s(−2kπ + ε)
− arctan

sin (s(2kπ + ε))

cos (s(2kπ + ε)
= 4πks. (127)

To this we have to add the minor contributions of the other terms in Φs
∗(z)

and 1 + δ4(z) to the total rotation. Let us call this contribution δ9(k) where
δ9(k)→ 0 as k →∞.

Therefore the total rotation vw(−2kπ+ε, 2kπ+ε) of w = H(z) is 4πsk+πr+
δ9(k). Since the number of zeros Nk of the function H(z) inside the rectan-
gle Pka is equal to the number of complete rotations of the vector w = H(z)
when z runs all sides of the rectangle Pka, by equation (122). Doing the
calculation we get:

vw(−2kπ + ε, 2kπ + ε) = 2π
(

2sk −Nk +
r

2

)
+ δ9(k). (128)

This proves Theorem 5.2.

Remark: We have our doubts that the term ar,se
sz dominates on Pka, which

is especially dubious around the imaginary axis where <(z) is small. As an
example, let:

Φs
∗(z) = esz + e(s−1)z, (129)
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for s > 0 ∈ N. Then the total rotation of that part becomes:

(s− 1/2)4kπ = arctan
sin (s(−2kπ + ε)) + sin ((s− 1)(−2kπ + ε))

cos s(−2kπ + ε) + cos (s− 1)(−2kπ + ε)

− arctan
sin (s(2kπ + ε)) + sin ((s− 1)(2kπ + ε))

cos (s(2kπ + ε)) + cos ((s− 1)(2kπ + ε))
.

(130)

If s is relatively small, say s = 2, there is a significant difference. Therefore
we cannot confirm with certainty that the proof of Theorem 5.2 is correct.

Theorem 5.2 checks the total rotation of w along the interval (−2kπ+ε, 2kπ+
ε) on the imaginary axis. It turns out that we can also look at an easier in-
terval: (−2kπ, 2kπ) for large k.

Lemma 5.3 Let w = H(iy). Then vw(a+ ε, b+ ε) = vw′′′(a, b) + δ10(a, b) for
a, b, ε ∈ R. Here δ10(a, b)→ 0 for fixed ε as a, b→∞ and w′′′ = ar,sz

resz for
s, r ∈ N and ar,s ∈ C a constant.

Proof: It is clear that vw(a, c) = vw(a, b) + vw(b, c) for a, b, c ∈ C since
equation (119) is path-independent. Therefore we can write: vw(a+ε, b+ε) =
vw(a, b) + vw(b, b + ε) − vw(a, a + ε). Letting a, b → ±∞ we can use that
vw(a, b) = vw′′′(a, b) + δ10(a, b) for w′′′ = ar,sz

resz. This we can in turn split
up in the rotation of zr and of esz. Then we see:

vw′′′(a, a+ ε) = arctan

(
sin (s(a+ ε))

cos (s(a+ ε))

)
+ r arctan

(
a+ ε

0

)
− arctan

(
sin (sa)

cos (sa)

)
− r arctan

(a
0

)
=sε.

(131)

For b→∞ we do a similar calculation and find the same:

vw′′′(b, b+ ε) = sε. (132)

Then we see: vw(a + ε, b + ε) = vw′′′(a, b) + vw′′′(b, b + ε) − vw′′′(a, a + ε) +
δ10(a, b) = vw′′′(a, b). Thus we end up with:

vw(a+ ε, b+ ε) = vw′′′(a, b) + δ10(a, b), (133)

proving Lemma 5.3.
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Remark: This proof has the same possible issue as the proof of Theo-
rem 5.2, specifically the assertion that vw(a, b) = vw′′′(a, b) + δ10(a, b) for
w′′′ = ar,sz

resz.

If we add the assumption on the exponential polynomial H(z) that

Φs
∗(z) = Φs

r(z) = ar,se
sz (134)

thus only consists of a single term, we can be sure that the arguments in
Theorem 5.2 and Lemma 5.3 are correct.

The next lemma contains the most important idea of Pontryagin as he relates
the direction of rotation to the properties of zeros.

Lemma 5.4 Let us assume that vw(−2kπ, 2kπ) = τ(4πks + πr) + δ11(k)
where vw(a, b) is defined in (5.1) with τ = ±1 and δ11(k) → 0 as k → ∞.
Let w = H(iy). Let λ, µ ∈ R not simultaneously zero and define a line in the
w-plane by the equation:

λ<(w) + µ=(w) = 0. (135)

Then all zeros of λF (y)+µG(y) are real and simple and do not exceed 4ks+r
in number. In addition we have the inequality:

τ(G′(y)F (y)−G(y)F ′(y)) > 0. (136)

Proof: By Lemma 4.10 and Theorem 4.4 we see that there exists ε ∈ R
such that the function Jλ,µ(y, u, v) = λf(y, u, v)+µg(y, u, v) has 4ks+r zeros
in the strip −2πk + ε ≤ y ≤ 2kπ + ε. Now we see that if v(−2kπ, 2kπ) =
τ(4πks + πr) + δ11, for k → ∞, the vector w = H(iy) intersects every
line of the form (135) exactly 4ks + r times. At every intersection we can
write w = λf(y, u, v)+µg(y, u, v) and we know that this function has exactly
4ks+r zeros. Since we have as many intersections as zeros we can assert that
all these zeros are simple. All the zeros are also real since each intersection
happens for one value of y ∈ R. Since this works for every line of the form
(135) we see that the speed of the argument (120) never shifts signs and
therefore we have the concluding inequality:

τ(G′(y)F (y)−G(y)F ′(y)) > 0, (137)

for all y. Lemma 5.4 is proved.

We will prove one more lemma before we can turn our attention to Pon-
tryagin’s main theorem. This lemma asserts that, given the inequality (137),
the zeros of G(y) and F (y) alternate.
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Lemma 5.5 Let F (y) and G(y) be the real and imaginary part of H(iy), our
exponential polynomial of interest on the imaginary axis. Let F (y) and G(y)
have only simple zeros. Let two functions have alternating zeros if and only if
each of the functions has no multiple zero and between every two zeros of one
of these functions there exists at least one zero of the other and the functions
are never simultaneously zero. The zeros of F (y) and G(y) alternate if (137)
holds.

Proof: Let τ = 1 in (137). Then the speed of the rotation vector w = H(iy)
is always positive and therefore

arg (w) = arctan

(
G(y)

F (y)

)
(138)

always increases. Let G(y) = 0 for some y. Then arg (w) = 0. Since
the argument always increases it eventually becomes π/2 at which point
F (y) = 0. Geometrically it then becomes π for which G(y) = 0 again and
so the loop continues as the argument increases. The same argument applies
when τ = −1 where arg (w) always decreases. None of the zeros of G(y) or
F (y) can be multiple as we have assumed only simple zeros.

Theorem 5.6 (Theorem 6 in Pontryagin [5]) Let H(z) = h(z, ez) where
h(z, t) is a polynomial with a principal term. The function H(iy) is now sep-
arated into real and imaginary parts; that is. we set H(iy) = F (y) + iG(y).
Let us add the assumption in (134). If all the zeros of the function H(z) lie
to the left side of the imaginary axis, then the zeros of the functions F (y)
and G(y) are:

• Real;

• Alternating: each of the functions have no multiple zero and between
every two zeros of one of these functions there exists at least one zero
of the other and the functions are never simultaneously zero;

• For each y ∈ R: G′(y)F (y)−G(y)F ′(y) > 0 (139)

Moreover, in order that all the zeros of the function lie to the left of imaginary
axis, it is sufficient that one of the following conditions be satisfied:

• All the zeros of the functions F (y) and G(y) are real and alternate and
the inequality (139) is satisfied for at least one value of y.

• All the zeros of the function F(y) are real and for each zero y = y0

inequality (139) is satisfied, that is, F ′(y0)G(yo) < 0.
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• All the zeros of the function G(y) are real and for each zero y = y0

inequality (139) is satisfied, that is, G′(y0)F (yo) > 0.

Proof (→): If all the zeros of H(z) lie to the left side of the imaginary
axis, we have by Theorem 5.2 and Lemma 5.3 that vw(−2kπ + ε, 2kπ + ε) =
vw(−2kπ, 2kπ) = 4πks+πr+δ9(k) for k →∞. Then by Lemma 5.4 we have
τ = 1 and thus inequality (139). In addition by Lemma 4.10 for special cases
λ = 1, µ = 0 and λ = 0, µ = 1 we have that since λf(y, u, v) + µg(y, u, v)
has only simple and real zeros, F (y), G(y) also have only simple and real
zeros. Finally by Lemma 5.5 we have that the zeros of F (y) and G(y) are
alternating.

Remark: To prove the (←) direction, Pontryagin asserts that, because the
functions F (y) and G(y) are alternating and real, the inequality (137) holds.
If then the inequality (139) is found to be true for one value of y, we can
establish that τ = 1 and the argument of w increases in counterclockwise di-
rection. The rest of the proof is very similar to (→), involving intersections
with lines and invoking Theorem 5.2 again.

It remains out of grasp to confirm Pontryagin’s assertion that (137) holds
under these circumstances. It is very imaginable that, even though the ze-
ros of F (y) and G(y) alternate, for values of y in between two such zeros
the argument switching signs. There also seems no straightforward addition
assumption to alter Theorem 5.6.

Remark: Unfortunately the practical side of Theorem 5.6 is to either check
each zero of F (y) or G(y) and check inequality (139). To adequately review
this part, more research is needed. It is possible to adjust the assumptions
to:

1. All the zeros of the functions F (y) and G(y) are real and alternate and
the inequality (139) is satisfied for all y.

This would allow us to prove the converse. Even then it is not clear that the
second and third point lead to this new assumption 1.
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6 Conclusion

In this report we have showed proofs of Pontryagin’s theorems in modern
mathematical language. We saw a link between characteristic functions of
time-delayed systems (TDSs) and exponential polynomials. We saw that hav-
ing a principal term was necessary for stability as without such a term the
corresponding TDS is guaranteed instable. We then saw a theorem bounding
the number of zeros in a strip in the complex plane of polynomials, which
we used to prove a wonderful argument relating that number of zeros to the
intersections of the image of the exponential polynomial on the imaginary
axis with a collection of straight lines.

We also saw some gaps in the proof. We saw that it is not necessarily
true that ζ converges to 0 with convergence rate 1/k. We also saw that
the dominating term on the rectangle in Theorem 5.2 seems to be a error
that is not easily repaired since the proof of Theorem 5.6 relies heavily on
the equality between the number of zeros and number of intersections. Fur-
thermore we were unable to verify the proof of the sufficiency of the three
conditions to have all zeros of H(z) lie on the left of the imaginary axis.
The main problem here was that alternating zeros do not necessary lead to
a monotonous increase/decrease in the rotation. More research is definitely
needed on this problem. Finally Theorem 2.8 has not been formulated to its
maximal strength. That is, no criterium has been derived on the rank of the
other polynomials p̃i. We recommend further research into this topic.

The goal of this report was to clear up Pontryagin’s theorems and formulate
them in a more modern style. After reading this report the reader knows the
mechanisms behind the theorems and the topics which have not been fully
enlightened.
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A Compendium of Theorems and Definitions

This appendix contains well-known theorems and definitions used in the text
for reference.

Definition A.1 (Multivariate Polynomials) A multivariate polynomial
f in the variables (x1, · · · , xn) of multidegree (D1, · · · , Dn) with Dn, n ∈ N
is a function f : Cn → C such that f has the following form:

f(x1, · · · , xn) =

D1∑
k1=0

· · ·
Dn∑
kn=0

ak1,··· ,knx
k1
1 · · ·xknn , (140)

with ak1,··· ,kn ∈ C and ki ∈ N for all i ∈ N.

Theorem A.2 (Fundamental Theorem of Algebra [10]) A polynomial
P (z) of degree n has n values zi for which P (zi) = 0.

Theorem A.3 (The Principle of the Argument [7]) Let f(z) by a mero-
morphic function on an open set Ω and C is a closed curve on Ω, contractible
to a point in Ω. Furthermore let n(C, z) be the winding number of C around
z and we have:

1

2πi

∮
f ′(z)

f(z)
dz =

∑
Z

n(C, z)−
∑
P

n(C, z) (141)

Where the summation of the first term goes over all zeros of f(z) inside C,
multiplied by their multiplicity and the summation of the second term goes
over all poles of f(z) inside C multiplied by their order. For an analytic
function f , so no poles, in and on C the interpretation of this theorem might
also be seen as the amount of revolutions are the origin of the vector w = f(z).

Theorem A.4 (Rouche [7]) If two functions f(z), g(z) C → C are ana-
lytic on and inside a closed contour C and |g(z)| < |f(z)| everywhere on C,
then f(z) and f(z) + g(z) have the same number of zeros inside C.
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