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Abstract
To improve automated detection of empathetic expressions and
to streamline online discussion board moderation, an LSTM and
a BERT neural network were trained to detect empathetic re-
sponses and calls for an empathetic response. Messages from the
Kindertelefoon forum, labeled using crowd sourcing, were used
as case study to provide a proof of concept. Assessing annotator
reliability and determining reply relations were core consider-
ations in cleaning the data. �e BERT and LSTM models were
trained on empathy detection and on call for empathy detection
directly. �e empathy detection models were also used in combi-
nation with a reply relation algorithm to predict call for empathy.
Synthetic oversampling was used to counteract the class imbal-
ance present in the data, as most messages did not contain an
expression of empathy. �e BERT model performed well in the
empathy detection task (MCC = 0.93), the LSTM model did not
(MCC = 0.55). �e reply relation algorithm was not accurate and
neither model performed well on the mediated call for empathy
task. �e BERT model again outperformed the LSTM model in
direct call for empathy classi�cation (MCC BERT = 0.90, MCC
LSTM = 0.55). �e BERT models perform on par or be�er than
neural networks implemented in empathy classi�cation litera-
ture, the LSTM models perform signi�cantly worse. �e empathy
classi�cation and direct call for empathy classi�cation models
using BERT constitute a new state of the art in text-based empa-
thy modelling and text-based emotion classi�cation systems in
general.
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1 Introduction
All layers of our society spend an increasing amount of time
online, as more people work from home and online education
rises quickly1. Our social lives also increasingly take place online,
on internet fora and social media. Managing the stream of data
which is produced by our increasingly online lives is primarily the
responsibility of the platform used (Renda, 2018), but managing
it by hand becomes unfeasible as the datastream increases in size.

To automatically moderate user-generated messages, an algo-
rithm which can extract meaning from them and interpret this
meaning can be used. Deriving literal and emotional meaning
from wri�en messages is not di�cult for most humans, but the
creative manner in which language is wri�en makes it di�cult
for computers. �is is especially true for emotional meaning,
as there are no set-in-stone rules which can be applied to deter-
mine whether a text expresses for example happiness, sadness,
empathy or apathy. With machine learning algorithms, pa�erns
in these texts which are much more complicated than can be
expressed in rules can be found and used to infer some amount
of sentiment from texts.

Apart from managing misinformation and disinformation2,
platforms which wish to create a safe and supporting environ-
ment for their users have to manage very subtle variations in
content. �is nuanced moderation makes it much more di�cult
for algorithms to distinguish between acceptable and unaccept-
able content, as sentiments used for these models o�en represent
extremes on a scale, such as positive or negative opinions regard-
ing a certain subject or a happy/angry distinction. Communities
which target vulnerable audiences such as children face these
di�culties, as they not only have to prevent and identify abuse
and bullying but also provide a space in which children feel safe
to express their story, questions and worries.

Identifying which messages and or users may be prone to
abuse and which messages express abuse is such a more nuanced
content interpretation, and this project concerns the detection
of messages which express such a vulnerability to abuse. �ese
vulnerabilities are operationalized as messages to which an em-
pathetic response is appropriate, as such a ‘call for empathy’
requires a the user to expose certain vulnerabilities. To establish
a context on interpreting natural language texts and to de�ne
what the concept of empathy means in the context on online fora,
several related works are discussed in section 2.

Text messages from a forum aimed at supporting children,
managed and hosted by the Kindertelefoon, were used as a case
study to train and test the models. �e Kindertelefoon is a Dutch
volunteer organisation aimed at giving children between ages 8
and 18 a place to talk about problems at home or school, about
mental or physical health or any other topic they like. �is data
was found to be suitable as this forum faces the moderation
di�culties in creating a safe space for their users as its target
audience are children and parental supervision when visiting the
forum is o�en absent due to the nature of the forum.

To be able to interpret content to moderate messages in order
to provide such a safe space, an accurate language model is nec-
essary, not only in the default language in that space, but of the
audience and topic-speci�c language used. Children have a dif-
ferent vocabulary from adults, and use di�erent words, sentence

1Because of the Covid 19 pandemic, currently all education is online, but online
tertiary education is becoming increasingly common.
2�e distinction being the intentionality of the spreading of false information, see
Renda (2018).

structures and narrative structures to convey a message. �ese
di�erences need to be incorporated in order to be able to interpret
a nuanced distinction between a toxic message and an acceptable
one. �e platform-speci�c structure should be incorporated in
this model as well, which enables platform-speci�c features to
be used in modelling, such as topics, tags, titles, awards or roles.

Within threads, the relation between responses needs to be
known in order to be able to interpret for example toxicity or
abuse: a given message might be acceptable in one context but
not in another. �ese response relations are also necessary to
infer the post calling for empathy from an empathetic message.
As they are not represented on the Kindertelefoon forum, these
relations need to be established, and an algorithm to infer re-
sponse relations was developed. �e process of developing this
algorithm is described in section 5.2.

�e messages are downloaded from the public forum, cleaned,
and stored in a systematic manner. To be able to make sense of the
data, it needs to be annotated, for which a website was built. �e
process of collecting data and developing the means to annotate
it are described in section 5.5. As many di�erent annotators
reviewed di�erent parts of the data and the annotators were of
varying reliability, a program to assess annotator quality was
developed. �is program was used to determine which annotators
performed well enough for their annotations to be used in the
�nal dataset.

To automate the detection of call for empathy posts, two mod-
els which aim to classify messages which call for an empathetic
response are developed and tested. As the concept of a call for
empathy is more di�cult to de�ne than the concept of empathy,
these call for empathy posts are identi�ed through their empa-
thetic responses. Messages which express empathy are classi�ed
�rst, and through determining to which posts these messages
are a response, posts which call for empathy are classi�ed.

As an accurate language model of the speci�c language used in
the data is already made for the empathy classi�cation algorithm,
a classi�er which directly classi�es the call for empathy without
reply relation inference is also developed. �is direct model
serves to explore the abilities of the language models made in
this study in understanding the implicit cues given in the call for
empathy posts. If this direct model is able to achieve this, it will
do so faster, as it is not reliant on replies to a call for empathy
post for classi�cation, and possibly more accurately as there is no
intermediary step of determining reply relations. �e functioning
and implementation of both the empathy classi�cation models
as well as the exploratory model is described in section 5.4.

�e performance of the developed models is described in sec-
tion 6, where the annotations are used as a reference for the
model performance. �e performance is discussed in section 7,
as are the comparisons between the models and the re�ections
on the study in general.

3



Luc Schoot Uiterkamp

�e following enumeration details the �ve core research ques-
tions (1-5) with their respective subquestions (a, b) along with a
summarized answer approach marked with→.

(1) Which annotators are reliable and which are not?
→ Annotator reliability assessment (section 5.7).

(2) How well can (the di�erent components from) the reply
relations algorithm assess the reply relations?
→ Assess accuracy of the (sub)model(s) (section 6.2).

(3) How well do the LSTM and BERT model classify empa-
thy?
→ Use MCC score and model loss to evaluate what the
performance is and if there is a scope for improvement
(section 6).
(a) How does BERT pretraining impact this?
→ Compare di�erent pretraining epochs
(section 6.4).

(b) How do trainable transformer layers in BERT im-
pact this?
→Compare di�erent pretraining epochs for a model
without trainable transformer layers (section 6.4.1).

(4) How well does the combination of empathy prediction
and reply relation work?
→ Assess MCC and accuracy of the combined empathy
prediction and reply relation (section 6.5.1).

(5) How well do the LSTM and BERT model classify call for
empathy directly?
→ Use MCC score and model loss to evaluate what the
performance is and if there is a scope for improvement.
(a) How does BERT pretraining impact this?
→ Compare di�erent pretraining epochs
(section 6.5.2).

(b) How do trainable transformer layers in BERT im-
pact this?
→Compare di�erent pretraining epochs for a model
without trainable transformer layers (section 6.5.3).

A number of signi�cant contributions to the �eld of sentiment
analysis and text mining are presented in this work. �e annota-
tor quality algorithm, which assesses annotator quality in a setup
with many annotators, enables quality control in crowd-sourced
annotations without manually inspecting very large datasets.
�e reply relations algorithm, though in need of parameter op-
timization for improved accuracy, provides a foundation of six
components which can be used to determine post relations in
forums which do not encode this natively, increasing the richness
of a scraped dataset from such websites. �e empathy classi�-
cation language models (speci�cally the BERT model) and the
BERT call for empathy classi�cation model represent a large step
forward in classi�cation of empathy through computer models.

2 Related work
2.1 Empathy de�nitions
�e concept of empathy, although intuitively familiar, is ambigu-
ous and has been described in various ways. A commonality
between these descriptions is the description of an insight in an-
other persons emotions but this insight is expressed di�erently in
the several de�nitions. In the Social Psychology textbook, empa-
thy is described as “a cognitive component of understanding the
emotional experience of another individual and an emotional ex-
perience that is consistent with what the other is feeling” (Kassin
et al., 2019, p. 398). �ese two components are o�en at the core of

the de�nition for empathy (Batson, 2009; Cu� et al., 2016; Decety
& Jackson, 2004; Spencer et al., 2020)

�e cognitive component de�nes the amount of insight that is
had on the context and circumstances and the impact that events
have had on another person. �e emotional component de�nes
the ability to imagine what those impacts and circumstances feel
like to that other person. Other sources include, apart from these
two components, an appropriate compassionate response to an-
other person’s feelings (Levenson & Ruef, 1992). �is can be seen
as the operationalization of empathy. �ese operationalizations
are o�en rooted in imitation (Iacoboni, 2005; Kassin et al., 2019;
Pfeil & Zaphiris, 2007). �is imitation helps understand an experi-
ence of an other person by literally copying it and conveys to the
other person that a similar feeling is felt. �is can be expressed
in similar language, stance, facial expressions and intonation.

A de�nition derived from a study observing both empathizers
and targets for empathetic responses (Håkansson & Montgomery,
2003) de�ned four major constituents of empathy, which need
to all be present in order for an interaction to be marked as
‘empathetic’.

(1) �e empathizer understands the target’s situation and
emotions

(2) �e target experiences one or more emotions
(3) �e empathizer perceives a similarity between what the

target is experiencing and something the empathizer has
experienced earlier

(4) �e empathizer is concerned for the target’s well-being.
Batson has collected and summarized eight de�nitions of em-

pathy as used in psychological literature (Batson, 2009), which
give a narrower distinction between several di�erent ways of
de�ning empathy. In these eight concepts, the cognitive, emo-
tional and compassion components are found in varying degrees,
as well as the four constituents from Håkansson and Montgomery.
Although the concept of empathy is generally considered to be
more than one of these components (Decety & Jackson, 2004;
Spencer et al., 2020), it is useful to distinctly de�ne facets of empa-
thy so that nuances in di�erent age groups may be identi�ed as is
important in this study and so that a well-grounded and complete
de�nition of empathy may be constructed. �e eight de�nitions
by Batson are used as guidelines in de�ning the several aspects
of an empathetic response.

2.1.1 Knowing another person’s internal state
�e �rst de�nition of empathy is a cognitive one and as such
is also known as ‘cognitive empathy’ or ‘empathetic accuracy’.
De�ning empathy as knowing another person’s internal state
refers to being aware, through linguistic or nonverbal communi-
cation, of what is on the other person’s mind. �is notion is the
�rst of Håkansson and Montgomery’s constituents of empathy. It
may not be accurate or complete, this de�nition merely requires
an active awareness of one person’s belief of another person’s
internal state.

2.1.2 Physical mimicry
A more neurological perspective of empathy is based in phys-
ical mimicry. �is view denotes that empathy is gained from
purposeful simulation of another person’s (facial) expression or
that empathy necessarily coincides with neurological and phys-
ical mimicry (Niedenthal et al., 2010). �e core concept in this
perspective is that the embodiment of an emotion causes neu-
rological pathways to activate similarly to the way they would
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if the person was the primary experiencer of the emotion. �is
gives an impression of what another person is feeling through
the vicarious experience.

2.1.3 Feeling how another person feels
An a�ective perspective of empathy is coming to feel as another
person is feeling. �is is more than merely knowing another
person’s internal state and requires more than merely physical
mimicry. �is de�nition is based on experiencing the emotion that
another person is having. �is concept of feeling how another
person feels is usually known as empathetic contagion (Calvo
et al., 2015) or outside psychology as sympathy (Batson, 2009).

2.1.4 Imagining how another is thinking and feel-
ing

Although seemingly similar to the �rst (cognitive) de�nition,
imagining how another is thinking and feeling extends merely
concluding how the other feels with imagination based on what is
known from previous experiences with that person or with other
people. �is is not necessarily based on one’s own experiences
or character but rather on what the perspective taker thinks the
other person experiences.

2.1.5 Literally perspectivising
A somewhat archaic but still well-known perspective is literal
perspective taking. Here, one tries to not only take perspective
in the situation of another person but also to reason the way that
person would reason. �is involves an extensive perspective tak-
ing ability to the point in which it is unreasonable to assume this
approach might be actually feasible. Rather, the core principal is
to get as many contextual factors correct in empathising.

2.1.6 Imagining howonewould feel in another per-
son’s place

A view which is o�en referred to by the term ‘perspective taking’
is to imagine how one would behave and feel in another person’s
place. �is is di�erent from imagining how another is think-
ing or feeling and from literally perspectivising as imagining in
place is based on one’s own experiences and character in another
person’s situation instead of the other person’s character. �is
is the third constituent of Håkansson and Montgomery’s study
(Håkansson & Montgomery, 2003). �e active re�ection on one’s
past experiences contributes to the connectedness with another
person, as commonalities are sought which may shed light on
how one would act or feel in another’s place (Spencer et al., 2020).

2.1.7 Feeling distress because of another person’s
malaise

Distinct from feeling distress with another person because of
perspective taking, empathy as feeling distress as a result of
witnessing another person’s su�ering has also been used as a
de�nition of empathy. �is concept is also known as ‘empathetic
distress’.

2.1.8 Feeling for another person’s su�ering
A perspective based in a more altruistic sense than the other def-
initions, empathy is also de�ned as feeling distress or discomfort
because of another person’s distress. �is perspective is di�erent
from feeling how another person feels, as the reactionary emotion
does not need to be the same. �is is the forth constituent of
empathy according to Håkansson and Montgomery.

2.2 Empathy in online contexts
In a face-to-face, o�ine context, people use non-verbal signals as
well as literal verbal expressions to express empathy. For example,
a hand placed on a shoulder, facial expressions and intonation are
used to convey empathy alongside literal expressions (Eisenberg
et al., 1997). In general, non-verbal channels make up around
90% of emotional expressions (Goleman, 1995; J. J. Preece &
Ghozati, 2001, cited in Pfeil and Zaphiris (2007)). Given the lack
of these non-verbal communication channels in the forum, users
are completely reliant on literal expressions and replacements
for non-verbal expressions in the form of emoji’s and similar
expressions of feeling. Several studies have found that the lack
of non-verbal language channels has a much smaller in�uence
on the presence and experienced reception of empathy in online
communities than the type of community and the gender ratio
have. Support fora and online communities with a relatively large
amount of women have a larger amount of empathetic responses
than other types of fora such as cultural or religious fora or fora
with a larger ratio of men (Garcıa-Pérez et al., 2016; J. Preece,
1999; J. J. Preece & Ghozati, 2001).

In their study on virtual empathy in the context on online
teaching, Garcıa-Pérez et al. �nd that empathetic stress (concept
7, section 2.1.7) and the adoption of perspectives (concept 6,
section 2.1.6) are particularly important for online communities
in which users feel safe, motivated and in which positive relations
can be had (Garcıa-Pérez et al., 2016).

According to Caplan and Turner (2007), three conditions must
be met in on online environment for that environment to be
comforting to its users and conductive of empathetic responses
from peers.

(1) Participants must be willing to enter into a conversation
that will involve discussing upse�ing ma�ers

(2) Conversation must be focused on the distressed individ-
ual’s thoughts and feelings about the upse�ing experi-
ence

(3) �e distressing ma�er must be discussed in a way that
facilitates reappraisals

�e third item in this list may be achieved through expressing
thoughts into a narrative, thereby structuring it and pu�ing ideas
in words. �is encourages re�ection, through which the act of
writing down thoughts and feelings into a story may promote
positive reappraisals and lead to an improved a�ect state (Ca-
plan & Turner, 2007). In the Kindertelefoon forum, this narrative
structure of posts de�nes the ‘emotional vent’ type of post. �is
con�rms that this type of post is indicative of a ‘call for empathy’
post. An environment in which these posts can be placed without
fear of exposure or harassment is created on the Kindertelefoon
forum because it is heavily moderated (Garcıa-Pérez et al., 2016),
anonymous, and because ‘troll’ comments or o� topic comments
are frequently altered or deleted by the Kindertelefoon modera-
tors.

Pfeil and Zaphiris (2007) have studied pa�erns of empathy in
online interactions on a discussion board on the SeniorNet plat-
form, where elderly can �nd information, news and contact with
other elderly. �e study used a discussion board on depression
within the SeniorNet platform, analysing 400 messages from the
board. �e messages were coded into 23 codes in 7 categories.
�e empathy-related codes of the 23 codes in total consist of
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target-related3 and empathizer-related4 constituents of empathy,
which are indicative of which members play what role on the
forum. For example, the Ask for support code is indicative of a
call for empathy, whereas the Similar situation code indicates an
empathizing role although this in itself can be responded to with
an empathetic response. �is unclear distribution of empathizer
and target roles is found in the SeniorNet study, and is distinct
from what would be expected in an o�ine scenario.

�e following constituents were identi�ed as important parts
of online empathy on the SeniorNet forum.

Understanding, although this is not explicitly described o�en,
which might be due to o�ine understanding o�en being non-
verbal or contextual. A quizzical look or an a�rming nod o�en
ful�lls this role and this it is di�cult to �nd an online alternative.
Understanding is an important di�erentiating factor between
light support such as phrases like ‘hang in there’ and deep sup-
port, which is more personalized and speci�c to the situation
that the target is in.

Emotions, both from the target as well as the empathizer’s
perspective featured more prominently than factual information.
Especially negative emotions functioned as a call for empathy
from the side of the target, which were o�en met with both
positive and negative emotions from the empathizer side.

Similarity, in the sense that empathizers have experienced or
are aware that they can easily experience a similar situation is an
important aspect of empathy and sympathy in o�ine conditions.
�is was expressed in the SeniorNet study as well, indicating to
empathy targets that they are not alone and that others know
what they are going through, that others share their story and
that others are there for them to help because they know what
they are going through.

Concern and caring for others are very personal properties,
which are expressed in the SeniorNet data through speci�c ref-
erences to others in regards to how they are doing. �is is dif-
ferentiated from other expressions of empathy by the fact it was
initiated by the empathizer and not by the target. �is indicates
personal concern and involvement.

Coulson (2005) studied an online support group for people
with irritable bowel syndrome. �ey hand-analysed messages
and labeled them with the labels ‘emotional support’, ‘esteem
support’, ‘information support’, ‘network support’, and ‘tangi-
ble assistance’. �ey found that users o�en vented their frus-
trations online if things were not going well. �ese kinds of
posts were usually met with empathetic responses providing
emotional support. Emotional venting posts as they are present
in the Kindertelefoon data may also be expected to call for em-
pathy. In esteem support responses, users compliment others in
their ability to cope with di�culties. Similarities between the
situations in which the target and responder are situated are
emphasized if present, which expresses empathy.

Spring et al. (2019) distinguish three emotion detection strate-
gies: rule based, non-neural network and deep learning. Rule
based approaches simply match responses to keywords which
indicate certain emotions. �is may be extended to for example
n-grams. �is simple mapping is not robust and is highly depen-
dant on the keys with which the responses are compared. For
the Dutch language, no empathy-speci�c lexicon exists. �ere-
fore, rule based methods are not considered in this study. �e

3General feeling, Narration, Medical situation, and Ask for support
4Interest, Encouragement, Best wishes, Deep emotional support, Reassurance, Give
help and Similar situation

second strategy of emotion classi�cation is through a non-neural
network classi�ers such as support vector machines, decision
trees or naive bayes classi�ers (Spring et al., 2019). An exam-
ple of such a study is one in which a support vector machine
classi�er is used to detect empathy in counseling by Xiao et al.
�ey used human-labeled transcriptions to train an n-gram based
support vector machine classi�er (Xiao et al., 2015). One major
advantage mentioned of a classi�er which is able to classify the
use of empathy in natural language is that it is able to give im-
mediate feedback to the counseling process. �e counsellor can
use feedback to adjust their a�itude. Similarly, the algorithms
developed in this project can be used to not only alert a human to
an empathy-requiring forum post but can also provide feedback
on the appropriateness of a response.

In their study, automatically generated transcripts were used
and were found to be fairly accurate. �ese transcripts were
annotated by human annotators, which yielded a dataset of coun-
selling session text labeled with high/low empathy labels. From
these documents, n-grams (n=1, 2, 3) were derived which were
smoothed with Kneser-ney smoothing. �ese n-grams were used
to train a support vector machine classi�er, with which new texts
can be automatically labeled. Xiao et al. observe that n-grams
indicative of the high-empathy class are o�en expressions which
indicate re�ection, while n-grams of the low-empathy class relate
to probing for more information or giving concrete instructions
(Xiao et al., 2015).

An n-gram solution to detect phrases which are common in
phrases expressing empathy is problematic in the context of this
project, as the number of misspellings and varying grammatical
structures yields unreliable n-grams and sparse representations.
A severe �ltering and error correction can mitigate this problem
partially. Such �ltering can consist of a simple stemming or a
full spell-checker, which may improve the accuracy at the cost of
interpretation accuracy. Despite this improvement, the varying
grammatical structure is still problematic for n-grams with n
more than 1.

�e third strategy de�ned by Spring et al. is to classify emotion
through neural network models. �ey mention LSTM models as
a good candidate models for such tasks, which is used in several
studies (Feng et al., 2019; Khanpour et al., 2017).

�e LSTM model used by Khanpour et al. (2017) uses con-
volutional and LSTM layers to process messages from a lung
cancer discussion board on the Cancer Survivor’s Network. �e
ConvLSTM model was compared to rule-based approaches (the
�rst of the strategies de�ned by Spring et al.) and was found to
outperform them signi�cantly. �e convolutional layers in the
model were implemented to achieve dynamic embeddings of the
input, a�er which LSTM layers were used, in combination with
a so�max activated fully connected layer to produce the output
classi�cation.

In general LSTM models are popular in sentiment and emotion
classi�cation tasks. However, since Google researchers published
the BERT model, this architecture has been used in emotion
classi�cation and sentiment analysis as well. Although BERT
has not been used for empathy classi�cation yet, it has proven
to perform well on similar sentiment and emotion classi�cation
tasks.

Sun et al. (2019) compare LSTM and BERT models in sentiment
classi�cation. �ey use aspect based sentiment analysis, spli�ing
di�erent sentiment u�erances in a text along the aspects they
evaluate (Saeidi et al., 2016). For example, in considering reviews
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of products with aspects which are positive and which are nega-
tive, these aspect based models should be able to disambiguate
which aspect is positive and which is negative. A biLSTM model
outperformed the BERT model when it was trained on raw data
but with preprocessing, BERT outperformed the biLSTM model.
�is preprocessing consists of feature extraction from the input
sentences. For the Kindertelefoon data, feature information apart
from the raw text is available which could be applied in a similar
way. As aspect based analysis is too complex for this study, the
assumption is made that messages either contain an empathetic
expression or do not and that each message has only one target.

Li et al. (2019) also compare LSTM models to BERT models in
the context of sentiment analysis. Like Sun et al. (2019) they use
BERT as an encoder and compare several classi�cation output
layers which produce a class prediction. �e datasets used are
reviews of consumer products, speci�cally laptops, and of restau-
rants. �e simplest linear output layer already outperformed
LSTM models, but the BERT model using a gated recurrent unit
layer and the model using a self a�ention layer performed best
on the laptop data and restaurant dataset respectively.

Other constructions using BERT as encoder are also used in
emotion classi�cation. In Yang et al. (2019), multiple u�erances
were concatenated into one input, separated by [SEP] tokens.
�is was possible because of the small size of the documents. �e
output of the BERT layers are separated along the input [SEP]
tokens. �e output sections were pooled using max pooling,
and subsequently classi�ed per u�erance. �is setup bene�ts
from very fast training because of the simultaneous processing
of multiple documents. However, due to the document length in
the Kindertelefoon data, this is not possible in this study.

2.3 Empathy for youths versus adults
On the Kindertelefoon forum, the expressions of empathy are
posted by both teens and Kindertelefoon volunteers. Several
studies indicate that empathetic skills are still in development
in the age range in which the teens which visit the forum are,
although variations exist in the extent with which and exact
age range in which these developments occur. In a review of
studies on empathy development in adolescents (age range 11 -
18), Silke et al. (2018) have found a variety of operationalizations
of empathy. For example, a number of studies chose to only
investigate the a�ective aspects of empathy while others limited
themselves to the cognitive aspects.

Stern and Cassidy (2018) summarize earlier work (Eisenberg,
2000; Hart & Fegley, 1995) in their claim that sociocognitive
developments during teen years correlate with the ability to em-
pathize through the improvement of theory of mind of others,
emotional understanding of others and emotional self-regulation
and self-awareness. Haugen et al. (2008) similarly cite others
in their hypothesis that empathetic accuracy should increase as
teenages grow up, as increasing cognitive and emotional skills
facilitate a be�er insight into the emotional state of others, which
include be�er perspectivising, verbalization and abstract think-
ing. However, they were unable to �nd a correlation between
empathetic accuracy in adolescents between 14 and 19.

Eisenberg et al. (1997) observe that the detection of non-verbal
expressions of empathy is still in development in teens, which
makes them more reliant on more verbose expressions of empa-
thy, which is consistent with the perspective drawn by Haugen
et al.

In their review of studies on perspective taking and altruism,
Underwood and Moore (1982) indicate that the increased abil-
ity of role-taking is a development which is necessary for the
development of empathetic perspective taking.

Several studies have found the development of empathy to
be moderated by the gender of the teenagers under study. Van
Tilburg et al. (2002) �nd that there is a strong e�ect of age on
empathy between ages 11 and 14 but only for girls with only a
weak e�ect for boys. Kalliopuska (1983) found in an evaluation of
empathy among school-aged children that while girls in general
have a higher empathy score as measured with a self-report and a
peer-report questionnaire, empathy scores did increase with age
between ages 11 and 19. In a neurological study on gender dif-
ferences, Christov-Moore et al. (2014) cites many sources which
indicate a higher empathy among adolescent girls is higher than
among boys the same age. In a review of factors in�uencing
empathy development among adolescents, Silke et al. (2018) cite
many studies which have found the same result.

�e development of empathetic skills in the forum users’ age
bracket can be expected to be varied. �e forum o�ers by its
nature a more verbose expression of empathy than real life, which
alleviates part of the possible lack of empathy expression or
sensing skill users might have. �e works reporting on empathy
development are not conclusive nor concrete enough to warrant
a di�erentiation on the empathy concept based on this aspect.

2.4 Forum post hierarchy
As the call for empathy posts are primarily classi�ed through
the detection of empathy-providing posts, the relations between
the posts need to be mapped. In general, the disambiguation of
relationships between posts on internet fora is useful in a number
of ways. For example, it enables large datasets to be mined for
natural language research and discourse analysis. �e mapping
of discourse structure is necessary as is o�en not encoded on
the online resources themselves (El-Assady et al., 2018). An ac-
curate mapping of relationships between posts also helps online
resources themselves, for example to understand what answer
was given to which question in help-seeking fora. �is helps
future users �nd an answer to their similar question quickly. It
may also be used to determine when a thread should be consid-
ered ‘stale’, a state in which no new useful answers are likely
to be posted. In this la�er goal, disambiguating relationships of
posts is o�en paired with dialogue act labeling, in which posts
are labeled by their role in the forum thread (Kim et al., 2010). For
example, if in a given thread on a technology help forum there
are many posts which indicate a similar problem but no posts
occur which provide a solution, the thread may be marked as
stale and closed or alternatively may be marked as important for
more users with potential answers to see. In order to determine
which post relates to which other post, several heuristics and
algorithms can be employed.

Xi et al. developed a method to yield concise search results
for a given query from discussion boards. In developing this,
they have de�ned �ve relationship types which a post on a dis-
cussion board can assume. �ese relationship types help group
conversation threads from within a larger thread and are listed
in �gure 1. From these relationships, the question and answer
relationships are complementary. �e agreement/amendment
relationship, the disagreement/argument relationship and the
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1. �estion relationship: a user may not be clear about the
information in the previous message(s) and as a result, raises
more questions in the replied message. �is type of relationship
is a very good indication of a shi� in topic.
2. Answer relationship: Current message answers the question
of the previous message(s). [. . . ]
3. Agreement/Amendment relationship: In the replied message,
user expresses their agreement or adds amendment to the infor-
mation presented in previous message(s). [. . . ]
4. Disagreement/Argument relationship: In the replied message,
user expresses their disagreement or argument to information
presented in previous message(s). [. . . ]
5. Courtesy relationship: “�ank you”, “You’re welcome” mes-
sages. [. . . ]

Figure 1: Five types of relationships posts may have ac-
cording to Xi et al. (2004)

courtesy relationship may refer to a statement, answer or ques-
tion and are therefore not as clear-cut as the question-answer
pair.

In their papers, Shrestha and McKeown (2004) and Cong et al.
(2008) describe several approaches for classifying sentences as
questions. �e easiest approach is to use regular expressions to
identify question marks and keywords which indicate questions,
such as what, who, where, why, when and how. �is approach is
easy to implement but fails to detect questions in a declarative
form such as ‘I would like to know how deal with this.’. Addition-
ally, question marks may be used to express uncertainty instead
of a question, which leads to false positives.

Shrestha and McKeown (2004) propose using part of speech
(POS) tags for the text to classify. Each sentence is tagged and
the �rst and last �ve POS tags are used to classify the text. In
their comparison with manually annotated data, they found that
this method works well for interrogative questions but still not
for declarative questions.

Cong et al. (2008) combine keyword detection with the method
proposed by Shrestha et al. and encode texts such that all but the
keywords are POS tagged. �is yields a text encoding which looks
as follows: ‘where, can, <PRP>, <VB>, <DT>, <NN>’. �ey
then used n-grams (n=1-2) of this data to train a classi�er. �ey
compared their approach with those of Shrestha and McKeown
and a keyword detection approach and found signi�cantly be�er
results in their approach with �1scores of 0.24, 0.86, 0.84 and 0.97
for keyword detection, question mark detection, the approach
by Shrestha and McKeown and their own approach respectively.

To pair the appropriate answer to the detected question, Shres-
tha and McKeown use a similarity score, under the assumption
that an answer uses the same vocabulary as the question. Cong
et al. take this basis but improve it with features from the forum
such as reply distance.

�e relationships from �gure 1 which are less clear-cut than
question-answer pairs may be uncovered by similarity, heuris-
tics and meta features (features which are not post content). In
recovering thread structure from discussion fora in which thread
structure is not represented in the website, Y. Wang et al. (2008)
use cosine similarity to detect posts which use similar language.
From this, they compose a graph of post responses with similar
language use and restructure the thread in correct response order.

Many models, such as the �readReconstructor by El-Assady
et al. (2018) but also the studies by Kim et al. (2010) and Aumayr
et al. (2011), use features which are not part of the posts’ content
and may be speci�c to the dataset in question to help determine
post relations. �is may range from time distance, post distance
or di�erent authors (Aumayr et al., 2011; El-Assady et al., 2018),
to the number of question marks, exclamation marks and URLs
in a post, or even user pro�les with information of which type
of post is o�en posted by that user (Kim et al., 2010).

3 Language model background
�e following sections provide background information on sev-
eral aspects of language modelling relevant for this project as
described in previous works.

3.1 Word representation
In an n-gram word representation such as the one used in Xiao
et al. (2015), each text is encoded as a series of word pa�erns.
�ese word pa�erns are called n-grams and may have di�ering
lengths =. For example, a common = = 3 n-gram (also called a
trigram) in this text is “call for empathy”. N-grams are derived
from a corpus of texts in which every word combination of =
words is counted. �e �nal n-gram set usually only includes
n-grams with a minimal frequency number in order to reduce the
number of n-grams which are used to encode texts. �ese text
encodings can be used in a classi�cation algorithm by calculating
the Maximum Likelihood Estimate (MLE) for each class for new
combinations of n-grams in new documents, but they can also be
used as features in other models. In the coming section, n-grams
are considered as features for a model and not as a standalone
MLE classi�cation method.

N-grams enable localized context to be used, as they encode a
section of text instead of a single word. �ese contexts are limited
however, as n-grams for = > 3 rarely improve performance
over uni-, bi- and trigrams. N-grams with a large = also get
increasingly rare in texts because of the lower probility of any
= words occurring if = is large. For example, the = = 5 n-gram
‘�e BERT model performed be�er’ has only one occurrence in
this text, whereas the = = 3 n-gram ‘�e BERT model’ occurs 68
times.

�e expected grammar and spelling inconsistencies in the
Kindertelefoon data make an n-gram representation a poor choice,
as misspellings, uncommon contractions and loanwords yield
many unique n-grams. Additionally, grammar mistakes increase
this problem for n-grams with = > 1 as grammar mistakes yield
unusual contexts. Like word-based n-grams, character based n-
grams can be constructed. Character n-grams do not su�er from
the downsides caused by grammar and spelling inconsistencies
as much, as they are concerned with much smaller pieces of text.
However, character n-grams lack the ability to use even localized
context for the same reason.

A wordpiece representation such as the one presented in Sen-
nrich et al. (2015) can represent words in a vocabulary like uni-
grams but can additionally subdivide unknown words into char-
acter n-grams. �is gives the model the best of both worlds: a
representation of whole words if the word is known and word
pieces if the full word is not in the vocuabulary. �is enables a
model to use information from a part of the word if the full word
is unknown but also from a misspelled word, without the need
for extensive preprocessing of the data, during which informa-
tion is lost. A wordpiece representation can for example divide a
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word such as the misspelled word “misrepersenting” into “mis”
+ [UNK] + “##ing” which captures valuable meaning from the
word despite the word not being in the vocabulary. �e pre�x
‘mis’ is indicative of a negation and the ending ‘ing’ indicates
that the word is most likely a verb or a noun. �e context of the
sentence can provide more evidence on which of the two it is.

3.2 Text representation
Regardless of whether the input features for a machine learning
model are plain tokenized texts, n-grams or wordpiece word
representations, they need to be organised in a speci�c way. For
di�erent models, optimal text representations may di�er, as is
the case for the two models which are used in this study.

Many models use a ‘bag of words’ representation, which is
constructed in terms of the vocabulary of a model. Each vector
representing a text has a dimension for every word in the vocab-
ulary, in which the frequency of that word in the text is encoded.
Large vocabularies enable very diverse texts to be represented
accurately without gaps but yield sparse representations. Small
vocabularies consisting only of more common words yield less
sparse representations but leave more gaps in the text represen-
tation because of words missing from the vocabulary. A major
disadvantage of the bag of words representation is the loss of
word arrangement, as all texts are encoded as frequencies of the
vocabulary items. Additionally, as the representation is based on
the frequency of the terms, words with a high prior probability
weigh in more than words with a low probability, even if words
with a low probability might be more informative.

�e TF-IDF representation (Term Frequency Inverse Docu-
ment Frequency) takes word rarity into account by multiplying
the term frequency with the ;>6 of the inverse document fre-
quency. �is yields a combined score of how many times a word
is featured in one document in relation to how frequently it oc-
curs in all documents. �e TF-IDF formula is shown in equation 1,
in which C 5C,3 is the raw term frequency of term C in document
3 , N is the total number of documents and 3 5C the number of
documents in which the term occurs.

)����C,3 = C 5C,3 × log
(
#

35C

)
(1)

Alternatively, texts can be represented in the original order, indi-
cating not the frequency but the vocabulary index in each posi-
tion. �is yields a representation in which the order of original
text remains intact, which is valuable information discarded in
TF-IDF and BOW methods. Representations in which the words
are presented in the original order must have some other way of
mapping the vocabulary to the input, and can additionally not
access frequency data for important words directly, though this
can be inferred.

3.3 Embedding
�ere is no inherent meaning in TF-IDF or BOW text representa-
tions, which is why these representations are used in combination
with an embedding layer. Usually, these embedding layers are
trained to represent words with vectors in such a way that similar
words yield similar word vectors. For example, the embedding
vector for the word ‘king’ will be similar to the word ‘queen’ but
also to the word ‘man’, though they will be similar in di�erent
dimensions of the embedding. �ese similarities are based on
co-occurrence, which is a feature which is naturally represented

in frequency based representations. �is embedding is based on
the assumption that frequently co-occurring words are similar
words. A�er training, the word embeddings are simply saved in a
lookup table with the original words. �ese word embeddings are
the same for each occurrence of the word, regardless of context
in the sentence.

�e Embeddings From Language Models (ELMo) word embed-
ding is more dynamic. Instead of training static vectors, ELMo
embeddings consist of trained functions of hidden states in the
model it is applied in. �is means that the embedding for the
same feature can di�er based on surrounding features, although
the embedding will be at least somewhat similar regardless of
context. In LSTM models, for which ELMo is best suited, this
means that the embedding for the input in each step is dependant
on the previous step.

Transformer models produce similar context dependant em-
beddings, as this is the core of the encoding part of the model. �e
lack of innate sequentionality in tranformer models enables them
to use truly bidirectional context in these embeddings, instead of
only using past information as is the case in ELMo.

3.4 Imbalanced data
As the proportion of texts containing empathetic expressions
is small, the dataset will be imbalanced, which has large conse-
quences on training and evaluating the models. �ere are two
principal methods of coping with class imbalance: oversample
the minority class (or undersample the majority) or incorporate
the class imbalance in the model.

�e simplest way to balance classes is to undersample the
majority class until the classes are balanced. As this removes a lot
of training data from the model, this is undesirable. Duplicating
texts from the minority class until the classes are balanced does
not cost information, but does not add information to the model
either. Additionally, since minority samples may be duplicated
many times before the classes are balanced, this oversampling
technique is prone to over��ing the minority class data and as a
consequence poor performance on real world data.

�e Synthetic Minority Over-Sampling Technique (SMOTE)
(Chawla et al., 2002) uses the average of K nearest neighbors of
texts in one class to synthetically produce new examples. �is
only works if the features are in a space in which the scale is
meaningful and not in a categorical space in arbitrary order. �is
means that a feature embedding such as Word2Vec should be
used to produce averages, and not a vocabulary encoding such
as bag of words.

�e other principle method for coping with class imbalance
is to incorporate it in the model. For machine learning models,
the loss function can be altered to be more punishing when
minority texts are misclassi�ed, as was implemented for BERT by
Madabushi et al. (2020). �ey customized the BERT loss function
by multiplying it with a label dependent weight. �ough the
results are promising without a need for synthetic data, this
technique is not as tried-and-true as synthetic oversampling and
is therefore not applied in this study.

3.5 Models
A large range of models which are able to process text in some
form been developed over time. �e models highlighted in the
following section are therefore not an exhaustive list but are
meant as an insight into state of the art models which are relevant
to the subject of emotion classi�cation in natural language.
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(b) RNN steps unfolded resembles a sequential model with input
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Figure 2: Visualization of a recurrent neural network. -8
denotes input at timestep 8, ℎ8 the hidden state and '##8
the recurrent layer with parameters in timestep 8.

3.5.1 LSTM
In their study of computational models for empathy, Spring et al.
(2019) determined that deep learning models yield best results.
Speci�cally LSTM recurrent neural networks are advised. �is
model type is likely to work for empathy classi�cation, as it has
been been used on similar text content analysis classi�cation
tasks previously, which is why the �rst model used in this study
is an LSTM model.

�e LSTM layer for which the LSTM model is named is a re-
current layer, which means that there is a recurrence looping
over the data it processes. �is recurrence is shown in the loop
in �gure 2a, which shows an example of recurrent neural net-
works in general. It can be thought of as a series of feed forward
layers which each have an input in addition to the output of
the previous layer as can be seen in �gure 2b, with the major
di�erence between the two being the shared weights in all steps
in a recurrent neural network (RNN).

�e input in each step makes RNN models very suitable for
sequences of information with a start and an end, or data with a
speci�c time associated with it. In each step of the recurrent loop,
the output of the previous step is used in conjunction with a new
section of data to produce a new output. �ese output are called
‘hidden states’ and are denoted in �gure 2a and 2b by ℎ8 . �is
enables each step in the recurrent layer to use information from
the previous step. Because each output is a�ected by the previous
step, each step is a�ected by every previous step, although e�ect
size of any given step decreases with every step taken in the
recurrent loop.

To be able to make use of information that was encountered
more than a few steps ago, LSTMs were introduced (Hochreiter
& Schmidhuber, 1997). �e LSTM layer in an LSTM model has a
so-called ‘cell state’, which is a mechanism which can store in-
formation and is separate from the direct transfer of information
between steps. �is cell state helps the layer retain information

h0

C0 C1 h1

X0

Concatenation
Dot product

Elementwise addition
Transformation (sigmoid or tanh)

1 2 3

Input for step ixi

hi

Ci

Hidden state for step i

Cell state for step i

Figure 3: LSTM visualisation, see also Olah (2015).

from multiple previous steps and enables longer term dependen-
cies to be resolved. Each step in the LSTM layer has two outputs,
the current cell state and the layer output, feeding into the next
step. In each step, the cell state is updated by adding a concate-
nation of the output of the previous step and the input for the
current step to the input cell state vector.

Figure 3 shows the operations in each step in the LSTM layer.
It is divided into three sections: deleting old values from cell
state (1), inserting new values into cell state (2) and producing
outputs (3). Figure 3 and the following section on LSTM models
are adapted from Olah (2015).

Before section 1 in �gure 3, the hidden state and the input for
that step are concatenated. For the �rst step, the hidden state is
a matrix with random initialisation weights and for every subse-
quent step it is the output of the previous step. �is concatenation
forms the input vector [ℎ8−1-8 ] for many of the operations in
the layer.

In the �rst section of the LSTM layer, the values which are to
be replaced in the cell state are deleted from the cell state. �ese
values are determined by the input vector [ℎ8−1-8 ] scaled and
o�set by weight,34; and bias 134; and subsequently squashed
by a so�max function, �nally yielding 534; , the to be deleted
values.

534; = f (,34; · [ℎ8−1, -8 ] + 134; ) (2)

�e product of 534; and the previous cell state then yields the cell
state with diminished weights � ′, ready for new weights to be
inserted.

� ′ = 534; ·�8−1 (3)

In the second section of the LSTM layer, candidate values for the
cell state are selected and inserted into � ′. A so�max squashed
scaled and o�set input 58=B which determines the values to be
updated (similar to section 1 where values were depleted) is multi-
plied with candidate values�20= , which has a hyperbolic tangent
activation which is similarly scaled with a separate weight and
bias.

58=B = f (,8=B · [ℎ8−1, -8 ] + 18=B ) (4)
�20= = tanh (,2 [ℎ8−1, -8 ] + 12 ) (5)

�e cell state for the current step �8 is then calculated by adding
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Figure 4: LSTMmodel as implemented by Khanpour et al.
(2017).

the product of the insertion and candidate matrices (58=B and
�20=) to the prepared depleted cell state � ′.

�8 = �
′ + (58=B ·�20=) (6)

In the third section of the LSTM layer, the new hidden state
output is created, based on the combined inputs and the current
cell state. A hyperbolic tangent activation function is used to
squash the cell state, the output of which is multiplied with the
input concatenation which is squashed with a sigmoid fuction.

ℎ8 = tanh (�8 ) · f (,>DC · [ℎ8−1, -8 ] + 1>DC ) (7)

�is hidden state then serves as an input for the next step, along
with the next item in the input sequence, usually the next dimen-
sion in the bag of words vector.

Reference LSTM models. �e LSTM models developed by
Khanpour et al. (2017) and Saeidi et al. (2016) serve as a basis
for the LSTM model developed in this study. �e models as
described by Khanpour et al. (2017) and Saeidi et al. (2016) are
also implemented in this study to serve as a comparison.

�e model by Khanpour et al. (2017) uses two convolutional
layers and two LSTM layers. �e convolutional layers serve
as trainable localized �lters which can detect speci�c pa�erns
in the data. �e use of two convolutional layers enables the
model to recognize pa�erns within the pa�erns detected by the
�rst convolutional layer. As the data is one dimensional, one
dimensional convolutional layers are used, with 64 �lter channels
with a size of three items. Figure 4 visualizes this model.

�e model by Saeidi et al. (2016) is simpler and employs a
bidirectional LSTM layer, which consist of two LSTM layers
sequentially, with the second layer processing the input back to
front. �is model was adapted to give a single binary output but
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Y
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LSTM 
(right to left)

Fully connected 
(softmax)

Figure 5: LSTM model as implemented by Saeidi et al.
(2016).

retained the same activation. �e Saeidi et al. model is visualized
in �gure 5.

Advantages and disadvantages. �e biggest advantage of
RNNs in general is their ability to take into account previous
input when processing the current step. LSTMs increase this
ability by enabling the model to retain information across many
steps as the cell state is only partially updated every step. �is
context awareness allows these models to be�er model for exam-
ple a negation, which can be very in�uential in the outcome of a
classi�cation task. It also enables the modelling of the meaning of
a combination of words. �is is useful in for example translation
tasks, as sentences such as ‘I like to walk’ cannot be translated
word for word in Dutch (‘ik wandel graag’). Here, it is useful to
be able to combine the meanings of ‘like’ and ‘to’ into the single
word ‘graag’.

�is ability to use context does have its limitations. Because
of the sequential nature of the recurrent models, only previously
seen data can be used as context. �ere is no ability to alter
previous steps with new information. In other words, the context
awareness is one-sided. Bidirectional models a�empt to circum-
vent this limitation by stacking two recurrent layers in a model,
one processing the input from le� to right, the other processing
it from right to le�. �is enables the model as a whole to use two-
sided context, but only one side at the time. �is is the approach
taken in the Saeidi et al. (2016) model.

Another disadvantage which is inherent to the dependency of
each recurrent step on the previous step is the limited ability to
parallelize. �e steps in a recurrent layer have to be taken one
by one, as they are dependant on the previous step.

3.5.2 Transformers
Since the study of Spring et al. (2019) was published, the Bidirec-
tional Encoder Representations from Transformers (BERT) model
has outperformed LSTM models in many natural language under-
standing tasks including sentiment classi�cation tasks (Li et al.,
2019; Sun et al., 2019). Since the empathy detection task requires
a high level of natural language understanding, the BERT model
is thought to be suited for this task as well. As the BERT model is
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based on transformers, which in turn were the successors of the
LSTM models, the transformer architecture is elaborated upon
here as background for the BERT model.

Adaptions to the LSTM models. As mentioned, stacking
LSTM layers proved useful in solving the birectionality problem,
and this concept of stacking two LSTM layers was also applied
in so-called encoder-decoder architectures. �ese models encode
entire sentences as a representation vector, capturing the mean-
ing of ‘I like to walk’ in a context vector and using a decoder
LSTM to decode it in another language (Cho et al., 2014; Sutskever
et al., 2014), hence these models encode input and decode into
another feature space. Figure 6a shows a simple example of such
an architecture.

Another improvement was made by enabling models to select
which cell state information in the LSTM layer is most relevant
in the current step. �is ability is called an a�ention mechanism.
�is a�ention mechanism formulates a query of what the model
is modeling. �e entire input sequence can then be compared
to this query and appropriate focus can be put on speci�c parts
of the input sequence. For example, in the machine translation
task mentioned earlier where ‘I like to walk’ was translated to ‘ik
wandel graag’, a�ention can be used to map the word ‘graag’ to
both ‘like’ and ‘to’, even though they are not in the same location
or even consist of the same amount of words. �is ability to
selectively use input features which is relevant at that point in
the process proved very powerful and yielded good results in
sequence to sequence models5.

�e concept of a�ention proved so powerful in detecting which
relations were relevant for the model, they were considered ca-
pable of capturing meaning without the use of LSTM layers
(Vaswani et al., 2017). �e encoder-decoder architecture with
a�ention mechanisms and without LSTM layers is known as the
transformer architecture.

Transformer architecture. �e encoder-decoder architec-
ture which characterises transformers is visualised in �gure 6a.
Whereas the encoder and decoder in previous models consisted
of LSTM layers, transformer models use feedforward neural net-
works in combination with a�ention mechanisms. Most trans-
former models use a stack of encoders and decoder layers instead
of a single layer, as depicted in �gure 6b. �e encoder layers are
arranged sequentially, each encoder processes the input from the
previous layer. As the name implies, each encoding layer encodes
its input into a di�erent vector. �ese vectors are a representation
of the meaning of the input. �e a�ention mechanism can select
which of the context features weigh in on the encoding of each
feature. �is yields context-dependent word embeddings, which
are unlike traditional embedding layers in which embeddings
are trained once and therea�er constant. A stack of encoders is
able to represent the input in complex terms of meaning. �is
vector is then passed to every decoding layer, which decodes the
meaning presented by the encoding stack into the output, which
for example may be the same meaning in another language.

Figure 7 shows a detailed view of the encoding and decoding
layers, and reveals that they themselves consist of layers. In each
encoding layer in the encoding stack, self a�ention is used to
incorporate related parts of the input sequence into the encoding
of each word. For example, when encoding the word ‘it’ in the
sentence ‘the tea is cold because it is iced tea’, the words ‘the’
5As this study is not concerned with sequence to sequence models, the reader is
referred to Bahdanau et al. (2014) and Luong et al. (2015) for elaborations on several
implementation strategies for a�ention in such models. �e a�ention mechanism
used in the BERT model as used in this study is explained in section 3.5.3.
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(a) Basic transformer architecture.
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Y
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Encoder layer
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Decoder layer

Decoder layer
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(b) Transformer architecture layers.

Figure 6: Architecture of most transformer models. Fig-
ures adapted from Alammar (2018).

and ‘tea’ are relevant for the meaning of ‘it’ and are therefore
included in the encoding for the word. Other words such as
‘because’ do not contribute to the meaning of the word ‘it’ and
are not included in the encoding. Multiple a�ention ‘heads’ will
process the input simultaneously, yielding a concatenation of
di�erent self a�ention vectors. �ese di�erent heads enable the
model to a�end to di�erent things simultaneously. A feedforward
neural network is then used to combine these di�erent a�ention
heads into one encoded output and reshape the output to �t the
next encoder layer.

�e decoder layers in the decoder stack use a similar pro-
cess to form an output sequence. A self-a�ention layer mod-
els the relation of each word with regards to each other word.
An encoder-decoder a�ention layer maps relations between the
encoder output and the input from the previous decoder layer.
Eventually, the decoder stack produces an output which can be
used for classi�cation or sequence modelling, usually in the form
of a distribution over a vocabulary.

As claimed in ‘A�ention is all you need’ (Vaswani et al., 2017),
the a�ention mechanism is capable of representing meaning well
on its own. �e many a�ention layers in the transformer model
leverage this power to produce models which perform well on
various language understanding tasks.

Transformer models are still sequential (in the sense that they
cannot process one sequence fully parallel) because the decoder is
dependant on the previous output. For example, in a translation
task each word is formed by taking the encoded embedding,
positional embedding and previous output (for �rst word this is
sentence start token).
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Figure 7: Detail view of encoder and decoder layers in
transformer architectures.
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Figure 8: BERT resembles the encoder stack found in
transformers (see �gures 6 and 7, le� side).

Since the LSTM layers were replaced with a�ention and feed-
forward layers, more parts of the model have been stripped in
favour of a�ention. In the Bidirectional Encoder from Transform-
ers (BERT, presented by Google (Devlin et al., 2019)), the entire
decoder stack is absent, and the model resembles the encoder
stack of a transformer model.

3.5.3 BERT
�e BERT model is currently one of the best performing models
on natural language understanding, as shown in various bench-
marks where BERT derived models dominate the leaderboards6.
�e BERT model is built up like the encoder stack from a trans-
former, but without decoder. �e encoder stack counts 12 layers
instead of the usual 6 or so found in transformers. Since the en-
coding layers produce a context vector and not an interpretable
output sequence, a feedforward layer is usually used to perform
classi�cation or output generation based on the context vector.

BERT is capable of high performance natural language under-
standing because it is capable of representing complex pa�erns in
its weights and because it is trained on a very large dataset (over
one bilion words, consisting of a corpus of books and wikipedia).
To be able to train this complex model without the need to an-
notate all of the data, training tasks were constructed using data
which was already in the texts. �ese training tasks need to be
hard enough to require a large degree of understanding of the

6GLUE: h�ps://gluebenchmark.com/leaderboard,
MultiNLI: h�ps://paperswithcode.com/sota/natural-language-inference-on-multinli,
S�AD: h�ps://rajpurkar.github.io/S�AD-explorer/

language data in order to train the representations to encode
meaning properly. Two training tasks were employed in parallel
while training the BERT model: masked language modelling and
next sentence prediction.

In the masked language model task, a small percentage (be-
tween 10 and 15%) of the wordpiece tokens which are input into
the model are marked to be masked. �e model then predicts
each missing token based on the encoded context vector arising
from the masked token. �e model has to use words around the
missing word to encode the meaning of the missing word into
the output vector. To prevent the model from solely using context
to determine what each word means, not every word is actually
masked. 80% of the words marked to be masked are replaced
with the special [MASK] token, which indicates that there is a
token missing. Of the remaining marked tokens, half is replaced
with a random other token and half is kept original. �is ensures
that the model is also trained to take the word itself into account
when determining its meaning.

In next sentence prediction, the model is given two pieces
of text, � and �, and is tasked with determining whether text
� follows text � directly. �is helps the model train to capture
relationships between texts and capture meaning across features.
Texts � and � can be any length but are sampled such that the
combined length is smaller than the total input size which is 512
embedding features long. Text � follows text � 50% of the time.

Bert input. �e BERT model is trained on wordpiece word
features (�gure 9, -8 , see also section 3.1), additional features
can be added a�er the [SEP] token (�gure 9, �8 ). �e wordpiece
features are presented in the order of occurrence in the text, so no
bag of words or TF-IDF text representation is used. Despite the
being in original order, the model has no concept of order or se-
quentionality, which is a consequence of the full bidirectionality
of the model. �e weights which are used are dependent on the
input, not on the order of the words. To provide the model with
information on which word is placed where, this information
needs to be encoded into the input. �is is done by adding a po-
sitional embedding vector to the input before the �rst layer. �is
positional embedding vector is trained with the model, unlike in
for example transformer models in which it is hard-coded. �is
positional embedding is indicated as the %8 sequence in �gure 9.

To facilitate the training tasks, a sequence embedding is also
added to the input, which divides the input into two sequences,
allowing the model to di�erentiate texts � and � for the next
sentence prediction training task, (� and (� in �gure 9. In the
token embeddings, a [SEP] token is used to separate text� and �.
For the same task, a dedicated spot in the embedding is reserved
as a classi�cation output. �is takes index 0 in the token em-
beddings and is represented by the [CLS] token. Padding appear
as [PAD] in the token embedding. In this study, sequence � is
used to encode features not taken from the text, such as user title,
thread topic and thread tags.

Attention in BERT. As was mentioned in section 3.5.2, at-
tention mechanisms allow the model to prioritize part of the
input over another, depending on what input data is important.
In the BERT model, a�ention plays a central role. �is section
elaborates on how some data is prioritized and how the model
selects what is important.

In the self-a�ention terminology for the BERT model, a com-
parison is made with retrieving a value from a database. As such,
there is a ‘query’, a ‘key’ and a ‘value’ matrix for each feature.
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Figure 9: BERT model inputs, input tokens vector with
classi�cation (CLS), wordpiece tokens -8 , seperation to-
kens (SEP), additional feature tokens �8 and padding token
(PAD), sentence part vector with parts � and � and posi-
tional embeddings vector consisting of %8 dimensions.

�ese matrices have di�erent roles in determining where a�en-
tion is focused. �e query, being a ‘request for information’ can
be seen as a representation of what needs to be known for that
feature. �e key, with which the query is compared, represents
the knowledge that a feature can add to the encoding of another
feature. �e value is what is eventually used to add meaning
to another feature, and the extent with which this is done is
determined by how well the query and key match.

To illustrate how this works follows an example in which the
word ‘Ernie’ in the small sentence ‘Ernie smiles’ is processed.
�is example is visualized in �gure 10. �e query, key and value
vectors for ‘Ernie’ are @0, :0 and E0, and the vectors for ‘smiles’
are @1, :1 and E1. �ese vectors are the product of the embedding
with the weights,&

8
,, 

8
, and,+

8
for the query, key and value

respectively.
When encoding word 0 (Ernie), the query vector @0 is multi-

plied by the key vector :0 to produce score (0. �en, query vector
@0 is multiplied by key vector :1 to produce score (1, indicating
how much word 1 (‘smiles’) should contribute to the encoding of
word 0 (‘Ernie’). If all scores are calculated, they are divided by
the square root of the number of dimensions in the key vectors,
which is 64 in the model used in this study. A so�max function
maps these scores to values between 0 and 1 such that the sum
of the scores is 1.

�ese squashed scores are used to scale the amount with which
each word contributes to the word which is currently encoded.
�e squashed score (0 is multiplied with value vector E0 to pro-
duce /0 and squashed score (1 is multiplied with value vector
E1 to produce /1. �ese weighted value scores are summed to
produce the weighted value / for word 0. �is value is a com-
bination of meanings from di�erent words, the proportions of
which are determined by how well the query and key vector
correspond.

Ernie smiles
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Figure 10: Attention mechanism in BERT, showing one
attention head processing word 0.
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Figure 11: Multihead attention in BERT

Since both the query and key vector are a representation of
meaning for that word, they are usually quite similar. �is makes
the calculated score ( large for that word, which ensures that
the word itself contributes a large amount to the encoding. �is
makes sense, as the meaning of the word itself should have a
large impact on the embedding.

�e a�ention mechanism does not consist of only one set of
query, key and value matrices but of 12 sets, which are called
‘heads’. Each head has its own,& ,, and,+ weight matrices
and is able to learn di�erent things to a�end to. It might seem
counterintuitive to have di�erent value matrices for the di�erent
heads as well as di�erent query and key matrices but these value
matrices represent what a word means in the context of that
a�ention head.

Every word in the sentence is trained in parallel, as are all
heads. Figure 11 visualises this. Each of the vectors shown in
�gure 10 are a row in the matrices in �gure 11. �e a�ention
heads produce 12 weighted value vectors for each word, each
one a sum of the values of all other words in the context. To
reshape the 12 vectors into one vector which can be processed
by the next layer, the output of each head is concatenated so
that each word is represented by a vector of 768 (12 times 64)
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Figure 12: Multihead weighted value matrices to output

dimensions. �is vector is projected to a vector of length 64
through a weight matrix which is also trained with the model.
�is matrix combines the a�ention head outputs to a �nal output
of the a�ention layer. Figure 12 shows the concatenation and
output producing step.

3.6 Model comparison methods
�e BERT model has been proven to work well in its pretrained
form in English, but might require more data to �ne-tune than is
available. Additionally, the pretrained Dutch model might not
transfer well to the Kindertelefoon data. Because of these reasons,
both the LSTM model and the BERT model are implemented.

Many scoring formulas for assessing the performance of ma-
chine learning models exist, the most commonly used being the
accuracy score as shown in equation 8. �e accuracy score is
the proportion correctly classi�ed documents with regards to
all documents. �is score does not take into account skewed
distributions of the classes, as a classi�er which predicts only one
class regardless of the input would perform well if the vast ma-
jority of the cases do in fact belong to that class. As the majority
of documents in the Kindertelefoon data are not an expression
of empathy, the accuracy metric easily leads to a misleading
performance score.

�)1 +�
)
2

�)1 +�
)
2 +�

�
1 +�

�
2

(8)

Another o�en used performance measure is the area under the
receiver operating characteristic (ROC) curve. �e ROC curve is
a plot of true class predictions versus false class predictions for
binary classi�cation. �e area under the curve is an indication
of how well the two classes can be separated by the classi�er.
Like the accuracy score, the area under the ROC curve shows
a misleading performance if the distribution is skewed, as the
number of false class predictions is very low if the majority of
the data is one class.

Class 1 Class 2

Pred. Class 1 �)1 ��1

Pred. Class 2 ��2 �)2
Table 1: Confusion matrix

Confusion matrices are used to obtain more information about
the class predictions. Figure 1 shows a confusion matrix for
two classes, class 1 and class 2, in which the predicted classes
and actual classes are laid out. If a confusion matrix shows
many correctly predicted documents for both classes (marked
by superscript T) and few falsely labeled documents (marked by
superscript F), the classi�er performs well. To summarize this
matrix, a number of metrics exist.

�e precision metric quanti�es the fraction of correctly la-
beled documents which are predicted to belong to one class. �e
recall is a measure of the fraction of correctly labeled documents
which actually belong to one class. �ey are useful indicators
of performance, but both tell only part of the story how well a
model performs. �e precision remains unchanged regardless
of how many documents are falsely labeled. �e recall metric is
only sensitive to the performance on one class, not the other.

A measure which takes both precision and recall is the �1
score, which is the harmonic mean of the precision and recall.
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(9)

It is notable that the true class 2 (the true negative) prediction is
missing from the �1 formula. Because of this, it is still sensitive to
misleading performance scores when the data is heavily skewed
(Chicco & Jurman, 2020).

�e Ma�hews Correlation Coe�cient (MCC) is a performance
measure which includes all four quadrants of the confusion ma-
trix. �e score, shown in equation 10, is 1 if all classes are per-
fectly predicted, -1 if no classes were predicted correctly and 0
for chance level prediction. As the MCC equally weights perfor-
mance for both classes and uses proportions of both classes as a
basis for performance, it is not sensitive to imbalanced data.
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4 Dataset background
�e child help volunteer organisation De Kindertelefoon has
provided a phone line that can be called since their establishment
in 1979 and have o�ered an online live chat since 2008 and a
public forum since 2012. On all channels, children are able to talk
with adult volunteers though on the forum, they can also talk to
peers. Any subject is allowed, but on the forum there are rules
regarding privacy and explicitness. �e most common subjects
that children talk about are: relationships, sexuality, bullying,
home and family, bodily development, and spare time activities.

�e forum of the Kindertelefoon organisation allows children
between ages 12 and 18 to post questions, issues, rants and advice
of any sort, about any subject on the forum. �ese posts are
sorted into ��een topics, the distribution of which can be seen
in �gure 13.
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Figure 13: Distribution of threads per topic.

�e posts on the forum can be categorized into three types.
�ere are generic non-personal questions, which are o�en broadly
formulated and o�en take the form of a question list (one can
be seen in �gure 16a). �ey allow users to compare themselves
with peers by comparing answers to the question list with their
own. �ese threads o�en do not spark a discussion, but consist
only of �lled in question lists.

Personal questions, which are o�en highly speci�c towards
the poster’s situation, are o�en responded to with advice by peers
and/or Kindertelefoon volunteers. �ese questions are concerned
with how to deal with certain speci�c situations in a user’s life,
whether their concern is valid, and what others would do.

Lastly there are expressions of feelings, or vents. Like the per-
sonal question posts, expressions of feelings or vents are speci�c
to the context of the poster and are answered with compassion
and advice, again by either peer or volunteer. �ese types of
posts may not explicitly ask how to deal with situations but
rather express frustration, anger, sorrow, confusion or worry.

Identifying posts which call for empathy may bene�t the
Kindertelefoon forum volunteers, as these posts likely require
their a�ention. �e models developed in this study can be applied
to alert volunteers to certain messages or help them prioritize
message handling. An empathy detection algorithm can also
assist non-human response agents in building up an appropriate
response to a post in a later stage or provide a nudge for peers
or volunteers to write a certain type of response which is found
to be appropriate. In general, the language models developed
in this study can be applied to detect other pa�erns in the data
which might be important in managing the forum.

4.1 Kindertelefoon forum website
functionality

Users have to indicate their age when they make an account on
the forum. �is account is blocked when the user turns 18, but is
not deleted. Instead, the posts made by the account are labeled
‘Anonymous’ and the user overview page is cleared. �reads to
which has not posted for over six years are deleted. �ey may

also be deleted if they violate forum rules or compromise the
identity of a user.

Every user has a usertitle associated with them. �is usertitle
is based on the number of posts that child users have posted and
also di�erentiates the child users from Kindertelefoon o�cial
volunteers. �ese titles range from ‘Just new’ to ‘Familiar’ to
‘Star’ and ‘Hero’.

Forum users can mention or cite other users in their posts.
�ese are o�en users who responded previously in the same
thread although this is not always the case.

�e forum has an equivalent of a ‘like’ bu�on, which takes
the shape of a four-leaf clover. Users can give a post on a forum
a four-leaf clover in order to express that the post moved them
emotionally. �e forum states that the four-leaf clover is intended
to express support and that the four leaves of the clover represent
hope, faith, love and luck (Kindertelefoon, 2018).

4.2 Data descriptives
In total, 221707 messages were downloaded which cover 30494
threads, which means that on average threads contained just over
7 messages. For the annotation dataset, 1500 threads were drawn
from the full dataset such that the proportion of messages per
topic is equal to the full dataset. Of these 1500 threads, 18 threads
contained more than 100 messages. �ese threads were not in-
cluded in the annotation dataset. �e remaining 1482 threads
contained 9776 total messages. �e annotators which remained
a�er removal of poor performers annotated a total 6651 messages
in 1034 threads.

�e total amount of spelling errors as evaluated by the opentaal
dictionary (Opentaal, 2020) was 992.028, which is on average 4.5
mistakes per message. It is noteworthy that many of these not
true mistakes, as the used dictionary did not contain numbers.
Numbers between 2 and 10, which are most likely counts not
wri�en out and numbers between 12 and 16, which are most
likely ages, were most used. �e total number of times an integer
was featured in the texts was 297.0797. Usernames from the
forum which were mentioned in the messages made up 95.544
of the total out of vocabulary (OOV) words for the dictionary
comparison. �is leaves 599.419 mistakes without usernames
and without numbers. �e ��y most common of these words are
laid out in table 2. In this table, integers are not included.

Most common OOV words are contractions or abbreviations,
such as ‘ofzo’ (meaning something like that) and ‘mn’ (meaning
my). English words such as ‘sex’8, ‘nope’ and ‘twin’ as well as
English abbreviations such as ‘idk’ (meaning I don’t know) are
featured as well.

Due to the wordpiece tokenization, the �nal count of unknown
words which is processed by the BERT model is much lower than
the 992.028 spelling mistakes. In the entire dataset, the [UNK]
token was used 459.883 times, out of the total of 24.493.200 tokens
which comprise the whole dataset. �ese tokens were made up
of 13.997 unique words, the ��y most common of which are
presented in table 3.

Most of the words which were not parsable by the BERT to-
kenizer were individual le�ers. �e most common one, ‘n’, is
a result of the incorrect tokenization of the Dutch contractions
‘zo’n’ into ‘zo’ and ‘n’ and ‘m’n’ into ‘m’ and ‘n’, which also
explains the ‘m’ on number 5. �e individual le�er ‘t’ is a result
of the abbreviation of ‘het’ into the single le�er ‘t’. �e le�er ‘s’
7Of which 14 are also author names
8Although this could also be a misspelling of the Dutch translation seks.
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# OOV word Amount # OOV word Amount
1 ofzo 12819 26 Hoevaak 1612
2 mn 12765 27 oké 1587
3 gr 10529 28 nie 1553
4 gwn 8304 29 ok 1537
5 enzo 7455 30 dr 1536
6 sex 7292 31 nope 1500
7 xx 6609 32 hoevaak 1486
8 etc 6113 33 ookal 1445
9 zoja 5684 34 ofz 1355
10 � 5061 35 hij/zij 1338
11 hey 4765 36 Oke 1323
12 bijv 2814 37 -Dr8gon99 1290
13 Heyy 2646 38 Mn 1288
14 Xxx 2554 39 Nederland 1279
15 mastruberen 2513 40 xD 1271
16 oke 2422 41 twin 1256
17 Heey 2405 42 crush 1205
18 xxx 2358 43 it 1180
19 idd 2290 44 luca 1169
20 idk 2265 45 2x 1159
21 you 2171 46 da 1109
22 jongen/meisje 2060 47 zegmaar 1094
23 sws 1927 48 jongens/meisjes 1089
24 zn 1676 49 gezegt 1062
25 Nope 1649 50 forumregels 1046

Table 2: Fi�y most common spelling mistakes according
to the Opentaal (2020) dictionary.

# OOV word Amount # OOV word Amount
1 n 20882 26 sws 1927
2 t 14060 27 anaal 1627
3 mn 12765 28 cup 1541
4 @ 12789 29 ok 1537
5 m 9761 30 • 1322
6 gwn 8304 31 p 1309
7 x 7899 32 u 1299
8 xx 6608 33 xD 1271
9 s 5708 34 twin 1256
10 � 5061 35 $ 1199
11 k 4624 36 it 1180
12 ie 3886 37 c 1169
13 Xx 2700 38 se 1093
14 % 2574 39 i 1073
15 Xxx 2554 40 icon 1070
16 oke 2422 41 nvt 1007
17 xxx 2358 42 o 1001
18 eet 2337 43 iig 967
19 idd 2290 44 sixpack 912
20 idk 2265 45 tieten 891
21 X 2195 46 überhaupt 873
22 Cupmaat 2174 47 XD 858
23 a 2152 48 \\ 848
24 = 2052 49 ivm 847
25 neit 2003 50 oh 796

Table 3: Fi�y most common words which are not parsable
by the BERT tokenizer.

Value count
0 1

Call for empathy 5904 1154
Is empathy 6723 335
�estion 4908 2150
Answer 3882 3176
Call to action 5764 1294

Table 4: Distribution of labels for most important fea-
tures.

comes from the possesive su�x ‘’s’ which is tokenized separately
from the word of which it signi�es possession.

Some real words are not parsed, notably ‘eet’ (eat), ‘oke’ (okay)
and ‘cupmaat’ (cup size). �ere are also abbreviations such as ‘nvt’
(not applicable) and ‘ivm’ (in relation to) and slang abbreviations
such as mn (my) and � (for a moment/only), English words such
as ‘icon’ and ‘sixpack’ and abbreviations such as ‘idk’ (I don’t
know). �ere are many variations on x’s which are used to sign
o� messages throughout the unparsable list.

�ere were some none alphanumeric characters which failed
to be parsed. Number 30 in table 3 is a bullet from bulletpoint
lists. �ere were also some emoji’s, though they are not used
widely on the Kindertelefoon forum, none of which could be
parsed. �e Face with Tears of Joy, Smiling Face With Open Mouth
and Cold Sweat, and �inking Face are the most commonly used
emoji’s.

In total, there were 169 unique annotators who contributed at
least one annotation. At least 110 come from Mechanical Turk,
as these annotators can be traced to the MTurk platform either
through their website username or through email contact. �ere
were 29 annotators who participated through the Sona platform,
which leaves 30 participants which have been recruited through
social media and direct messages.

A skewed distribution of labels was expected, which drove
the choice for the evaluation methods. �e �nal distributions of
labels for the most important features is shown in table 4, which
indicates a skewed distribution as expected, especially for the ‘is
empathy’ label.

�e most commonly labeled antecedent was the �rst post
of a given thread. In total, the antecedent of 2016 of the 6651
messages were labeled as the �rst post. A total of 1130 messages
had the second post as antecedent, 560 messaged the third and
445 messages the fourth. �e thirty most frequently encountered
antecedents are listed in appendix F, as are the predictions for
the reply relation resolution algorithm, which are very similar in
count to the antecedent labels.

5 Methods
�e main goal of this study is the development of a classi�cation
algorithm for identifying texts which contain expressions of em-
pathy in a corpus of Kindertelefoon forum messages. To establish
the de�nition of what constitutes empathy in the context of this
study, related works were considered (section 2) and interviews
were conducted with psychologists, which is described later, in
section 5.1.

As was described in section 2.4, post relation information is
necessary to determine a call for empathy through posts con-
taining an empathetic response. As this is not encoded naturally
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in the Kindertelefoon data, an algorithm was developed to ex-
tract relation information from content and meta-features. �e
development of this algorithm is described in section 5.2.

Section 5.3.1 describes the features which will be used in the
language models, which are based on the empathy de�nition
established in related works and interviews and on the features
available from the Kindertelefoon forum web page.

�e language models used for both the empathy and call for
empathy classi�ers are described in section 5.4, as are the model
comparison methods.

5.1 Interview
To get a be�er understanding of what nuances exist in the speci�c
demographic which is targeted in this study, two interviews were
conducted9. �e two interviewees were both experts in the �eld
of technology mediated narratives and emotions. �e interviews
covered the de�nition of empathy in the context of online help
fora for teenagers. �e (Dutch) interview questions can be found
in appendix A.

�e aim of the interviews is to get an understanding of which
constructs elaborated upon in section 2.1.1 are speci�cally rele-
vant within the scope of this project. As mentioned in Batson
(2009), some concepts are closely related while others are more
distinct. To match concepts of empathy as closely as possible to
context of the Kindertelefoon forum, some of these concepts are
merged using the input from the interviews.

�e interviewees were asked to list what in their mind con-
stituted empathy. �ese constituents need not all be present
simultaneously but should be an important part of an empathetic
response or experience. �e interviewees were asked to relate
the relations depicted in �gure 14 to the constituent. �is was
not a dichotomous question, but rather an indication of what role
the constituents played in each relation. �is enables small di�er-
ences in empathy constituents between adult-child, adult-adult
and child-child expressions of empathy to be captured. �ese nu-
ances are important to de�ne as most literature does not capture
these distinctions.

In order to group the concepts laid out in section 2.1.1, the
psychologists were asked to group the di�erent concepts in a
number of groups as small as possible while maintaining a dis-
tinction between them. �is enabled a grounded grouping of
concepts to be used later in annotating the data.

Another goal of the interviews was to determine di�erent
strategies for identifying empathy in text. For this, interviewees
were asked what components of empathy are expressed in a
textual way and how they would go about recognizing an empa-
thetic response. For the detection of a call for empathy, similar
questions were asked. �e main focus here was on what compo-
nents of a post make an empathetic expression appropriate. For
both the empathy recognition questions and the call for empathy
recognition questions, interviewees were asked whether there
is a di�erence between adult-adult, adult-child and child-child
expression of empathy.

9A focusgroup session with Kindertelefoon employees was prepared as a practise-
based grounding alongside the psychologists interviews. �e session was meant to
give a be�er understanding of the types of questions children ask, the nature of the
situations that are encountered and the data that was processed as well as insight
on the di�erences between messages on the di�erent media that the Kindertelefoon
employs (chat, phone and public forum) and the interaction between them. �e
focus group also served to validate assumptions made about the data, the concept
of empathy and the selection of posts to which to reply by the volunteers. �e
focusgroup session could not take place because the Kindertelefoon was unavailable
at the time of study.

Figure 14: Visualisation of empathizer-target relations of
adults and children on the forum.

In the open question part of the interview, the indicators of
empathy that were mentioned most were recognizing feelings
another may have and providing feedback about that recognition,
which �ts in with the �rst de�nition of empathy as described in
section 2.1.1.

Both interviewees felt like there was an action component
missing from the empathy de�nition. In many posts on the forum
which answer help-seeking questions, a call to action is made.
�is is o�en preceded (or at least accompanied) by an empathetic
response but is not in itself a part of the empathetic response.
One interviewee proposed ‘compassion’ as a concept to use to
detect which messages should be responded to. �e concept of
compassion includes a recognition another person’s emotions
and may include emotional resonance, which can be seen as
empathetic, but also include a call to action to alleviate su�ering
(Strauss et al., 2016). �is description �t the responses seen on the
forum well, but other aspects of compassion, such as the focus
on su�ering and the recognition of the universality of human
su�ering do not stroke with the content on the forum. Many
questions and posts on the forum, including ones which call for
empathetic responses, are not concerned with su�ering. Such
posts include questions about feelings, going through puberty or
generally any question which is too embarrassing for the users
to ask real life friends or parents. Since the ‘call to action’ is
a signi�cant part of the help which is o�ered on the forum, it
was considered as a feature in this study, but since the concept
of compassion has a poor �t in other aspects, the core concept
remained empathy.

In comparing what empathy means for adolescents with how
it is described in academic literature, the interviewees indicated
that both in the call for empathy as well as the giving empathy
part of the interaction, adolescents will respond di�erently than
adults. In the call for empathy, adolescents may not immediately
or clearly indicate what is really going on. Although circumven-
tial descriptions are not absent in adults, they are expected to be
more prevalent in adolescents. For this reason, follow-up ques-
tions to �nd out what is actually happening or what the message
actually means may be more important in this context than it is
for help seeking messages for adults. With regards to providing
empathetic responses, adolescents may not be as skilled as adults
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in registering what another person is going through and provid-
ing appropriate feedback indicating this. However, no suggestion
was made that speci�c components of empathy would be more
or less appropriate for this age bracket.

In the part of the interview in which the constituents of em-
pathy are reviewed and grouped, one interviewee noted that the
constructs form a scale of a small to a large amount of empathy as
opposed to discrete components which exist in parallel in terms
of amount of empathy. �e combination of constituents four and
�ve (empathy as imagining how another is thinking and feeling
& empathy as literally perspectivising) was the only grouping
found in both interviews. Constituents seven and eight (empathy
as feeling distress because of another person’s malaise & empa-
thy as feeling for another person’s su�ering) were found to be
close as they are both concerned with the empathizer feeling
distress, but were found to be di�erent a�er all because of the
reason behind the feelings of distress.

Constituent two (empathy as physical mimicry) was not found
relevant by interviewees, as many of the triggers of the physical
mimicry are absent in the online context of the forum.

5.2 Relations between posts
As mentioned in section 2.4, several similar studies list several
post relation types. �ese include question-answer pairs, exam-
ples, similarity, temporal sequence, elaboration, (dis)agreement
and courtesy relations. Some of these relationships are easier
to detect than others. �e question-answer pairs, temporal se-
quence and similarity relations have the most literature to sup-
port a grounded method. Hence, these are the relationship types
that will be covered in this project.

Methods for �nding these relationships are described in sec-
tion 2.4 and include simple temporal relation detection, similarity
scores (Y. Wang et al., 2008), unsupervised learning (Cong et al.,
2008; Shrestha & McKeown, 2004), supervised learning (H. Wang
et al., 2011), heuristics and non-content features (Aumayr et al.,
2011; El-Assady et al., 2018; Kim et al., 2010) and several combi-
nations of these methods. In this study, a combination of meta
features, similarity, supervised learning and heuristics were used.

�ese methods are distinct, and are represented as a complex
decision tree. �e tree is complex in the sense that each branch
has additional conditions which need to be ful�lled and in the
sense that multiple paths lead to the same end node. �e nodes
in the tree are placed in order of con�dence, the strongest in-
dications of a response relation between posts is checked �rst,
the weakest last. Every subsection in this section of the report
represents a main node in the tree, and as such the order of the
subsections represents the order in which a post relation is eval-
uated. A high-level representation of the dependency tree can
be seen in �gure 15. In an e�ort to contain the complexity of the
dependencies, each post is assumed to be a response to exactly
one other post. �is is considered overly simplistic by some (El-
Assady et al., 2018; Y. Wang et al., 2008; Wolf & Gibson, 2005),
but is necessary because of the limited scope of this project.

5.2.1 List type post
In the �rst node in the tree, the post type was identi�ed. All
responses in the list type threads were assumed to be a response
to the original post. Such threads start with a series of questions
and are answered by several users, o�en repeating the questions
when adding answers. An example of such a list type post can be
seen in �gure 16. Both 16b, and 16c are responses to a question list.

Figure 15: Dependency builder architecture.

�is �gure shows how similar the responses are to the original
post, as even the question at the top and the closing statement at
the bo�om are copied over to the responses in this example. �is
is an example of the dataset-speci�c features which mentioned
by El-Assady et al. (2018).

5.2.2 Literal mention and quote
Mentions and quotes made with the mention or quote mecha-
nisms on the website were checked next. If a post was quoted,
the quoted post was looked up and marked as the antecedent. If a
user was mentioned, the last post in that thread by the mentioned
user was marked as the antecedent. If multiple users were men-
tioned, the most frequently mentioned user was picked. If this
was a tie, the �rst mentioned user of the tied users was picked.

5.2.3 High similarity/implied quote
Direct quotes of previous posts were detected through analysing
the similarity between the posts. A very high similarity between
posts can only be caused by a citation from a previous post,
even if the citation was not made through the built-in quotation
function on the forum. If a very high similarity between a post
and a previous post is detected, the previous post is assumed
to be quoted and marked as the antecedent of the post being
checked at that time. �is does not hold for the ‘list’ type post, as
can be seen in �gure 16. In list type posts, responses have high
similarity among each other and may have higher similarity to
each other than to the post they reply to. For this reason, the
lists type posts were identi�ed before the high similarity/implied
quote step.

�e method of calculating similarity scores between posts
was the same as used in Y. Wang et al. (2008), who used the
TF-IDF similarity score to detect post structure in a newsgroup
type of online environment. Firstly, a vocabulary of all words
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Heyy ik heb een paar vraagjes voor jullie ;)
1 hoe oud ben je
2 jongen/meisje
3 heb je een religie zoja welke
4 ben je wel eens onzeker zoja waarover
5 wat is je lengte
6 naar welke soort muziek luister je
ik hoop dat jullie hem willen beantwoorden‼

(a) Example of a ‘list’ type post, asking questions about
the lives of peers.

Heyy ik heb een paar vraagjes voor jullie ;)
1 hoe oud ben je 14
2 jongen/meisje JONGEN
3 heb je een religie zoja welke NIET ECHT
4 ben je wel eens onzeker zoja waarover ME BUIKJE
5 wat is je lengte 170 CM
6 naar welke soort muziek luister je POP
ik hoop dat jullie hem willen beantwoorden‼

(b) One response to the question list.

Heyy ik heb een paar vraagjes voor jullie ;)
1 hoe oud ben je 14
2 jongen/meisje jongen
3 heb je een religie zoja welke christelijk
4 ben je wel eens onzeker zoja waarover niet echt maar
mischien mn gewicht
5 wat is je lengte 167
6 naar welke soort muziek luister je top 40 meestal dsu
eog pop
ik hoop dat jullie hem willen beantwoorden‼

(c) Another response to the same list, very similar to
the post in �gure 16b.

Figure 16: Two responses to a list type question post. Nei-
ther are the original post, both have copied the original
post and added answers to the questions. �ese responses
show incorrect high similarity antecedent assumption for
list type posts, as these posts are more similar to each
other than to the post they respond to.

in the thread was made. �e TF-IDF score was calculated for
every word in the vocabulary for each post in the thread (see
equation 11). �is resulted in a weighted encoding for each
document, weighted by the term frequency in each document and
the inverse document frequency of each word. �is weighting
was applied to lower the distinguishing ability of words which
occur frequently in the entire thread. �e post similarity score
was �nally calculated by multiplying the thread TF-IDF matrix
with a transposed TF-IDF matrix, which yielded the similarity
matrix. Table 5 shows an example of such a similarity matrix,
in which post 4 quotes post 1, which is indicated by the high
similarity between the posts.

1 2 3 4
1 1
2 0,21 1
3 0,18 0,02 1
4 0,91 0,05 0,14 1

Table 5: Example of a similarity matrix indicating a direct
quote of post 1 in post 4.

Di�erent implementations of the TF-IDF formula exist, the
following (: = 1 smoothed) formula was used.

)����C,3 = C 5C,3 × ;>6
(

1 + #
1 + 3 5C

)
+ 1 (11)

in which C 5C,3 is the raw term count in a document, N is the total
number of documents and 3 5C the number of documents in which
the term occurs.

5.2.4 Implied mention
Not all mentions of users were made using the mentioning mech-
anism on the forum. If a user was mentioned by having their
username typed out, it does not show up as a mention as pro-
cessed in section 5.2.2. Because of this, posts were searched for
usernames of users which had previously posted in the same
thread. As was done for the proper user mentions, the last previ-
ous post for the mentioned user was selected as antecedent for
the post in which that user was mentioned. �e implied mention
was considered a less con�dent indication of post relation than
the implied quote (the previous node in the tree) because the im-
plied quote referred to a speci�c post, while the implied mention
referred only to a user and might have referred to any post by
that user.

5.2.5 �estion/answer relationship
As mentioned before, Xi et al. (2004) have proposed �ve types of
relationships which posts on a forum may have, among which are
question and answer relationships. To detect question-answer
relationships between posts, �rstly the presence of questions was
detected. �en, all posts which were considered answers to the
question had the question post marked as antecedent if they had
not already been assigned an antecedent in one of the previous
steps.

Cong et al. (2008) and Shrestha and McKeown (2004) have
proposed new methods to improve upon simple keyword de-
tection for question detection (see section 2) and have obtained
signi�cantly improved results over a simple keyword detection
method. For the Kindertelefoon dataset, the same results were
not guaranteed since the language used is simpler and contains
more spelling and grammar errors, slang and contamination from
English than the travel guide forum datasets that were used in
Cong et al. (2008) Figure 17 shows an example of a post with
such spelling errors. �e presence of errors, slang and contami-
nation hinders the use of n-gram model because many n-grams
are unique. �is makes the representation more sparse, which
hinders performance. On the other hand, the smaller vocabu-
lary of the forum post authors may reduce sparsity and increase
performance. Because of these considerations, all three methods
(keyword detection, Shrestha and McKeown method, and Cong
et al. method) were employed and compared.

�e simple keyword detection covered the basic question in-
dicating keywords ‘wie’, ‘wat’, ‘waar’, ‘wanneer’, ‘waarom’ and
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Hey mensjes.als jullie Weleens eerder mijn pro�el hebben aangek-
likt weten jullie misschien dat ik zo’n anderhalf jaar een jongen
leuk begon te vindenwe hebben nou al 3x afgesproken, alleen
nou ging t mis. De laatste x was ik bij hem en waren we aan
het kletsen over vrienden en relaties en over mijn blauwtje bij
hem precies een jaar terug op de ijsbaan.nu zullen jullie denken;
ok leuk da verhaal maar wa mo�e we der mee? Nou. . . zo ong.
Dit; Ik heb het gevoel dat we nu zo close als friends zijn geraakt
dat het liefdesvuur is gedoofd. Niemand wil me geloven maar
ik ben stiekem wel blij da’k der vanaf ben. Alleen als iedereen
hem nou extra agaat plagen hij zijn vrienden zowat bij die op-
merkingen zo’n stomp gee� dat ze zowat hun ribben kneuzen
en dat we iedere x allebei kne�ergek worden van dat gekoppeld
worden. Betekent dat dan dat ik serieus NA ANDERHALF JAAR
GEWACHT TE HEBBEN MIJN GEVOELENS HEB VERLOREN
PRECIES OP HET MOMENT DAT HIJ MIJ LEUK BEGINT TE
VINDEN�? Ff laat � weten wa jullie der van zeggen. Moet ik m’n
vrienden geloven dat ik mijn gevoelens alleen wegdruk omdat ik
er vanaf wil komen en dat niet lukt, of mij volgen omdat ik denk
dat ik van de liefde genezen ben? AV bedanktmvg FenkupxPs als
jet nie snapt snap ik da want t is lastig uit te leggen

Figure 17: Example of poor spelling and grammar, in-
cluding contamination, spelling errors, grammatical er-
rors and slang.

‘hoe’, which are ‘who’, ‘what’, ‘where’, ‘when’, ‘why’, and ‘how’
respectively. Additionally, question marks were detected. �e
presence of at least one keyword and a question mark will classify
the post as containing a question.

�e Shrestha and McKeown method was implemented by us-
ing the SpaCy model (Choi et al., 2015) trained on a Dutch corpus
of news articles as this model is fast, available as a pretrained
model with a Dutch dataset and performs reasonably well. A
(linear) Support Vector Classi�er is trained and used to classify
the data. �e SVC was trained on the subset of data which was
annotated. As was done in the original study, only the �rst and
last �ve POS tags will be used for each sentence. Sentences which
are too short will be padded.

�e Cong et al. method was implemented similarly to the
Shrestha method, with a SpaCy model trained on the same Dutch
corpus for part of speech tagging and the same Support Vector
Classi�er for classi�cation. All words except the keywords listed
in the simple keyword detection method were POS tagged. Unlike
the Shrestha method, all words from every sentence are used.

�e Shrestha et al. and Cong et al. methods were trained
and tested in a ten-fold crossvalidation scheme, testing for both
accuracy and MCC score. �is was done once with all available
features and once with the k-best features, with k=200 features
using chi-square for feature selection.

�e Cong et al. method with the 200 best features performed
best out of all of these variations and is therefore the algorithm
that is used in the reply resolution algorithm. See section 6.2 for
more elaborate results.

�e answers to the detected questions were determined by
cosine similarity, using TF-IDF bag of word representations of
the posts. Cosine similarity is one of the methods of answer
detection referenced by Cong et al. (2008) and Shrestha and McK-
eown (2004) and, while the simplest of the proposed methods,

it is adequate and was chosen of methods which might have
performed be�er because these methods were not feasible within
the scope of the project.

�e threshold for similarity was determined by balancing
question-answer pair correctness with dependency correctness.
If a threshold which is too high was used, average dependency
correctness would su�er, as the �nal and last node in the tree is
based purely on heuristics. However, if a threshold was chosen
too low, performance might have been worse than the heuristics
in the last node.

5.2.6 Proximity
According to Kim et al. (2010), corresponding posts tend to be
temporally close to each other, this is speci�cally true for the
posts by the original poster. �ey also claim that posts from
non-initiators tend to not respond to one another. However,
temporal proximity is not the only factor at play. As shown
by Aumayr et al. (2011), similarity can be used to detect similar
language usage, even if it is not a direct quote. To combine these
heuristics, a back-o� penalty is applied to the similarity scores
of posts preceding the posts for which no antecedent has been
found. �is is implemented by subtracting ;>610 (:) where k is
the reply distance from the similarity score. To account for the
increased likelihood that a post is a response to the original post,
this penalty is not applied to the original post. A�er this penalty,
the post with the highest score is chosen as antecedent for the
given document.

5.2.7 Evaluation
�e algorithm was evaluated as whole, which means that the
several components are not all evaluated independently. �e only
exception is the question answer pair component, which needed
to be evaluated in order to choose the appropriate algorithm. �e
reply relations algorithm as a whole is evaluated by comparing
the accuracy of the predicted labels with the average probability
of the predictions. As the probability of correctly identifying the
reply relation by chance di�ers per message because of the dif-
fering number of messages which came before it, the probability
was calculated per classi�cation and averaged over all messages.

5.3 Features
5.3.1 Empathy related features
�e �nal selection of empathy related features in this study was
made based on the eight constituents de�ned in section 2.1, the
literature surrounding empathy in online contexts (section 2.2)
and in youths (section 2.3) as well as the conducted interviews
(section 5.1).

As suggested in the interviews, the eight constituents were
seen as a scale ranging from low empathy (represented by merely
cognitive insight) to high empathy (feeling for another because of
the situation they are in). To represent the direction in which the
feelings described by the several levels of empathy are going, a
valence scale is added. �is leads to a combined empathy-valence
score which can be used to approximate empathetic responses.

Because of the online nature of the interactions on the forum,
the only present cues for empathy is in the text of the messages.
Many physical cues which would normally indicate empathy are
absent, and with them the neurological mimicry as described in
section 2.1.2. For this reason, the physical mimicry component is
not included as a level in the empathy scale.
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In the interviews, constituents four and �ve were consistently
grouped because of their high amount of overlap. �ese con-
stituents were also grouped as one level in the empathy scale
in this study. Constituent seven and eight were also grouped
but not consistently. �e reasoning to keep these constituents
separate is the origin of the feelings for another, which lies in
the situation that the other is in for constituent seven but in the
person itself for constituent eight. �is reasoning was followed
and constituent seven and eight were kept as distinct levels in
the scale.

�is yields the �nal features for presence of empathy:
• I understand that you feel this way
• I can imagine that you feel this way
• I would feel this way if I were in your shoes
• I feel this way too
• I feel this way because of the situation you are in
• I feel this way because of what you have been through

Along with valence levels to indicate which emotion should
be �lled-in in the empathy type description:

• happy
• cheerful
• apathetic
• touched
• hurt
• sad
• angry

5.3.2 Forum page features
For each thread, the thread name, tags, topic and best answer
were saved. �e thread name serves to group messages under
one uni�ed title and helps annotators determine context. �e
tags are user-generated and therefore have a large amount of
variation. �e variance in usage, in the amount and in the tags
themselves is such that the tags were not used as a feature in the
models. �e topic serves to cluster the data but is also used as a
feature in the models as messages in some topics are more likely
to require an empathetic response than in others (for example
‘emotional problems and feelings’ vs ‘sport and free time’). �e
best answer feature, though currently enabled, was disabled in
the forum for an unknown period of time (Kindertelefoon, 2017).
Because of this, an unknown amount of threads do not contain a
‘best answer’ although they might have if the feature was enabled.
Because of this irregularity, the ‘best answer’ was not used as a
feature.

For each message, the raw text is saved along with information
about the user who wrote the message, likes, mentions, citations
and the date. See �gure 18 for the full list. �e user ID as well
as the username are saved because the website is not consistent
in referring to a user by the username or ID alone. For example,
user mentions in a message refer to a username while a citation
of a previous message references only the user ID of the writer
of the previous post. Mentions and citations of previous posts
were collected as they are both highly indicative of the post to
which the current message is a reply.

5.4 Models
Combined LSTM model. �e combined LSTM model is based
on the models implemented by Khanpour et al. (2017) and Saeidi
et al. (2016), using the same LSTM layers and output generation
as used in Khanpour et al. (2017) with the input from Saeidi et al.

�read:
• Name
• Best answer
• Tags
• Topic

Message:
• Raw text
• Date
• Username
• User ID
• User title
• likes
• Mentions
• Citations

Figure 18: Features which were downloaded from the
Kindertelefoon forum page.
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Figure 19: Layers of the LSTM model used in this study.

(2016). �is combination was chosen because the output repre-
sentation of Saeidi et al. (2016) does not match the classi�cation
output desired in this study and the convolutional layers from
Khanpour et al. (2017) were considered super�uous, as they pre-
vent the LSTM model from utilizing the raw embedding data
from the documents.

�e buildup of the LSTM model as it is implemented in this
study can be seen in �gure 19. �e LSTM model used in this
thesis uses an embedding layer as described in section 3.3, which
projects the input sequence in the trained embedding space. �is
approach was chosen over a pretrained Word2Vec approach as
the vocabulary of the Kindertelefoon data was not expected to
match the Word2Vec training data. �is embedding is processed
by two LSTM layers. �e output of the second LSTM layer is
fed through a full connected RELU activated layer and �nally
through a so�max activated (see appendix E for more information
about activation functions) fully connected layer to produce an
output between 0 and 1 for each class, indicating the probability
of the document belonging to that class.

BERT model in this study.�e BERT model used in this
study used the Dutch pretrained Bertje model (Vries et al., 2019)
which is trained on Dutch �ctional novels (4.4GB), Dutch news
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Layer Shape Params
Embedding (None, max. input length, 64) 1920000
LSTM (None, max. input length, 100) 66000
LSTM (None, 100) 80400
Fully connected (None, 100) 10100
Fully connected (None, 2) 202

Table 6: Shapes of the layers in the LSTM model as imple-
mented in this study.

corpous TwNC (Ordelman et al., 2007) (2.4GB), the SoNaR-500 cor-
pus (Oostdijk et al., 2013) (2.2GB), various internet news (1.6GB)
and Wikipedia (1.5GB). �e pretrained BERT model was used in
conjunction with a fully connected layer which, though simple,
has proven to be capable of natural language understanding in
this model (Li et al., 2019).

On top of the approximately 40 epochs of pretraining of the
Bertje model data, the same pretraining tasks were applied with
the full Kindertelefoon dataset. �e tasks in the additional pre-
training followed the Bertje documentation exactly, so the model
is training using the exact same tasks, except on the Kindertele-
foon data. �is additional pretraining was performed to enable
the model to get a be�er understanding of the domain language
of the Kindertelefoon data.

As the Bertje developers have used slight alterations to the
NSP and MLM tasks, the same alterations were used in the train-
ing tasks for the additional pretraining as well. Whereas the
original BERT developers used arbitrary length text chunks as
sentences for next sentence prediction, the sentences used in the
Bertje model were actual sentences. In the original BERT model,
sentence B was a random text chunk from the same document
if it was not the next sentence to sentence A. �is means that
sentence B may be very di�erent from sentence A, as it may be
taken from an entirely unrelated portion of the text. �e Bertje
authors considered this task too easy and have de�ned sentence
B to be either the next sentence or the previous sentence, which
is known as the Sentence Order Prediction (SOP) task.

�e BERT authors have updated the MLM taks since the �rst
publication of BERT, which implemented the masking of entire
words instead of wordpiece tokens. �is makes the task con-
siderably more di�cult, as wordpiece tokens could be guessed
with relative ease based on the surrounding wordpieces, as the
same words always product the same wordpieces. �e Bertje
developers have included the whole word masking in the MLM
task, and so it has been included in the additional pretraining as
well.

�e model was �ne-tuned using the combined annotated data,
during which the classi�cation layer was trained. Devlin et al.
(2019) advised two to four epochs for �netuning. �e model was
tested in all three epochs in this range, as both too few and too
many iterations might yield poor performance. In the case of too
few iterations, there might be room for improvement if given
more oppotunity to learn and in the case of too many iterations,
the model might over�t the data.

During �netuning, the pretrained layers were updated along
with the classi�cation layer. �is was done to enable the encod-
ing to be optimized for the classi�cation task. Another set of
models was run with the transformer layers frozen during the
classi�cation task, which enabled the e�ect of the pretraining to
be identi�ed be�er.

�e maximum input sequence length for BERT-base on which
Bertje is based is 512 tokens, of which the [CLS], and the two
[SEP] tokens take up three. For the pretraining MLM task, the
sentence pairs were truncated such that their combined length
did not exceed 509 tokens. �e sentences were truncated both le�-
sided and rightsided with a 0.5 probability of either side. During
�netuning, documents were truncated to a length of 507 tokens,
to leave room for the [CLS] token and [SEP] tokens, as well as
the additional usertitle and topic features which were placed in
sentence B.

For the BERT model used in this study, version 3.0.2 of the
transformers library for python was used. Version 4.x of the
transformers library has breaking changes for the script. Because
of this, cuda 10.1 and tensor�ow 2.3.x should be used.

Model comparison metrics Because the MCC score is less
sensitive to imbalanced data, it is used as main evaluation metric
for the models used in this thesis. To facilitate comparison with
other metrics, the MCC score is normalized by mapping the
values linearly between 0 and 1, which results in a score of 0
for perfectly wrong predictions, 0.5 for chance level predictions
and a score of 1 for perfect predictions. To facilitate comparison
with existing models which o�en use �1 scores, the �1 scores
are included in the results.

Call for empathy Using the models to detect empathetic
responses in combination with the reply relations determined
earlier, the messages which call for an empathetic responses were
classi�ed. �e accuracy of the combination of the reply relations
algorithm with both the BERT model and the LSTM model was
determined using the annotated ‘call for empathy’ label. �e best
performing version of the model will be used for this determining
the empathy labels. Each annotated message was �rst classi�ed
into empathetic or non-empathic classes. For every message, the
antecedent was determined through the reply relation algorithm.
�e number of replies which is empathetic was counted for every
message. Binary labels were made with a number of thresholds
for this count value, up to the maximum count of any message.
Normalized MCC scores are then calculated for every threshold
value for both models.

Aside from the approach using the empathy labels and re-
ply relations, call for empathy was modelled directly using the
BERT and LSTM model. As was for the classi�cation of empa-
thetic responses, the models trained to classify call for empathy
were trained on non-oversampled data and oversampled data.
For the BERT model, again all pretrain conditions including no
pretraining were used as starter model.

5.5 Data collection10

To train the models used to classify posts which call for an empa-
thetic response, data and metadata is needed. �e main data takes
the form of the messages which are posted on the Kindertele-
foon forum. To perform supervised training, information about
these messages is needed. �is information is gathered through
annotation of the message data. �is will result in a dataset with
annotated labels for each text.

�e data for this project was collected by systematically crawl-
ing every thread on the forum and saving the features listed in

10Data collection for this thesis was planned and executed as part of a separate
project. �is was done to be able to allocate more resources in collecting data
which would enable a be�er study as main thesis. �is division of a part of the
project means that some of the documentation provided for the data collection in
the Advanced Research Project report will be present here as part of this thesis as
it is part of the same project.
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�gure 18 as there was no direct database or API access. A total of
30494 threads were downloaded, containing 221707 messages by
at least 11545 users. As an unknown amount of users will have
turned 18 and had their account removed, the number of users is
higher.

�e source code for the scraper, dependency builder and empa-
thy classi�cation algorithm can be found on h�ps://github.com/
lucas-su/empathy-tagger.

5.5.1 Scraper architecture
�e �rst iteration of the scraper was made such that it visits the
user overview page for each post on a given thread, a�er which
it continues scraping the �rst page of each thread that the visited
user has posted on. �is method sprawls out quickly but might
miss threads which are only responded to by users who have
not responded to any other thread indexed by the scraper. In
addition to this architecture possibly leading to missing data, it
took increasingly long to check whether a thread had already
been downloaded. Hence the architecture of the scraper has been
changed to index all threads through the ‘all threads’ overview
pages for every topic, saving every link to a thread and then
visiting them individually.

5.5.2 Error handling
A number of di�erent unexpected errors came to light while
scraping. �reads of which the topic has changed are not cor-
rectly scraped beyond the �rst page, as only the �rst page cor-
rectly forwards the session to the new URL with the new topic.
�ere have been 151 threads which have changed topics, all of
which have been checked for completeness manually.

Four users whose names have been changed were not indexed
because an internal server error (500) was returned when visiting
the user overview page. �is was not the case for all users who
have had their name changed, as there were at least 546 requests
to change a username (Kindertelefoon, 2015).

A total of four threads returned the 503 (unavailable) error
code. �ese threads are thought to be deleted by the Kindertele-
foon. �is does not normally happen but may occur if the content
of these threads is o�ensive or harmful11. Two other threads
return a 404 error, they cannot be found even though they are
listed in users’ activity overviews. �ese six threads were not
indexed by the scraper.

5.6 Annotation
To be able to train the language models and assess the perfor-
mance of the models and the dependency building algorithm, a
subset of the data was annotated. A total of 1500 threads were
selected by weighted random selection from the full dataset. �e
weights for this selection were based on the relative frequency
with which each topic was featured in the full dataset. �is pro-
vides a similar distribution of topics within the annotation dataset
with regards to the full dataset. Within each topic, the threads
were randomly chosen. Of the 1500 chosen threads, 18 contained
over 100 messages. �ese very long threads are unlikely to be
fully annotated by annotators before they are no longer willing
to continue and are hence omi�ed.

Figure 20 shows the proportions of each topic in both the full
dataset and the annotation dataset. Each topic is represented
by at least one thread in the annotation dataset and ratios are

11Titles reference for example self harm explicitly which is an indication for this.

close, the largest absolute di�erence between full dataset and the
annotation dataset is 0.025 percent point.

5.6.1 Annotation labels
To be able to classify posts which call for empathy through posts
which express empathy, a number of labels need to be de�ned.
�e ‘is empathy’ and ‘call for empathy’ labels are the main two
variables, denoting the presence of an empathetic response and
the call for such a response respectively. To be able to distinguish
between the variance in amount and valence of empathetic re-
sponses, empathy amount and empathy valence options are con-
structed based on the empathy literature study (see section 5.3.1).

To resolve which post is a response to which previous post
using the post relation algorithm (see section 5.2), the label ‘re-
sponse to’ was used, as well as ‘is question’ and ‘answers ques-
tion’.

In the interviews with the psychologists (see section 5.1), the
lack of a call to action label came to light. Many responses on the
Kindertelefoon forum give advice on how to deal with certain
situations in a practical manner. To incorporate the call to action
component, a ‘call to action’ label has been added. Figure 21
summarizes the labels which need to be annotated.

�e process of collecting data from the Kindertelefoon forum
as well as that of the annotation of the data was reviewed by the
ethics commi�ee of the faculty of Electrical Engineering, Mathe-
matics and Computer Science of the University of Twente. �e
scraping of data from the forum was done in consultation with
and with approval of the Kindertelefoon. �e privacy statement
of the Kindertelefoon states that all posted messages on the fo-
rum constitute public data and may be seen or used by anyone.
Additionally, it explicitly states that data posted to the forum
may be used in scienti�c research.

5.6.2 Annotation page layout
�e �rst iteration of the annotation program was a terminal based
application (see appendix D for a screenshot). To enable others to
more easily annotate data, the second iteration of the annotator
program was made as a website which can be seen in appendix D.
Functionally, the program is similar except for a small number
of additional prompts.

�e landing page constituted the information brochure for the
study and stated that annotators may stop participating at any
point in time, that questions about the study or content of the
messages may be addressed to the study coordinator and that
questions which cannot be sent to the study coordinator may be
sent to the supervisor. Annotators were instructed on how to
annotate the data, what the goal of the study was and how they
were to contact the study coordinator in case of inappropriate
content, questions or discontinuation of participation.

�e page provided the annotators with new messages to an-
notate as long as they kept submi�ing annotations. When, at
some point, the annotators chose to stop annotating, they would
simply close the website. �e remaining messages of that thread
were not assigned to another person, as it would be confusing
to start annotating in the middle of a thread. �e entire thread
was also not assigned to another person, as this might lead to
more than three annotations per post if the initial user were to
continue. Because of this, some posts have only two annotations.

�e annotator was asked to �ll in a username, which was used
to keep track of which annotator has covered which threads. As
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Figure 20: Comparison of ratios of topics within the full dataset and annotation dataset.

• �is post expresses empathy
Empathy amount:
– I understand that you feel this way
– I can imagine that you feel this way
– I would feel this way if I were in your shoes
– I feel this way too
– I feel this way because of the situation you are in
– I feel this way because of what you have been

through
Empathy valence:
– happy
– cheerful
– apathetic
– touched
– hurt
– sad
– angry

• �is post calls for empathy
• �is post asks a question
• �is post answers a question
• �is post proposes an action
� �is post is a response to post G

Figure 21: Labels which need to be annotated. Items
marked - are mutually exclusive within their category,
items marked • are not. �e question labeled � is an in-
teger input, all other are binary inputs.

each thread was annotated in threefold, a username was nec-
essary to prevent one user from annotating the same message
multiple times. �e username was stored in a cookie on the
user’s device, and this username was automatically used if a user

stopped and decided to continue annotating at a later time. Users
were required to explicitly agree with the placement of the cookie
before participating as required by the GDPR.

�reads were presented one post at the time, but previously
annotated posts within a thread were always visible. Users were
presented with the statements listed in �gure 21. �e statements
marked • were binary non-exclusive inputs (checkboxes), and
were to be checked if the statement in question was appropriate
for the post which the user was annotating at that time. If a user
indicated that a post was an expression of empathy, they were
asked what kind of empathetic expression was used there. Users
indicated the amount of empathy in the message and the valence
of the response with the ultimate aim to mimic the post they
are reviewing as closely as possible with the given options. �e
options for empathy amount and empathy valence are marked
with a dash (-) in �gure 21 and are mutually exclusive in their
category (radio bu�ons).

A�er choosing two options, an example message appeared
using the two selected options. If for example option 3 was chosen
for the empathy type and option 7 was chosen for valence, the
example sentence would be: I would feel angry if I were in your
shoes. �is sentence could be compared to the message which
was reviewed at that time. If the general gist of the message
matched the example sentence, the user could continue.

If the message which was being annotated at that time was the
third message or a later message, users were asked to indicate to
which previous message the message they were annotating at the
time was a response. �is question was only asked from the third
message on, as the second message could only be a response to
the �rst and the �rst message was not a response to any previous
message. �e antecedent to the post which was annotated at the
that time could be indicated through either a number input �eld
at the bo�om of the page in which the number of the antecedent
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post should be given or by clicking on the antecedent post. If
an antecedent is indicated through either way, that post will
be highlighted in green and the post number will appear in the
number input �eld at the bo�om of the page.

Messages by users who were deleted from the forum were
saved with username ‘anonymous’ and user id 0. To make it clear
to annotators that this was not in fact one user with the name
‘anonymous’, this name was displayed on the annotation page as
‘a deleted user’.

Every thread was annotated by three annotators. �e threads
were presented in order of appearance in the annotation dataset,
which ensured that the threads which were annotated were all
annotated by three annotators. If not enough annotators could
be found, at least those threads which were annotated were
annotated by three annotators.

5.6.3 Pilot test
Before reaching out to annotators, a pilot test was conducted,
in which a number of threads were annotated and thoroughly
checked for correct processing by the server. During the pilot test,
multiple annotators used the website simultaneously to ensure
that the annotations are a�ributed to the correct annotator. Apart
from functional testing, there was much feedback on the user
interface.

To di�erentiate the post which the user is annotating from the
previous posts, this post needed to be highlighted be�er. �is
was initially done by marking it green, but this was found to
be annoying, especially on mobile devices and for longer texts.
Instead, a green arrow is used to indicate the current post and
reply icons are used to indicate previous posts in addition to the
textual descriptions. �e green highlight used to indicate which
previous post was selected as antecedent was not conceived as
interfering, as this message was not read with as much a�ention
as the post which was annotated at that time.

Initially, there was a default selection for the antecedent, which
was the previous post. �is was correct o�en, but naturally
not always. When this was not correct, it lead to errors during
testing as users forgot to correct the default value. In response
to this, default was removed. �e antecedent had to be indicated
manually for every post.

To make the back bu�on more easily accessible and to make it
more obvious that users could go back to previous posts, a back
bu�on was placed under the save bu�on in addition to the back
bu�on at the top of page and the browser back bu�on.

5.6.4 Platforms
Participants were asked to voluntarily participate in the anno-
tation through the social media platforms LinkedIn, Reddit and
Facebook, personal direct messaging channels, the human re-
search participant platform SONA and through paid platforms.
�e SONA participant pool is internal to the University of Twente
and serves to provide studies from the social sciences with par-
ticipants by requiring students to participate as part of their
curriculum.

A link to the survey was posted on reddit.com/r/SampleSize
and reddit.com/r/takemysurvey, which are communities in which
users participate in academical studies voluntarily out of interest
for academic research.

Two of the available paid crowdsourcing services are large
enough to be able to provide Dutch speaking participants, which

is a requirement for this study. �ese two platforms are Ama-
zon’s Mechanical Turk (MTurk) and Proli�c Academic, which is
a participant pool set up by a number of British universities. In
a comparison between the two paid participant platforms, Peer
et al. (2017) have found the participants in Proli�c Academic’s
pool to be more naive, more diverse in their ethnicity, more at-
tentive and more honest (Peer et al., 2017). However, due to the
larger overall pool of participants, MTurk o�ers faster response
times and may, despite a lower diversity in ethnicity and locales,
o�er more participants who speak the Dutch language because
of the same reason. Due to �nancial and logistical considerations,
the annotation questionnaire was only published on Amazon’s
Mechanical Turk platform.

Mechanical Turk participants who did not use their MTurk
user-id and did not enter the correct password shown on the web-
site were rejected, as their work could not be veri�ed. Workers
who �lled-in the correct password but did not use their MTurk
user-id were asked to present their username as used on the
website to verify their work.

5.7 Data processing
Because the number of spelling errors in the data were a concern
for a number of steps in the study, the number of misspelled
words in the full dataset were counted. A dictionary compiled by
the Opentaal foundation was used to look up words in the texts.
�is check was limited to spelling errors, grammatical errors
were not included.

A�er data collection, the threefold annotations were combined
into a single ground truth to be used to train and evaluate the
models. For the binary labels, the most frequent label was chosen.
For the posts with two annotators, the statement was assumed
to be true in a true/false tie. �e empathy amount and empathy
valence labels were selected as follows: if one label occurs at
least two times, that label was chosen, else, the rounded average
of the scores was chosen. For example, if for empathy amount
option 1, 2, and 6 were chosen, the ground truth value would be
3. If 1, 1, and 6 were chosen however, the value would be 1 as
there was a majority.

Users who were quoted in messages were added to the ‘men-
tions’ list, as a quote is considered a mention as well.

As the proportion of texts labeled as empathetic is very small
(just under 5%), arti�cial text generation was used to oversample
the class labeled ‘empathetic’. Using Dutch word embeddings
produced in (Tulkens et al., 2016), a semantic average of the
embedding vectors of each combination of two texts labeled as
containing an empathetic response were created. �e embed-
dings used are based on tokens taken from web data which was
scraped from .nl and .be domain websites. �e web-based (Cor-
pus from Web, CoW) embeddings were chosen as these are most
likely to be representative of the Kindertelefoon data and are
more likely to match the vocabulary used on the forum than
a corpus based on tradition media or wikipedia. Additionally,
Tulkens et al. (2016) �nd that the COW embeddings outperform
even combined datasets from other sources such as the Roularta,
SoNaR and Wikipedia corpora. �e text generation yielded 6388
new texts which were added to the dataset to bring the total
proportion of empathy labeled texts to exactly half. An example
of such a synthetically generated text can be seen in �gure 22.
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· het spijt me enorm wat ik goed hoop dat dat zou het zo sterk
· een jongen van snapchat plek waar niet betrapt je echte moet
maakt het
· je ziek blijf allemaal heel thuis is en natuurlijk mogelijk te geen
anderen te de mensen van je jullie gaan roddelen over je ik dat
persoonlijk ook een heel aangezien je snap dat je dit naar wil
was je kan elkaar en aanraken etc. verklaring te wel heel gedurfd
er echt wil gewoon ik ongezonde

Figure 22: Examples of a synthetic text as produced by the
synthetic minority oversampling technique.

5.7.1 Annotator agreement
As the three annotators for each text are not necessarily the same
three annotators, regular interrater reliability metrics cannot be
used. Instead, the agreement between the annotator and each
co-annotator was used as a metric of annotator quality. For each
annotator, the number of times another annotator agreed with the
label was counted. �is proportion of agreement was calculated
for each binary label. �e metric was not applied to the empathy
type and empathy valence, as these measures are dependent on
the “is empathy” and are therefore not suited for this comparison.
�e agreement scores are calculated in multiple iterations, where
the mean agreement of the last two iterations forms a weight for
calculating the agreement for the current iteration. Because of
this weight, the annotators with a high agreement score, in other
words the annotators which are likely to be good annotators, will
weigh in more heavily in determining the agreement score for
the next iteration. Agreement with annotators which are likely
to be good increases the agreement score because the likelihood
that the agreeing annotator is also good is high when agreeing
o�en with good annotators. �e formula for the weight, for
iteration 8 is expressed as follows:

,8 =<40=(208−1, 208−2) (12)

For the �rst iterations, 8 − 1 and 8 − 2 are 1 for each annotator.
Each iteration, the annotators which have a agreement score

lower than one standard deviation from the mean agreement are
manually inspected. �e annotators which are assessed to be
poor annotators by this manual inspection are not included in
the next iteration, until no annotator with an agreement score
below one standard deviation from the mean fails the manual
inspection.

6 Results
�e results giving insight into the �ve main research questions
are presented in this section. �e annotator reliability assessment
is discussed in section 6.1. �is allows the �rst research question -
Which annotators are reliable and which are not? - to be answered.

�e performance of the components of the reply relation al-
gorithm are presented in section 6.2, with which the second
research question - How well can the di�erent components from
the reply relations algorithm assess the reply relations? - can be
answered.

�e pretraining metrics for the BERT models are presented in
section 6.3, which do not on their own answer a research question
but are relevant for research question three.

Data pertaining to the third research question - How well do
the LSTM and BERT model classify empathy? - is presented in

section 6.4. Both oversampled and non-oversampled datasets
are covered here. For the set of BERT models, models based on
di�erent pretraining epochs are compared to be able to answer
the subquestion concerning the impact of the pretraining epochs
on the empathy classi�cation performance, both in a version
with transformer layers frozen in the empathy detection training
and a version with trainable transformer layers.

�e performance of the combined reply relation algorithm and
the empathy classi�cation models to classify a call for empathy is
presented in section 6.5.1. �is enables the forth question - How
well does the combination of empathy prediction and reply relation
algorithm work? - to be answered.

Performance metrics of the BERT and LSTM models tested
on call for empathy directly in order to answer the �nal and
exploratory research question - How well do the LSTM and BERT
model classify call for empathy directly? - are presented in sec-
tions 6.5. As was the case for the empathy classi�cation with
these models, both oversampled and non-oversampled datasets
are covered. For the set of BERT models, models based on dif-
ferent pretraining epochs are compared to be able to answer the
subquestion concerning the impact of the pretraining epochs on
the call for empathy classi�cation performance, both in a version
with transformer layers frozen in the call for empathy detection
training and a version with trainable transformer layers.

6.1 Annotators and agreement
Figures 23 and 24 show graphs of interannotator agreement
scores for the �rst and last iteration of annotator removal. �e
graphs of the intermediate iterations are available in appendix C.
�e �rst iteration of the annotator agreement assessment yielded
a mean agreement between annotators of 0.55. �ere were 35
annotators who scored below one standard deviation from the
mean of which 6 annotators scored below two standard devia-
tions from the mean. A�er manual assessment of the annotations,
all of the 35 annotators were removed from the dataset. �is data
is shown in �gure 23.

�e 134 annotators le� in the dataset a�er iteration one were
assessed in the second iteration, in which 22 annotators scored at
least one standard deviation from the mean, one of which scored
below two standard deviations from the mean. �e annotations
of the 22 annotators who had below average agreement were
manually assessed and the annotations of 20 of the annotators
were removed from the dataset. �is data can be seen in the
lower half of �gure 49 in appendix C.

�e remaining 114 annotators were assessed in the third itera-
tion of assessment. �is yielded a further 15 annotators which
scored below average and manually inspected, which is shown in
the upper half of �gure 50 in appendix C. A�er removal of 14 of
these 15 annotators, the �nal agreement scores were calculated
which are shown in �gure 24. �e annotator which was not
removed from the 15 annotators which scored poorly was one of
the two annotators which were kept in the �rst iteration despite
a low score, hence the total number of annotators which were
kept in the dataset despite a score below one standard deviation
from the mean is two.

It is notable that due to the weights applied between iterations,
the agreement scores can supersede 1 a�er the �rst iteration.
Because of the removal of the poorly performing annotators with
a low agreement score, the mean also moves steadily up over
iterations.
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Figure 23: Agreement scores for iteration 1

Figure 24: Agreement scores for iteration 4

Figure 25 shows the distribution of annotated messages among
annotators before and a�er annotator removal. In the starting
dataset, a total of ��y-two annotators covered less than 10 mes-
sages each, which is shown in the �rst spike. �e spike starting
o� at 180 messages comes from Sona and Mechanical Turk par-
ticipants who �nished one session of annotation. �e (small)
peaks at 370 and 720 are from the same participants �nishing
their second and fourth sessions. �e comparison between the
frequencies before and and a�er removal show that many of the
removed annotators annotated less than 10 messages.

6.2 Dependency builder
�e algorithm as a whole had an accuracy of 0.46 for all pre-
dictions. �e average probability of classifying a reply relation
correctly is also 0.46.

�e proximity based similarity component contributed by far
the most labels at 88% of the reply relations of the total algo-
rithm, with the rest of the components contributing 0 to 5%. �e
accuracy of the di�erent components varies between 0.32 and
0.48, and the prior probabilities of correctly labeling the messages
labeled by each component varies between 0.21 and 0.81. �e Z
scores indicate that there was no signi�cant improvement over
chance level for any of the components or for the algorithm as a
whole. �e proportions of contributions, average probabilities
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Figure 25: Annotation count distribution before and a�er annotators were removed. Note the broken x-axis around the
400 bin.

% of
labels

Avg.
prob. acc Z score P value

Is list 0.04 0.21 0.39 0.62 0.54
Actual mention 0.02 0.35 0.41 0.22 0.83
Similarity 0.05 0.226 0.32 0.39 0.70
Implied mention 0 0 0 N/A N/A
�estion-answer
pairs 0.01 0.808 0.47 -1.01 0.31

Proximity based
similarity 0.88 0.481 0.48 -0.003 0.998

All 1 0.46 0.46 0.005 0.996
Table 7: Proportion of total messages labeled by compo-
nent, average probabilities, accuracy, Z-scores and associ-
ated p-values of dependency builder components.

Accuracy MCC
All
features

kbest
features

All
features

kbest
features

Simple 0.56 N/A 0.50 N/A
Shrestha et al. 0.66 0.67 0.49 0.50
Cong et al. 0.62 0.70 0.49 0.56

Table 8: Metrics of the three question detection algo-
rithms tested. Values for the Shrestha et al. and Cong et
al. methods are averages of the ten-fold crossvalidation
results.

and performance metrics of each component can be found in
table 7.

�e question detection algorithm in the question-answer pair
component of the reply resolution algorithm is the most complex
element in the chain, which is why it is the only component
which is evaluated separately from the other components. �e

annotations included labels to indicate whether a post is a ques-
tion or answer for this purpose. Table 8 shows the accuracy and
MCC score for all features and the 200 best features for all three
question answer detection algorithms which were tested. �e
simple keyword search was applied to all data, the Shrestha et
al. and Cong et al. values are averages of the ten iterations in a
ten-fold crossvalidation evaluation. In general, limiting features
to the 200 best features yielded be�er results. Both in terms of
accuracy and MCC score, the Cong et al. method performs best,
with an accuracy of 0.70 and an MCC score of 0.56. For this
reason, this is the method used in the �nal dependency builder
architecture.

6.3 BERT pretraining
BERT was pretrained for ten epochs on all downloaded data from
the Kindertelefoon forum. �e same unsupervised pretraining
tasks as the Bertje model it is based on were used, which are the
sentence order prediction (SOP) task and the masked language
model (MLM) task.

�e upper half of �gure 26 shows the accuracy on the �nal
predictions on the ten epochs of pretraining as well as the baseline
Bertje model. Both accuracy on the training set and validation
set increase sharply a�er the �rst training epoch compared to the
baseline. A�er the �rst epoch, the accuracy remains constant.

�e lower half of �gure 26 shows the training and validation
losses over the ten epochs on the raw predictions of the model
during pretraining. Epoch 0 represents the model before the
additional pretraining tasks which were run on the Kindertele-
foon data. Because the training loss from the Bertje model is not
documented, only validation loss can be is presented for epoch
0. �e validation loss decreases sharply from the baseline Bertje
model to the �rst iteration of training on the Kindertelefoon
data, and then rises steadily every subsequent training epoch.
�e training loss decreases steadily every epoch starting from
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Figure 26: Prediction accuracy (upper) and model losses (lower) for pretraining tasks on the BERT model. Epoch 0 is the
Bertje model before additional pretraining.

the �rst training epoch. A�er the �rst epoch, the training loss
is slightly higher than the validation loss but from the second
epoch on the validation loss is higher.

6.4 Empathy detection
Both the BERT and LSTM architectures were trained on non-
oversampled and oversampled data, which are visualized in the
graphs in this section as solid and dashed lines respectively. �e
models trained on non-oversampled data are referred to as NOS
condition models for convenience, and the models trained on
oversampled data as models in the OS condition. All models were
trained in a �vefold crossvalidation scheme, the graphs shown are
averages of the �ve folds. �e data represented does not show
performance of an individual model but rather the estimated
performance of the architecture. �e BERT models were trained
with trainable transformer layers and with transformer layers

frozen a�er pretraining. In both cases, the classi�cation head
was trained on the classi�cation task.

6.4.1 BERT
Because the BERT model can handle a maximum of 512 tokens
on its input, messages longer than 507 tokens were truncated
before use in the BERT model to leave room for the [CLS] and
[SEP] tokens as well as the additional input features. Truncation
was performed on 262 messages which constitutes 2.6 percent
of the messages. For comparison, the percentage of messages
which is too long is similar for the full dataset, at 5040 of the in
total 221707 messages, constituting 2.2 percent.

Models with trainable transformer layers. �e perfor-
mance metrics of the NOS models are all fairly similar, with
a nearly constant accuracy around 0.98 and an MCC score which
is more noisy and hovers around 0.90 with a maximum of 0.93 and
a minimum of 0.86. While all pretrain conditions hover around
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Figure 27: Validation accuracy, MCC, and F1 scores for
the BERT model for empathy classi�cation over train-
ing epochs, for every epoch of model pretraining. Trans-
former layers were trained with the classi�cation head on
the empathy detection task.

this value, there is no clear trend within the four training epochs
of the shape of this variation. �e F1 scores follow roughly the
same pa�ern as the MCC scores but lower. Notably, the model
based on one epoch of pretraining does not perform be�er than
the model trained with no pretraining. Figure 27 shows vali-
dation accuracy, normalized MCC values and F1 scores for the
four training epochs for all ten pretrain models and for a model
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Figure 28: Model losses for the BERT model for empa-
thy classi�cation over training epochs, for every epoch of
model pretraining. Transformer layers were trained with
the classi�cation head on the empathy detection task.

without pretraining. �e graphs show the models trained on
non-oversampled data (NOS models) and oversampled data (OS
models).

�e NOS models all show a similar pa�ern in losses. Over all
four epochs, the training loss decreases steadily and the valida-
tion loss remains constant or increases slightly. �e validation
loss for the models based on no pretraining and on one epoch
of pretraining increased somewhat sharper. At the �rst training
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epoch, the training loss is higher than the validation loss. A�er
epoch 2, the validation loss increases and the training loss de-
creases, such that the validation loss is higher than the training
loss a�er epoch 2. Figure 28 depicts the train and validation loss
for the four training epochs for all ten pretrain models and for
a model without pretraining. Both the NOS models and the OS
models are shown.

�e performance metrics of the OS models are, in general,
similar to the metrics of the NOS model. �e accuracy is overall
nearly constant and very high, similarly to the accuracy of the
NOS models. �e MCC scores and F1 scores of the OS models
follow the same general trend of the MCC and F1 scores of the
NOS models within most of the pretrain conditions, but are some-
what higher for the models based on no pretraining and on one
epoch of pretraining. In the other pretraining conditions, the
performance metrics of the OS models did not di�er from the
metrics of the NOS models. As was the case for the NOS models,
the model based on no pretraining does not perform be�er than
the model based on one epoch of pretraining.

�e training and validation loss values for all the OS models
follows the same pa�ern as the loss for the NOS models, but
is overall lower, on average half of the loss values for the NOS
models.

Models with transformer layers frozen. �e models were
also run without updating the transformer layers during the
training task, relying fully on the pretraining for the natural
language understanding training of the transformer layers. Fig-
ure 29 shows validation accuracy, normalized MCC values and F1
scores for the four training epochs for all ten pretrain models and
for a model without pretraining where the transformer layers
have been frozen during empathy classi�cation training. �e
graphs show the NOS models and OS models, and are averages
of the �ve folds of the �vefold crossvalidation scheme. Figure 30
shows the corresponding loss values.

�e accuracy scores of the NOS models are nearly constant
and hover around 0.95. �e MCC scores for the NOS models are
almost exactly constant with a value of 0.5, as are the F1 scores
with a value of 0.

�e loss values for the NOS models all follow a similar pa�ern.
�e training loss decreases between epoch 1 and 2, and remains
fairly constant a�er epoch 2, around a value of 0.2. Only in the
model based on the base model without pretraining is the loss
lower, at a value of 0.18. �e validation losses for the NOS models
remain fairly constant at around 0.2, with again only the model
based on the base model without pretraining having a lower loss,
at around 0.18. �e training loss and validation loss are about
equal a�er epoch 2.

�e accuracy scores for the OS models are all nearly constant
with a value of around 0.9, except for the model based on no pre-
training, where the accuracy was slightly higher with a constant
value of 0.94. �e MCC scores are all constant with a value of
0.5, the F1 scores are mostly constant with a value of 0.05.

�e loss values of the OS models are slightly higher than the
loss values of the NOS models. �e training loss for all OS models
decreases between epoch 1 and 2, and decreases at a slower
rate a�er epoch 2. �e validation loss starts out lower than the
training loss and also steadily decreases, steeper between epoch
1 and 2 than a�er epoch 2. �e validation loss is still decreasing,
though slowly, and still lower than the training loss at epoch 4.
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Figure 29: Validation accuracy, MCC, and F1 scores for
the BERT model for empathy classi�cation over train-
ing epochs, for every epoch of model pretraining. Trans-
former layers were frozen a�er pretraining.
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Figure 30: Model losses for the BERT model for empa-
thy classi�cation over training epochs, for every epoch of
model pretraining. Transformer layers were frozen a�er
pretraining.
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Figure 31: MCC and F1 scores for the LSTMmodel predicting presence of empathy over training epochs, without oversam-
pling and with oversampling.
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Figure 32: Model losses for the LSTM model predicting presence of empathy over training epochs, without oversampling
and with oversampling.

6.4.2 LSTM
Like the BERT models, the LSTM models were trained in a �ve-
fold crossvalidation setup, the results displayed here are a mean
of the results from the �ve folds. Figure 31 shows the perfor-
mance metrics for the LSTM model based on both Khanpour et al.
(2017) and Saeidi et al. (2016), with the accompanying loss values
depicted in �gure 32.

Combined model. �e normalized MCC score for the NOS
LSTM model is nearly constant with a value of 0.5 over the 200
training epochs. �e F1 score starts out at 0 for the �rst 7 epochs
and then rises to 0.05, around which it remains.

�e training loss for the NOS LSTM model starts out at 0.2
and steadily decreases over the course of the �rst 25 epochs

and decreases slowly therea�er, eventually hovering around 0.01.
�e validation loss rapidly increases from 0.2, for 20 epochs a�er
which it increases more slowly and with more noise.

�e normalized MCC score for the OS LSTM model increases
from 0.5 for the �rst 5 epochs to around 0.55 around which it
remains until epoch 100 a�er which it slowly decreases towards
0.5. �e F1 score increases from 0.08 to 0.15 where it remains
until epoch 100 a�er which it slowly declines.

�e training loss for the OS LSTM model starts out at 0.49,
decreases rapidly over the �rst 10 epochs to remain constant
around 0.08. It sharply increases a�er epoch 103 to 0.2 and again
sharply increases at epoch 138 to 0.45. �e validation loss starts
out at 0.49, decreases rapidly for 5 epochs to 0.35, then increases
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Figure 33: MCC and F1 scores for the Saeidi et al. (2016) model, predicting presence of empathy over training epochs,
without oversampling and with oversampling.
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Figure 34: Model losses for the Saeidi et al. (2016) model predicting presence of empathy over training epochs, without
oversampling and with oversampling.

in value, hovering around 0.55. A�er epoch 120, the loss increases
until it reaches 0.65 around which it remains.

Saeidi model. �e performance metrics for the LSTM model
as implemented in Saeidi et al. (2016) are depicted in �gure 5 with
�gure 34 displaying the accompanying loss values. �e MCC
score for the NOS model is mostly constant around 0.5. �e F1
score increases from 0 a�er three epochs of training, reaching a
maximum of 0.6 at epoch 15 a�er which it slowly decreases.

�e training loss starts out at 0.2 and steadily declines until it
is nearly zero at epoch 30. �e validation loss increases rapidly
from 0.2 without �rst declining. It se�les at 0.8 at epoch 40 a�er
which it shows an upward trend followed by a sharp decrease a
number of times.

�e MCC score for the OS model increases slightly in the �rst
10 epochs from 0.52 to 0.55 and slowly declines a�erwards. In
the same timeframe, the F1 score increases from 0.1 to 0.14, a�er
which it decreases slightly to remain around 0.1.

�e training loss for the OS model starts at 0.46 and very
sharply decreases until it reaches 0.08 at epoch 20. A�er this, the
loss increases slightly to 0.15 and decreases again a�er epoch
115. �e validation loss decreases slightly for eight epochs, a�er
which it increases to 0.65 which it reaches at epoch 25. It hovers
around 0.65 until epoch 90 a�er which it drops to 0.5.
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Figure 35: MCC and F1 scores for the Khanpour et al. (2017) model, predicting presence of empathy over training epochs,
without oversampling and with oversampling.
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Figure 36: Model losses for theKhanpour et al. (2017)model, predicting presence of empathy over training epochs, without
oversampling and with oversampling.

Khanpour model. �e performance metrics for the LSTM
model as implemented in Khanpour et al. (2017) are depicted in
�gure 4 with �gure 36 displaying the accompanying loss values.

�e MCC and F1 scores for the NOS models are nearly constant
with a value of 0.5 and 0.0 respectively. Both the training and
validation loss are nearly constant as well, with a value of around
0.2.

�e MCC score of the OS model starts out at 0.51 and over
all epochs slowly decreases to 0.49. �e F1 score decreases very
slightly over the course of the training epochs, starting out at
0.09 and decreasing to 0.08.

�e training loss starts at decreases somewhat for the �rst
three epochs and increases a�er this point. It reaches a value of
0.5 at epoch 10 and remains at this value until epoch 50, a�er

which it increases towards 0.6. �e validation loss starts out at
0.43 and decreases slightly in epoch 1 but increases a�er this
point to hover noisily around 0.6.

6.5 Call for empathy detection
6.5.1 Empathy and reply relation
�e primary method for classifying call for empathy messages
in this thesis is the classi�cation of empathetic responses and
the subsequent identi�cation of the messages to which the em-
pathetic message is a response through modelling the reply rela-
tions. �e best performing models for both the LSTM and BERT
architecture are tested, which are the OS BERT model based on
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one epoch of pretraining and one epoch of �netuning, and the
OS LSTM model a�er 5 epochs of training.

�e BERT and LSTM models were tested along a number of
thresholds for how many replies should be empathetic to label a
given message as calling for empathy. All of the threshold values
for the BERT model yield an MCC 0.5 or marginally over 0.5. �e
threshold value of more than 0 and more than 1 scored 0.508 and
0.509. For the LSTM model, none of the threshold values yielded
an MCC score signi�cantly over 0.5. Table 9 shows the full list
of MCC values per model per threshold.

LSTM BERT
>0 0.503 0.508
>1 0.506 0.509
>2 0.51 0.504
>3 0.4985 0.5
>4 0.50 0.5

Table 9: NormalizedMCC values for call for empathy clas-
si�cation through reply relation for di�erent thresholds
of counts of empathetic replies.

6.5.2 BERT with trainable transformer layers
As the overall performance of the reply relation algorithm was
poor, the messages found to call for empathy through empathy
detection and reply relation were not used to assess the direct call
for empathy classi�cation models. Instead, only the annotated
call for empathy labels were used.

Figure 37 shows validation accuracy and normalized MCC
values for the four training epochs for all ten pretrain models
and for a model without pretraining. �e graphs show the NOS
models as well as the OS models. All models were trained in a
�vefold crossvalidation scheme, the graphs shown are averages
of the �ve folds. �ese graphs show models in which both the
transformer layers as well as the classi�cation head are trained.

�e NOS BERT model for direct call for empathy detection
shows a somewhat similar performance across all pretraining
base model variations. �e accuracy scores are nearly constant
with a value of 0.98. �e MCC scores vary between 0.90 and
0.95 and show no clear trend upward or downward across all
conditions. �e F1 scores follow the trend of the MCC scores,
though again lower, varying between 0.78 and 0.86.

�e loss values for the NOS BERT models all show the same
general trend. �e training loss declines steadily throughout the
epochs, �a�ening out somewhat between epochs 3 and 4. �e
validation loss starts out lower than the training loss and remains
constant between epochs 1 and 2, rises slightly between epochs 2
and 3, crossing the training loss line, and remains mostly constant
between epochs 3 and 4.

�e accuracy of the OS models is notably lower than then NOS
models with a nearly constant value of 0.9. �e MCC scores and
F1 scores for the OS BERT models quite close to the NOS models’
equivalents but are generally slightly lower. As was the case for
the empathy prediction models, the models based on one epoch
of pretraining did not perform be�er than the models based on
no pretraining for either NOS or OS conditions.

�e loss values for the OS BERT models are all fairly simi-
lar. �e training loss steadily decreases over all four training
epochs. �e validation loss increases very slightly over the �rst
two epochs, except in pretrain conditions 4 and 5 in which the val-
idation loss increases more sharply. A�er epoch 3, the validation
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Figure 37: Validation accuracy, MCC, and F1 scores for the
BERTmodel predicting the call for empathy over training
epochs, for every epoch of model pretraining.

loss increases somewhat more sharply in all pretrain conditions.
�e graphs of the loss values of both the NOS and OS models are
shown in �gure 38.
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Figure 38: Model losses for the BERTmodel predicting the
call for empathy over training epochs, for every epoch of
model pretraining.

6.5.3 BERT with frozen transformer layers
As was the case for the empathy classi�cation BERT models, the
call for empathy classi�cation models were also run with the
transformer layers frozen a�er pretraining. Only the classi�-
cation heads are trained in these models. Figure 39 shows the
performance metrics for these models, and �gure 40 shows the
associated losses.

�e NOS models show a mostly constant accuracy with a value
of around 0.85, MCC scores almost exactly 0.5 and F1 scores of

almost exactly 0 over the course of the four epochs. �e accuracy,
MCC scores and F1 scores for the models trained on oversampled
data are all similar and fairly constant, with a value of 0.9 for the
model based on no pretraining and a slightly lower value of 0.85
for the other pretrain conditions.

�e training and validation loss values for the both the NOS
and OS models are all very similar. �ey all either decrease very
slightly a�er the �rst epoch of training and remain constant
therea�er or remain constant throughout the training epochs.
�e loss values of the OS models are generally slightly lower
than the loss values for the NOS models.

38



Classification of a Call For Empathy in Child Help Forum Messages.

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

No pretraining

Accuracy non-oversampled
MCC non-oversampled
F1 non-oversampled
Accuracy oversampled
MCC oversampled
F1 oversampled

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 1

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 2

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 3

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 4

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 5

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 6

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 7

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 8

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 9

1 2 3 4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Pretraining epoch 10

0.0 0.2 0.4 0.6 0.8 1.0
Training epoch

0.0

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

, M
CC

 a
nd

 F
1 

sc
or

es

Figure 39: Validation accuracy, MCC, and F1 scores for the
BERT model predicting the call for empathy over train-
ing epochs, for every epoch of model pretraining. Trans-
former layers were frozen a�er pretraining.
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Figure 40: Model losses for the BERTmodel predicting the
call for empathy over training epochs, for every epoch of
model pretraining. Transformer layers were frozen a�er
pretraining.
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Figure 41: MCC and F1 scores for the LSTMmodel predicting call for empathy over training epochs, without oversampling
and with oversampling.
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Figure 42: Model losses for the LSTM model predicting call for empathy over training epochs, without oversampling
(upper) and with oversampling (lower).

6.5.4 LSTM
Combined model. Figure 41 shows the performance metrics
for the LSTM model based on both Khanpour et al. (2017) and
Saeidi et al. (2016), with the accompanying loss values depicted
in �gure 42.

�e MCC score for the NOS LSTM model starts out 0.5 and
increases slightly to 0.51 at epoch 10, a�er which it remains
mostly constant. �e F1 score decreases from 0.05 to 0 a�er
epoch 1 and increases again a�er epoch 5, reaching 0.19 at epoch
28. A�er this point, the F1 score remains mostly constant around
0.18 until epoch 175, when it drops top 0.12.

�e training loss of the NOS LSTM model declines from around
0.45 to 0.1 over the course of 50 epochs of training, a�er which

it remains constant until epoch 175, at which point it increases
sharply to 0.15. �e validation loss decreases sharply the �rst
three epochs, a�er which it increases steadily to 1.2 during 50
epochs, where it remains mostly constant with some noise.

�e MCC score of the OS LSTM model increases from 0.5 to
0.53 a�er 5 epochs of training, a�er which it slowly declines back
to 0.5. �e F1 score increases from 0.18 to a maximum of 0.25 at
epoch 43, a�er which it declines and becomes increasingly noisy.

�e training loss of the OS LSTM model decreases sharply at
�rst from around 0.58, but �a�ening out at epoch 30. At epoch 70,
the loss suddenly increases a li�le a�er which it remains mostly
constant until epoch 115 at which point it increases sharply to
0.5 a�er which it remains constant. �e validation loss very
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Figure 43: MCC and F1 scores for the Saeidi et al. (2016) model, predicting presence of call for empathy over training
epochs, without oversampling and with oversampling.
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Figure 44: Model losses for the Saeidi et al. (2016) model, predicting presence of call for empathy over training epochs,
without oversampling and with oversampling.

slightly decreases for the �rst four epochs but increases steadily
a�erwards until epoch 40, a�er which it remains mostly constant
until epoch 110, where it suddenly drops to 0.8 to remain around
this value.

Saeidi model. Figure 43 shows the performance metrics for
the LSTM model as implemented in Saeidi et al. (2016), with the
accompanying loss values depicted in �gure 44.

�e MCC score for the NOS Saeidi model is mostly constant
and remains around 0.51. �e F1 score increases sharply to 0.18
at epoch 15, a�er which it remains mostly constant at 0.17. �e
training loss decreases sharply to 0.1 at epoch 10 a�er which it
declines slowly towards 0.5. �e validation loss increases sharply
without �rst decreasing from 0.45 to 1.5 over the �rst 30 training
epochs, a�er which it increases with a shallower incline. �e

validation loss suddenly drops a number of times a�er which it
slowly increases again.

�e MCC score of the OS Saeidi model increases from 0.5 to
0.53 a�er two epochs of training and remains constant at this
value. �e F1 score increases from 0.19 to 0.25 over 12 epochs
of training and remains constant at this value. �e training
loss decreases sharply from 0.45 towards 0.1 for 15 epochs, a�er
which it slowly increases towards 0.2 over the remaining training
epochs. �e validation loss remains mostly constant for the �rst
eight epochs and increases sharply a�er this point, hovering
around 1.35 a�er 25 epochs.

t
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Figure 45: MCC and F1 scores for the Khanpour et al. (2017) model, predicting presence of call for empathy over training
epochs, without oversampling and with oversampling.
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Figure 46: Model losses for the Khanpour et al. (2017) model, predicting presence of call for empathy over training epochs,
without oversampling and with oversampling.

Khanpour model. Figure 45 shows the performance metrics
for the LSTM model as implemented in Khanpour et al. (2017),
with the accompanying loss values depicted in �gure 46.

�e MCC and F1 scores for the NOS Khanpour model are
mostly constant, with values of 0.5 and 0.0 respectively. �e
training loss decreases slightly over the �rst three training epochs
but remains constant a�erwards. �e validation loss remains
constant throughout the training epochs.

�e MCC value of the OS Khanpour model starts out around a
value of 0.5 and decreases to 0.49 over the course of the training
epochs. �e F1 score increases very slightly over the course of
the training epochs from 0.2 to 0.22. �e training loss decreases
slightly the �rst 4 epochs and increases a�er this point, reaching
a value of 0.6 at epoch 20. It increases slowly until it remains

constant at a value of 0.62 a�er epoch 90. �e validation loss
decreases very slightly during the �rst three epochs but increases
therea�er to hover noisily around 0.68, and increases slightly to
0.7 a�er epoch 100.
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7 Discussion
7.1 Annotation agreement
Of the total of 71 annotators which were marked for removal by
the comparison script, two annotators were kept a�er manual
evaluation. �is evaluation was not set up with exact prede-
�ned criteria. As the obviousness of the falsity of the labels
was larger than expected, there was a clear distinction between
annotators who mislabeled posts in an obvious and consistent
manner and annotators who performed the task seriously. Even
in cases where the ‘is empathy’ label was correctly given, the
empathy type and empathy valence labels indicated poor annota-
tion quality for ina�entive annotators. �is made a clear decision
boundary for the removal or inclusion of annotators marked to
be removed by the annotator evaluation script possible.

Examples of obvious false labels are given in �gure 47, which
shows two example messages with empathy annotations given
by poor annotators. �e two annotators which were kept in the
dataset despite being marked as poor annotators lacked these
obvious false labels entirely.

7.2 Reply relations
�e majority of the labeled reply relations were labeled by the
proximity based similarity component. �is imbalance of the pro-
portions of the components suggests that the inclusion criteria for
most of the components are too strict. �is might have di�erent
causes for di�erent components. �e Z-scores indicate that none
of the components perform signi�cantly di�erent from chance
level for that component. �is means that the assumptions un-
derlying the several components may be false, that the selection
criteria for a component were poor or that the annotations were
wrong.

�e list type component covers far fewer messages than ex-
pected with only 4%, which might be caused by poor pa�ern
matching. �ere might be pa�erns in the lists that were not
detected by the �lter, such as lists that start with bulletpoints (•),
asterisks (*) or other indicators. �e assumption that most of the
messages are a response to the original post is not likely to be
�awed. �e inclusion criteria potentially misses list threads, as
described above, but may also include posts which are not in fact
lists but contain an enumeration or list, or very small sentences
with many linebreaks. �is would apply a far too simple para-
digm on threads which are more dynamic than the list threads,
which leads to poor results.

For both the actual mention and implied mention component,
the assumption that mentions always refer to the last post in the
same thread made by that user was made. While this may o�en
be true, it is not true for all mentions. For example, a message
containing the sentence fragment “… just like BlueJeans said, I
think it is…” does not reply to the last message made by user Blue-
Jeans but rather mentions it as a support for their argument. �e
lack of distinction between these two uses of mentioning might
contribute to the poor performance of the direct mention com-
ponent. A distinction could be made by including the placement
of the mention. A mention in the middle of the text as was made
in the example seems to refer to another user in passing, while
a mention at the start of a post seems more likely to indicate a
reply relation. �is distinction can be veri�ed using the reply
relation annotations collected in this study and may improve the
reply relation resolving algorithm used.

A

xCode? Je wil dus IOS georienteerde apps maken. Interre-
sant. Maak apps die je eigen dagelijks leven makkelijker
maken. Doe ik ook, ik programmeer alleen C# voor Win-
dows.

Labeled as empathetic expression with type and valence: “ik zou
me emotieloos voelen als ik in jouw schoenen stond” meaning “I
would feel emotionless if I were in your place”.

B

Hee, Wat vervelend dat je je zo voelt! Denk je dat je ie-
mand kunt vertrouwen, laten ze je weer vallen, wat rot!
Ik vind het erg goed van je dat je weet dat je hulp nodig
hebt en dat ook wilt. Nu moet je de weg daarnaartoe nog
bewandelen. Ik denk dat het toch goed is om het aan je
ouders te vertellen. Heb je dat al eens geprobeerd? Je zou
ze ook een brief kunnen schrijven. Een brief komt net even
wat harder binnen: de moeite die jij in die brief stak gee�
al aan dat dit menens is. Luister: je kunt zoveel mensen
om je heen hebben, dan nog kan je je heel eenzaam voelen.
Bijvoorbeeld omdat niemand je lijkt te begrijpen. Meisje,
zelfmoord is nóóit de oplossing. Al lijkt dat misschien wel
zo, als je het niet ziet zi�en. Het is een uitweg.. Zonder jou
is er nooit meer de kans dat het beter wordt voor jou. Er
zijn mensen die van jou houden! Jouw ouders bijvoorbeeld,
zij kunnen niet zonder jou! Ze houden van jou, al zie je
dat misschien niet altijd. Je zult ze er levenslang pijn mee
doen. Ik hoop dat je hier iets aan hebt. Ik zou je zo graag
willen helpen! Sterkte meis! Xxx!

Labeled as empathetic expression with type and valence: “Ik
voel me zelf ook opgewekt” meaning “I feel cheerful as well”.

Figure 47: Example of an annotation so clearlymislabeled
that it is indicative of lack of e�ort from the annotator (A)
and an example of an annotation in which the ‘is empa-
thy’ label is correct but type and valence are still clearly
mislabeled. (B)

�e similarity component was meant to detect post which
literally copied a previous post and appended an answer and thus
the threshold for similarity was set quite high. If this inclusion
criterion is realistic, the proportion of 0.05 implies that these
types of mention occur with a frequency of around 5% of all
posts, which seems plausible. However, it is also possible that the
replies added to the copied text were longer than expected. If the
replies are indeed longer than expected, a sliding window com-
parison would yield be�er results than an overlap comparison
of the entire text. �is sliding window would include messages
in the component if a section of some speci�ed length is exactly
the same as another message, and would be agnostic to how
long a reply is. For this component, the poor performance in
reply prediction might lie in the assumption of the most similar
previous post being the antecedent. �is assumption is only true
for the �rst post which directly quotes another post, but if sub-
sequent posters also quote the same earlier post but respond to
the �rst quoter, a pa�erns which occurs somewhat frequently
on the Kindertelefoon forum, the component selects the wrong
antecedent.

�e implied mention component was not used once, which is
lower than expected. As was the case for previous components,
the inclusion �lter might have been too strict. It might be the case
that implied mentions slightly deviate from the actual username,
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and for example user BlueJeans001 might be referred to as blue-
jeans, which would not pass the implied mention �lter. A good
improvement over the currently used exact matching would be a
minimal edit distance matching mechanism. One concern for the
implied mention was that users might be mentioned accidentally,
especially if a user has a name which is also a common phrase or
word. However, for this to have happened, the user also needed
to have responded to the same thread previously, which lowered
the chances considerably. �e count value of 0 indicates that
this did not happen but this might be a concern if a minimal edit
distance �lter was employed with too lenient parameters.

�e number of question answer pairs is also much lower than
expected at 1%. �e question answer pair component only yields
an antecedent if a question is detected by the question detection
algorithm and when there is a suitable answer found. If a question
is detected but there is no similar enough post which may be an
answer, there is no question-answer pair formed. �is can be
made more inclusive by testing the question detection algorithm
against a number of thresholds and picking a less conservative
but still properly functioning threshold.

�e question classi�cation algorithm was the only component
for which a label was included in the annotation, so it can be
evaluated in more detail. While the accuracy of 0.7 for the chosen
question detection algorithm seems decent, the MCC score re-
veals that this is due to the skewed data the algorithm is trained
on. �e MCC score indicates that the question detection algo-
rithm does not score much be�er than chance level, taking into
account the skewed prior probabilities of the ‘is answer’ label.
�e e�ect of this poor performance on the whole is quite low
however, as the question answering component only contributed
1% of the found antecedents.

�e proximity weighted similarity component contributed by
far the most of the reply relation algorithms used, with 88% of the
antecedents. As this was the last component in the decision tree,
the best estimate was used and there were no inclusion criteria.
�e implementation of the proximity weights was such that it had
a very low impact on short threads and only a moderate impact
on longer threads. �is was done to prevent long reply relations
for being overlooked but resulted in a very low proximity based
weight, which resulted in the closest matching message being
selected as antecedent regardless of proximity in most cases.

7.3 BERT pretraining
�e decrease in validation loss from no pretraining on the Kinder-
telefoon data to epoch 1 of pretraining indicates that one epoch
of pretraining on representative data increases the performance
on the pretraining tasks signi�cantly. �is increased task per-
formance is re�ected in thie accuracy shown in �gure 26, which
shows a large increase in accuracy between epoch 0 (no addi-
tional pretraining) and epoch 1.

�e increase in validation loss and the decrease in training loss
starting from epoch 1 of pretraining is indicative of over��ing the
training data. However, the accuracy scores in �gure 26 do not
indicate this, as both the training and validation accuracy remain
almost constant a�er epoch 1, where the training accuracy was
expected to go up and validation accuracy to go down if the
model was over��ing the training data.

One explanation for the constant accuracy scores and increas-
ing validation loss is that outliers are predicted increasingly
poorly. Since the outliers did not contribute to the accuracy
score regardless of how poorly they were predicted, the accuracy

score is not expected to change. However, because of the loga-
rithmic nature of the loss function used, the increased loss for a
small number of items can a�ect total loss score signi�cantly.

Another explanation is for this behaviour is that the predic-
tion probability for all datapoints decreases by a similar amount,
which results in the same accuracy, as the highest probability
is chosen. Since the training and validation data are randomly
determined every epoch, it is di�cult to track individual predic-
tions through the epochs hence this behaviour cannot be fully
explained. Regardless, the increase in validation loss without an
increase in accuracy implies that the model is no longer learning
new useful pa�erns from the data.

Because the signi�cant increase in pretraining tasks perfor-
mance is an indication of natural language understanding, the
model performance of a model based on one epoch of training
data was expected to be signi�cantly be�er than a model based
on the Bertje model with no additional pretraining on Kindertele-
foon data. As the model does not improve a�er the �rst epoch,
models based on subsequent pretraining epochs were not ex-
pected to be a signi�cant improvement over the model based on
the �rst epoch of pretraining.

As the BERT model used in this study was based on the Bertje
model (Vries et al., 2019), the Bertje vocabulary was used. �is
vocabulary is based on Dutch books, Dutch news and the Dutch
wikipedia, which does not use the same vocabulary as is used on
the Kindertelefoon forum. However, because of the wordpiece
word representation, many words could be interpreted in word-
piece form. Unparsable words were mostly (slang) abbreviations,
which have a low impact on empathy classi�cation performance.
�e large increment in pretrain task performance indicates that
the BERT model is able to perform natural language understand-
ing tasks and hence is not impeded by the unparsable words
in the Kindertelefoon vocabulary to an extent that it performs
poorly.

7.4 Empathy classi�cation: BERT
7.4.1 Result interpretation
Since the messages labeled as empathetic constitute only 5% of
the documents in the dataset, the high accuracy scores on all
of the BERT models do not constitute strong evidence that the
minority class as well as the majority class are being predicted
correctly. �e normalized MCC scores of between 0.87 to 0.93
for the NOS empathy classi�cation models are well above 0.5,
the point in the normalized MCC scale indicating chance level
predictions, indicating a strong predictive power.

�e MCC scores for the OS empathy detection models were
similar to the NOS models, though they were in general slightly
higher. �is was most noticeable in the models based on no
pretraining and one epoch of pretraining. �is was expected,
as oversampling should give the model more examples to train
on, improving its ability to distinguish between the classes. A
performance improvement would indicate that the oversampling
method was successful in creating messages similar to the mi-
nority class messages they were based on, but the observed im-
provement observed is too small to conclude this.

�e loss values of both the NOS and OS BERT models as
depicted in �gures 28 show a training loss which decreases and
a validation loss which increases. �is could be an indication of
the model over��ing the data, however the increase in validation
loss is small for these models, so it is not a concern within the
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four epochs each model is trained. �e fact that the validation
loss does not decrease with the training loss does mean that there
are no new pa�erns learned which are useful for decreasing loss
on new data, which means that there is likely no gain to be had
in longer training.

Taking these loss values into consideration in combination
with the performance scores, the model yielded from epoch one
with one epoch of pretraining as basis performed best for both
the NOS and OS models.

Pretraining performance gain Based on the pretraining
tasks, the BERT model for empathy classi�cation based on one
epoch of pretraining was expected to perform be�er than the
model based on no pretraining, and no improvement was ex-
pected from models based on subsequent pretraining epochs over
the model based on the �rst training epoch. �e MCC scores of
the OS BERT models indicate that the model based on one epoch
of pretraining does perform slightly be�er than the model base
on no pretraining but this di�erence is not present in the NOS
models. Furthermore, the di�erence between the MCC scores of
the model based on no pretraining and the model based on one
epoch of pretraining is smaller than expected. As was expected,
the models based on more than one epoch of pretraining did not
outperform the model based on no pretraining nor the model
based on one epoch of pretraining.

�e absence of a signi�cant performance gain might be due to
the fact that during the task training, all layers were updated, not
only the last layers. As this trains the transformer layers as well,
the e�ect of pretraining can be achieved during training on the
empathy detection task. �is would the give the models based
on no pretraining a similar training to one epoch of pretraining,
and the equivalent of two epochs of pretraining for the model
based on one epoch of pretraining. Because performance did not
increase in the pretraining tasks a�er one epoch, it makes sense
that the performance in the model based on one epoch of training
on the classi�cation task does not perform be�er than the model
based on no pretraining. Because of this consideration, all models
were also tested with the transformer layers frozen. Figure 29 in
section 6.4.1 shows the performance metrics for these models,
with the associated losses depicted in �gure 30.

Frozen transformer layers �e NOS models trained with
frozen transformer layers show a constant MCC score of 0.5 and
F1 score of 0, indicating a chance level performance. �e accu-
racy scores are fairly high because of the imbalance of the data
and because the models did learn the prior probability of the
classes and as such predict the majority class most of the time.
�e OS models do not show signi�cantly be�er performance,
even though the F1 score is slightly higher than zero. �e model
losses for both the NOS and OS models show that there is lit-
tle improvement over the four epochs, with only a very slight
decrease in loss a�er the �rst epoch.

�e expected performance gain of the model based on one
epoch of pretraining over the model based on no pretraining was
absent in the models with frozen transformer layers, as they all
performed at chance level.

�is poor performance indicates that the classi�cation process
in the BERT model does not consist of a content encoding in the
transformer layers and a classi�cation in the classi�cation head.
Rather, the classi�cation task is trained into the transformer
layers of the model and the transformer layers capture task-
speci�c pa�erns in the data aside from more generalizable natural
language understanding of the text. It also indicates that the

natural language understanding concerning the Kindertelefoon
data as trained on the masked language model task and next
sentence prediction task does not su�ce to encode the input data
in such a way that the classi�cation head alone can train well on
the empathy and call for empathy classi�cation tasks.

7.5 Empathy classi�cation: LSTM
�e LSTM model developed in this study, which is a combination
of the models implemented by Khanpour et al. (2017) and Saeidi et
al. (2016), was tested as well as the separate models by Khanpour
et al. (2017) and Saeidi et al. (2016).

�e combined model and the Saeidi et al. (2016) model show
many similarities in performance and loss metrics. �e di�erence
between NOS and OS models is fairly small and neither model
architecture in either NOS or OS condition performs signi�cantly
be�er than chance level. �e MCC score of the NOS models does
not deviate from the 0.5 line, and while the F1 score does increase
from zero a�er a small number of training epochs, the peak F1
score is not very high. �is indicates that the models did not
predict both classes much be�er than chance. For these models,
the validation loss only goes up, while the training loss goes
down. �is indicates that the models over�t the training data,
even though they do not at any point �t the data in general well
enough to decrease validation loss.

�e OS models show a small increase in MCC which was
nonetheless only marginally higher than chance level. �ese
models show a clearer point at which the training should be
stopped. �e validation loss is lowest a�er epoch 5 for both the
combined model and the Saeidi et al. model. A�er this point, the
validation loss rises and models over�t the training data. For a
minimal loss, training should be stopped at 5 epochs, which co-
incides with near peak performance. Unlike the NOS models, the
OS models have trained well enough to decrease the validation
loss and increase the MCC score at least to a small extent.

�e Khanpour et al. model in the NOS condition does perform
be�er than chance level. Furthermore, the �at loss values indi-
cate that the model failed capture pa�erns in the training data.
�e convolutional layers, which act as trainable �lters for data
pa�erns in this context, failed to capture the higher level pa�erns
of pa�erns which they were designed to do.

�e F1 score for the OS Khanpour et al. model does deviate
from zero, but does not increase over training epochs. Since the
MCC score does not deviate from 0.5, the predictive power of the
model for both classes is no be�er than chance level. �e small
decrease in training loss implies that there was some pa�ern that
was learned by the OS model that was not learned by the NOS
model. However, since the training loss increases a�er this small
dip, this was not a pa�ern that �ts the whole training data. By
extend, these pa�erns do no describe the validation data well,
which can be seen in the increasing validation loss. Despite not
learning, the base F1 score for the Khanpour et al. OS model is
higher than the base F1 score for the NOS model.

Neither of the reference models comes close to the perfor-
mance described in the papers in which they were published.
�e output shape of the Saeidi et al. model was adapted to suit
the data used in this study but this is not expected to in�uence
the model performance in such a magnitude. Since this model
was built and evaluated on a much simpler task, the performance
di�erence might be caused by the model simply not being able to
recognize any pa�erns which point to the presence of empathy.
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�e convolutional layers in the Khanpour et al. model archi-
tecture can act as �lters to detect word pa�erns as sequences
of three-word sequences. It is likely that the pa�erns de�ning
empathy cannot be captured in this way and that the Khanpour
et al. model does not work well for this reason. �is might be
due to the creative and less homogeneous language use on the
Kindertelefoon forum than for example can be found in docu-
ments wri�en by health professionals or adult peers who are in
a similar situation as the empathy target.

7.6 Call for empathy
Both the LSTM and BERT-based reply relation mediated call for
empathy predictions showed a chance level performance for all
thresholds used. Since the LSTM models showed no signi�cant
predictive power in empathy classi�cation, the lack of predictive
power in call for empathy detection was expected. �e BERT
model, which performed signi�cantly be�er in empathy classi�-
cation, did not show a be�er predictive power, as the mediating
reply relations algorithm performed poorly. As the performances
compound, the poor performance of the reply relations algo-
rithm cause the total mediated call for empathy classi�cation to
perform poorly.

�e direct prediction BERT models performed be�er in the
call for empathy classi�cation than the reply-relation mediated
approach, with MCC scores over 0.9 for both the NOS and OS
models. �ese scores indicate a strong predictive power for both
classes. �e increased performance of the OS models versus the
NOS models that was present in some of the BERT for empathy
classi�cation models is absent in the call for empathy BERT
models. �e di�erence between NOS and OS models is negligible.

�e loss values for the NOS and OS models are similar. �ey
show a steadily decreasing training loss and a validation loss
which is constant at �rst and slowly increases a�er epoch 2. �is
pa�ern indicates that there are no new useful pa�ern learned by
the model a�er epoch 1, as the validation loss does not go down
a�er epoch 1. As the performance of the models based on no
pretraining are or par with or be�er than the other pretraining
conditions, the models from this condition are considered the
best performing models. �is is true for both the NOS and OS
models.

�e BERT models for call for empathy classi�cation were
also run with the transformer layers frozen to give an insight
into the e�ect of pretraining on the models. Like the empathy
classi�cation BERT models, the MCC scores for both the NOS and
OS models did not deviate from 0.5. �e F1 scores are generally
slightly higher for the OS model but still very low. �e poor
performance combined with the nearly constant training and
validation loss values indicates that neither the NOS nor the
OS models were able to learn pa�erns useful in classi�cation
and that the transformer layers capture task-speci�c pa�erns
as well as pa�erns which aid a more general natural language
understanding.

�e NOS LSTM model developed in this study and the NOS
Saeidi model show a very small increase in MCC above 0.5, which
was too small to be considered of value. �e F1 scores for both
the combined model and the Saeidi et al. (2016) model rise up
from zero which implies a greater performance increase than the
MCC scores indicate, though neither architecture comes close to
the performance described in (Saeidi et al., 2016).

�e OS versions of these model architectures show a slightly
larger MCC score gain which is nonetheless very small. �e F1

scores indicate a small performance gain of the OS models with
regards to the NOS models.

�e OS combined LSTM model and NOS and OS Saeidi et al.
model over�t on the training data from the �rst epoch onward.
�e NOS combined LSTM model shows a drop in validation loss
for a small number of epochs but then also over�ts the training
data.

�e combined OS combined LSTM model (and to a smaller
extent the NOS combined LSTM model) show sudden increases in
training loss and sudden drops in validation loss. �is is indicative
of vanishing gradients in the so�max output layer of the model.

Neither the NOS nor OS Khanpour model show any indication
of pa�ern recognition in the training dataset. �e �at training
and validation loss of the NOS model indicate that it was not
able to train. �e loss values for the OS Khanpour model show
a similar di�culty in training, although the training loss does
decrease slightly at the start of the training session.

7.7 Oversampling
�e models based on oversampled data (OS models) showed
slightly be�er results in the BERT and LSTM models for empathy
detection as well as in the combined and Saeidi et al. LSTM models
on call for empathy classi�cation, but not the BERT model for
call for empathy classi�cation.

�e performance gain is an indication that the oversampling
has successfully provided the model with more examples to train
on. However, there are also disadvantages to oversampling. �e
OS models are not able to learn the probability distribution of
the data, and predict more empathetic documents than there are
in the validation set (about 50 % more) whereas NOS models are
much closer to the number of empathy documents present in
a given dataset. �is higher empathy class prediction rate of
the OS models explains the increased F1 value for the Khanpour
models which does not seem to have learned any pa�erns useful
in classi�cation yet has a non-zero F1 score. Additionally, it
likely impacts the other LSTM based models as well, especially
the models predicting call for empathy as these models show a
relatively large discrepancy between F1 and MCC values. �e
OS BERT models do not su�er from this caveat and have fairly
homogeneous label counts which are all close to the proportion
in the validation dataset.

�e models may also be able to identify the oversampled docu-
ments if they di�er in a systematic way from regular documents,
which could lead to a be�er OS model performance. Since all over-
sampled documents are of the minority class, this leads to a very
well de�ned distinction between the classes. While the oversam-
pled texts do share common themes with the non-oversampled
texts they were based, they do have a distinct lack of correct
grammar, which can be seen in the example sentences in �g-
ure 22. �is also means the models trained partly on nonsensical
features and might be less sensitive to certain sentence struc-
tures or speci�c combinations of words which indicate a (call for)
empathy.

Another reason why the OS models might perform be�er may
be a sampling bias in the oversampling process. �e oversampled
training documents were created by taking the mean of a feature
embedding of two documents in the minority class. �e clos-
est matching features were selected for each mean value, which
might yield the same features as one of the seed documents. �is
could result in documents in the training dataset containing doc-
uments which are very similar to the original documents which
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might be in the validation dataset. �is would yield biased results
in validation if the model is over�t on the training data, which
many models were. If the models are indeed able to distinguish
between original and oversampled texts, only the results of the
models based on non-oversampled data should be regarded.

7.8 Relation to related work
In their sentiment classi�cation study, Li et al. compare several
BERT based models and LSTM models. �e BERT model which
was also used in this study - base BERT with a linear classi�cation
head - scored an F1 score of 0.60 and 0.73 on the two datasets
they tested. �e average F1 scores over the folds on the empathy
detection task for both the NOS and OS models are consistently
higher than this result, with F1 scores between 0.74 and 0.90. �is
is on average be�er than the best performing BERT model from
Li et al., the BERT model with GRU head, which scored 0.61 and
0.75 on the two datasets. For the call for empathy classi�cation
task, the BERT model implemented in this study yields higher F1
scores than the BERT+GRU model implemented in Li et al.

Li et al. also compares LSTM models to the BERT based models
and �nds that the LSTM models perform overall worse than the
BERT based models. �ough the LSMT models compared in (Li
et al., 2019) are di�erent architecturally from the any of the LSTM
models implemented in this study and therefore some di�erence
is to be expected, the models from this study performed much
worse than expected. �e performance di�erence between the F1
scores of 0.55 and 0.66 obtained in (Li et al., 2019) and the score
of 0.15 in this study is large.

In making these comparisons, it should be noted that the
datasets used by (Li et al., 2019) are di�erent in nature from
the dataset used in this study, which is wri�en by a di�erent
demographic about a much more personal subject. �is makes
the comparison of the model performance �gures only partially
valid.

Comparing the performance of the Khanpour et al.; Saeidi
et al. models implemented in this study as well as the combined
model with the performances of the LSTM models in the original
papers also shows a large performance gap. �e original Saeidi
et al. model performed much be�er than any of the three LSTM
models implemented in this study, with an F1 score of 0.69 on
sentiment aspect classi�cation. �e Saeidi et al. as implemented
in this study, though the best performing reference model, has a
peak F1 score of 0.25 for the call for empathy classi�cation task.
�e empathy classi�cation task scores signi�cantly worse with a
peak of 0.15.

�e ConvLSTM model in the contextually closer empathy clas-
si�cation from Khanpour et al. yielded an F1 score of 0.78. In
addition, Li et al. also tested an LSTM model without convolu-
tional layers, which performed well with an F1 score of 0.77.
�e Khanpour et al. ConvLSTM model as implemented in this
study performed much worse than expected compared to the
original results. �e Khanpour et al. model did not train properly,
as evidenced by the static loss �gure and performance scores.
�e largest di�erences between the ConvLSTM model as imple-
mented in this study and as implemented by Khanpour et al. were
the dataset itself and the text embeddings. Whereas Khanpour et
al. used pretrained Word2Vec embeddings, the embeddings used
in this study were trained on the Kindertelefoon dataset itself.
�is smaller embedding training might lead to poorer embedding
which could explain the overall poor performance of the LSTM
models.

7.9 Limitations
In the assumptions that are made about the annotations, pa�erns
in the data and the data itself, lie limitations and inaccuracies.
In this section, some background behind the limitations which
were not already covered in previous parts of the discussion is
given.

One general limitation lies in the implementation of the pro-
posed application of the language models for the Kindertelefoon.
Prioritizing messages and identifying messages which are prone
to abuse for volunteers working for the Kindertelefoon forum
was realized primarily by classifying posts which call for an em-
pathetic response through posts which express empathy. �is
approach has a fundamental �aw, in that it is dependant on other
users to respond in an empathetic manner. Only when this is
done, the algorithm can identify the post which calls for priori-
tization. To account for this, the direct prediction models were
implemented. Since the direct prediction models perform be�er,
these seem overall the be�er approach to the problem.

7.9.1 Data
In the modelling of the messages and in the annotation, each
message was assumed to be either an expression of empathy
or not. In reality, many messages contain more than merely
an expression of empathy, a user might for example include an
empathetic message for one aspect of a situation while simulta-
neously expressing that they cannot �nd themselves in another.
To disambiguate this for the annotators, they were instructed to
annotate every message which contains an expression of empa-
thy as a message which is entirely an expression of empathy. In
the models, this distinction is not so easily de�ned, as certain
phrases in a message containing an empathetic expression might
be indicative of a message which does not contain an expres-
sion of empathy. An architectural change in the models which
could resolve this issue is to select the empathetic passage from
each text. �e question-answering head con�guration of the
BERT model is very suitable for this, but it would require a more
extensive annotation scheme in which the empathetic phrases
are selected from the texts. �e model can then train to detect
only the passages which call for or express empathy. �is will
likely increase the sensitivity for empathetic passages in longer
responses which are not comprised completely of empathetic
text.

One message label from the Kindertelefoon forum website
which is not used as feature for the models is the ‘best answer’
label, as it was unused in large portions of the data. While the
‘best answer’ label may not be indicative of empathy directly, it
may increase the con�dence of a call for empathy classi�cation
based on the other features of a message marked as best answer.
If a post labeled as ‘best answer’ is an empathetic response, the
antecedent of this answer is more likely to be a post calling for an
empathetic response than if a post that was not the best answer
was used as reference. In other words, the ‘best answer’ posts
can be used as weight in determining the class of the antecedent
post.

Another feature from the forum that is not used in the models
is the ‘tag’. Tags can be created by the original poster of a thread
to categorize it. Tags were not used as a feature because they
were not consistently used and were not consistent across similar
subjects and topics. Despite this, tags can give an insight into
the topic of the thread, which is related to the probability of
a message in that thread being an expression of empathy. For
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this reason, the inclusion of tags might bring a performance
increment to empathy classi�cation. �ey can be implemented
by reserving a set amount of dimensions in each feature vector
which is optionally �lled by the tags. Because of the varying
length, there will o�en be some truncation or padding.

Barros et al. (2019) claim that ‘in the wild’ collected datasets
su�er from a poor notion of what empathy is, as it is neither the
target nor the empathizer who annotates the messages. �ey say
this leads to an interpreted notion of empathy and unrealistic
data. As the setup described is exactly the setup used in this
study, the validity of the labels should be considered. �e manual
inspection of the annotators who scored poorly according to the
annotation checking algorithm revealed that there was a large
di�erence between the very poor annotators and fair annotators.
�e annotators which did not perform very poorly had a very
broad de�nition of empathy, which included expressions of ad-
vice, though usually these included some element of cognitive
empathy as well. In general, it is not feasible to manually check
all annotations in a dataset of this size. �e threefold annotation
in combination with the annotator evaluation algorithm ensures
that the majority of the three annotators for each message agree
that it is an expression of empathy and that annotators have a
high level of agreement. Nonetheless, the de�nition of empa-
thy used by most of the annotators is broader than was de�ned
beforehand.

7.9.2 Annotation
To reduce the complexity of the reply relations and to be able
to infer a call for empathy from an empathetic response and
a reply relation, each message is assumed to be a response to
exactly one other post. In reality, the posts might be a reply
to multiple posts or have no one particular antecedent. Some
annotators asked how to deal with only being able to select one
antecedent, and were instructed to �nd the closest match if no
particular preceding post could be found or if the message in
question could be a reply to multiple previous messages.

�e empathy type label ranges from a cognitive awareness of
another person’s feelings (low empathy) to experiencing feelings
because of the other person’s feelings (high empathy). A lack of
‘is empathy’ label, indicating a complete lack of empathy in the
message, can be seen as an extension of this, coming in before
low empathy. �is scale from no empathy to high empathy is not
linear however, as ‘no empathy’ covers a very large range of emo-
tional involvement. Both neutral and disdainful or contemptuous
comments fall under the ‘no empathy’ label, while the scores do
not re�ect such a large di�erence in emotional involvement. To
decrease the distance between di�erent documents which fall
under the ‘no empathy’ label and to decrease the potentially large
di�erence between ‘no empathy’ and ‘low empathy’, a range of
antonyms for empathy can be included in the labels, such as
disdainful or contemptuous. �e models can then also be trained
to predict a value in this range instead of making a binary dis-
tinction. Furthermore, the classi�cation of these properties in
messages can be very useful on a forum, as these opposites of
empathy o�en constitute messages which provoke a toxic culture
on fora.

While it did not come up during the pilot test, some annotators
indicated that there are a signi�cant amount of messages in the
Kindertelefoon data in which there is an empathetic response to
messages which express fear. However, fear was not included
as an empathy valence type, which caused an unknown amount

of messages to have an inaccuracy empathy valence label. Be-
cause being afraid of something is a likely root for a message on
the Kindertelefoon forum and because empathetic responses are
o�en appropriate to expressions of fear, this label should have
been included.

One assumption that is made in the annotator comparison
is that the proportions of good and poor annotators is consis-
tent among the messages. Speci�cally, the method assumes that
for every annotator, the proportion of co-annotators which are
considered good annotators in relation to annotators which are
considered bad annotators is similar. If this is not the case, and for
example two bad annotators and one good annotator are paired
up for a signi�cant sequence of messages, all three will end up
being classi�ed as bad annotators. �is is possible if all three
annotators annotated in long consecutive stretches, which is how
most of the annotators performed the task. Other conditions to
this violation are that the annotators started roughly at the same
message, which is down to chance, and that there were no other
annotators annotating except for the three annotators which
were paired up. �is last condition is unlikely considering the
temporal proximity of many of the annotations and the number
of annotators who worked concurrently.

8 Conclusions
From the 169 annotators which annotated the Kindertelefoon
data, 100 were found reliable through the iterative annotator
reliability algorithm. �e 69 dropped annotators annotated on
average less than 10 messages each, so not many message anno-
tations were dropped.

�e reply relation algorithm was not able to reliably deter-
mine post antecedents and none of its speci�c components per-
formed be�er than chance level. A direct prediction was preferred
over the reply relation mediated model, as the la�er performs at
chance level because of the poor performance of the intermediary
reply relation algorithm.

�e BERT model was able to predict presence of empathy as
well as call for empathy in the Kindertelefoon forum messages
with high performance scores. �e pretraining conditions for the
BERT model did not e�ect this performance. Training the BERT
model without updating transformer layers a�er pretraining
yielded chance level results, indicating that the transformer layers
encode task-speci�c pa�erns in the data.

�e LSTM models were not able to classify either presence of
empathy or call for empathy with a performance signi�cantly
be�er than chance level.

9 Summary
To classify messages which express empathy, an LSTM and a
BERT based model were developed. To classify messages to which
an empathetic response would be appropriate, the empathetic
messages were classi�ed and their antecedents were determined
through a reply relation resolving algorithm. In addition to this,
a direct prediction model was also developed for the call for
empathy messages.

�e reply relation components are in need of optimization.
For most components, the inclusion criteria need to be improved.
For the list type and the implied mention component, more pat-
terns with which the relevant posts can be identi�ed need to
be provided. For the actual mention and similarity components,
changes to the algorithm are proposed. For the question answer
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component, a selection threshold needs to be optimized. In gen-
eral, the basis of these components should be a useful starting
point for producing a more e�ective reply relation algorithm.

�e call for empathy classi�cation based on the combination
of reply relations and the empathy detection models does not
perform well because of the poorly performing reply relations
intermediary.

Ten epochs of masked language model (MLM) and sentence
order prediction (SOP) tasks yielded eleven base BERT models,
one for each pretraining epoch and one for no pretraining. �e
di�erence in task performance between the no pretraining con-
dition and one epoch of pretraining was very high. �e task
performance on each subsequent epoch of pretraining was equal
to the performance at epoch 1.

Because of the increased performance in the pretraining tasks,
a be�er empathy classi�cation performance was expected from
models based on one epoch of pretraining than from models
based on no pretraining. �is di�erence did not appear, neither
in the empathy classi�cation task nor in the call for empathy
classi�cation task. To establish whether the trainable transformer
layers were playing the same role as the pretraining in the model
based on no pretraining, the models were trained again with
frozen transformer layers, only training the classi�cation head.
�e models trained with frozen transformer layers did not train
on the task at all, which indicates that the transformer layers
encode task related pa�erns and that the general natural lan-
guage understanding which was supposed to be gained from the
pretraining tasks did not transfer well to the classi�cation tasks.

�e BERT model architecture shows a high performance both
in empathy classi�cation and in call for empathy classi�cation.
�e predictive power is high, and is reached a�er a small number
of epochs, usually one epoch. Pretraining the BERT models
with MLM and SOP tasks in addition to the Bertje pretraining
from the base model did not improve performance signi�cantly.
Training only the classi�cation head yields very poor results as
the transformer layers in the BERT model encode pa�erns for
the classi�cation task, and not merely a generalizable natural
language understanding.

�e Saeidi et al. (2016) model and the combined LSTM model
developed in this study performed poorly, and the Khanpour et al.
(2017) model very poorly, on both the empathy classi�cation and
call for empathy classi�cation tasks.

�e Khanpour et al. (2017) and the Saeidi et al. (2016) models
performed much worse on the Kindertelefoon data than on the
datasets they were evaluated on in their original papers. �e
Saeidi et al. model did train but performed poorly nonetheless
and the Khanpour et al. model did not train at all on either of the
classi�cation tasks.

10 Implications and future work
�e annotation quality score which was generated for each an-
notator was used to distinguish between poor annotators and
proper annotators in this study but this split does not need to be
binary. �e trustworthiness score can be applied as a weight in
selecting the label from the threefold annotations. �is weight en-
sures that the opinion of the most trustworthy annotator counts
the most and gives a much more �ne-grained input of annotator
quality on the label selection. �is selection prevents discarding
annotators who have mediocre trustworthiness in order to gain
high quality annotations, without a penalty in the annotation
quality. �is evaluation can be highly useful in selecting good

annotators from crowd-sourced datasets, but should be properly
evaluated �rst. Simulated annotators with a distribution of an-
notator quality can be used to evaluate the performance of the
annotator evaluation metric.

�e models produced in this study are able to classify em-
pathetic responses as well as messages which call for empathy.
Besides alerting volunteers to messages which call for empathy,
these classi�ers can also be used to provide feedback to users
who are dra�ing a response to a certain message. If this message
is a call for empathy, the user might be prompted to provide an
empathetic response, or consider their response in the perspec-
tive of the person they are replying to. �e empathy classi�er
can provide feedback on how well the dra� matches what can be
considered an appropriate response.

A possible follow-up to this application is an active text predic-
tion feature on the forum, which can provide users with a dra�
response based on previous messages in the thread, possibly in
combination with previous messages of the responding user from
similar threads. Architecturally, the LSTM model model is more
suitable for natural language generation than BERT is. However,
since the performance of the BERT model was be�er than the
LSTM model, a natural language generation model such as Ope-
nAI GPT-3 which is more similar to BERT should be considered
for this as well.

One of the motivations for producing a call for empathy clas-
si�er was the ability of Kindertelefoon volunteers to be able to
prioritize some messages over others. While the call for an em-
pathetic response does require a human response (versus for
example a virtual conversational agent), there are more measures
which should be taken into account. Problem severity and impact
are important factors which should weigh into the prioritization
as well, for which systems similar to the empathy and call for
empathy classi�er can be developed.

Not all features which were deemed important enough to
be annotated were implemented in the model. As there were
questions which arose from the simpler models in this project
which caused more in-depth study of those models, such as the
di�erence between the BERT model with and without trainable
transformer layers, there was no room le� in this project to
incorporate the call to action, empathy type and empathy valence
features. Implementing these features into the models opens up
the ability to give a more �ne-grained classi�cation of messages
instead of binary classi�cations. A further improvement can be
made if the annotation scale is increased to incorporate items
beyond ‘no empathy’ such as contemptuous or disdainful and
if the missing forum-speci�c features such as tags and the ‘best
answer’ label can be incorporated in a meaningful way.

Apart from being the mediator in the call for empathy classi-
�cation, the reply relations could give insight into the message
content by providing more detailed context. �e message to
which a given post is a response in�uences whether it could be
considered empathetic. Likewise, a message could be considered
toxic in one context and acceptable in another. To provide this
context, the reply relation algorithm should be calibrated be�er.
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Christov-Moore, L., Simpson, E. A., Coudé, G., Grigaityte, K., Iacoboni, M., & Ferrari,
P. F. (2014). Empathy: Gender e�ects in brain and behavior. Neuro-
science & Biobehavioral Reviews, 46, 604–627.

Cong, G., Wang, L., Lin, C.-Y., Song, Y.-I., & Sun, Y. (2008). Finding question-answer
pairs from online forums. Proceedings of the 31st annual international
ACM SIGIR conference on Research and development in information
retrieval, 467–474.

Coulson, N. S. (2005). Receiving social support online: An analysis of a computer-
mediated support group for individuals living with irritable bowel
syndrome. Cyberpsychology & behavior, 8(6), 580–584.

Cu�, B. M., Brown, S. J., Taylor, L., & Howat, D. J. (2016). Empathy: A review of the
concept. Emotion review, 8(2), 144–153.

Decety, J., & Jackson, P. L. (2004). The functional architecture of human empathy.
Behavioral and cognitive neuroscience reviews, 3(2), 71–100.

Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. (2019). BERT: Pre-training of deep
bidirectional transformers for language understanding. Proceedings of
the 2019 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, Volume
1 (Long and Short Papers), 4171–4186. h�ps://doi.org/10.18653/v1/N19-
1423

Eisenberg, N. (2000). Emotion, regulation, and moral development. Annual review
of psychology, 51(1), 665–697.

Eisenberg, N., Murphy, B. C., & Shepard, S. (1997). The development of empathic
accuracy. Empathic accuracy, 73–116.

El-Assady, M., Sevastjanova, R., Keim, D., & Collins, C. (2018). �readReconstructor:
Modeling reply-chains to untangle conversational text through visual
analytics. Computer Graphics Forum, 37 (3), 351–365. h�ps://doi.org/10.
1111/cgf.13425

Feng, S., Wang, Y., Liu, L., Wang, D., & Yu, G. (2019). A�ention based hierarchical
lstm network for context-aware microblog sentiment classi�cation.
World Wide Web, 22(1), 59–81.
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Appendices
A Interview setup
To establish a well-grounded de�nition of empathy which is ap-
propriate for the target age bracket for the Kindertelefoon, two
interviews and a focus group are planned in which the topic is
discussed. �e interviews are conducted with a health psycholo-
gist and a child-development psychologist to get an insight into
the psychological perspective on empathy as well as the devel-
opmental stage the children who visit the Kindertelefoon forum
are in. �e focus group is conducted with a small number of
Kindertelefoon volunteers, which gives provides the perspective
on empathy of those who stand closest to the subject ma�er.

�e goals of the interviews and the focus group are to get a
psychological and Kindertelefoon perspective of

• A de�nition of empathy
– Along with (groups of) constituents
– Along with pointers and suggestions for recogniz-

ing empathy and calls for empathy
– Along with suggestions for examples for (groups

of) constituents
• Nuances in the de�nition of empathy

– In the age bracket in this study (12-18) this is im-
portant to di�erentiate from literature de�nitions
which o�en concern adults

– In these ma�ers for online expressions of empathy

Speci�cally for the Kindertelefoon, these sessions aim to in-
vestigate

• What the di�erences between the di�erent kindertele-
foon media (both from volunteer and help-seeker per-
spective) are

• How priorities are selected by volunteers, and how vol-
unteers select which post to comment on or not

• How chatbots can contribute to the environment

and to validate assumptions made:

• About post types
• About dependency structures for di�erent post types
• About dependency structures in general

A.1 General questions
Tijdens het voorstellen en de uitleg over het project worden ten
minste de volgende onderwerpen behandeld:

• De bedoeling is dat er uiteindelijk een classi�er gebouwd
wordt die kan ondersteunen in het vinden van posts
waarop met prioriteit gereageerd moet worden door
posts te herkennen waar een empatische reactie op zijn
plaats is

• Het doel is niet om medewerkers te vervangen maar om
ze te ondersteunen door aan te geven welke posts de
aandacht van een mens nodig hebben
– Mening over dit doel?

Om het concept van empathie in het algemeen te de�nieren:

• Welke constructen liggen ten grondslag aan empathie?
– Niet alleen cognitieve/a�ectief onderscheid maar

ook:
– Bijvoorbeeld een sociale staat delen, mimiek na-

bootsing, fysiologische reactie, perspectief nemen
– Zie de acht voorbeelden

Figure 48: Graph indicating di�erent empathizer-target
relationships. Constructs of empathy can be places along
these lines to indicate which constructs apply to which re-
lationship.

• Card sorting: groepeer de acht empathie constructen
uit sectie 2.1 in zo weinig mogelijk groepen zonder een
onderscheidende factor van de groep te verliezen

Hoe is empathie te herkennen?
• Is empathie tekstueel vast te stellen of is het beter op te

merken uit intonatie, intentie en context?
• Hoe zou je te werk gaan bij het herkennen van een em-

pathische reactie vs. een niet-empathische reactie?
• Zit er verschil in empathische uitingen van volwassenen

tegenover kinderen versus tegenover andere volwasse-
nen?

• En zit er een verschil in empathische uitingen van kinderen
(12-18) tegenover andere kinderen versus volwassenen
tegenover kinderen.
– Eerder opgeschreven constructen in empathy inter-

view diagram plaatsen, geen rekening houdend met
een online context

– Eerder opgeschreven constructen in empathy inter-
view diagram plaatsen, wel rekening houdend met
een online context

Hoe is een vraag naar empathie te herkennen?
• Wanneer is een empathische reactie op zijn plek? Bi-

jvoorbeeld in de context van het kindertelefoon forum
Toelichting: verschillende soort posts op Kindertele-

foon forum
• Speci�ek: hoe zou een kind (12-18) een vraag naar em-

pathie formuleren? Bijvoorbeeld door een verhaal te
verzinnen (asking for a friend)

A.2 Focus group Kindertelefoon
Naast de vragen uit het algemene deel worden er ook speci�eke
vragen aan de Kindertelefoon medewerkers gesteld tijdens de
focus groep.

Algemeen over Kindertelefoon:
• Hoe ziet een dag voor een medewerker er uit?

– Ben je vooral bezig met chat/bellen/forum?
• Wat zijn verschillen tussen chat, telefoon en het forum?
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• Zijn er veel kinderen die eerst op het forum wat posten
en dan toch bellen of andersom?

• Hoe worden de verschillende media ervaren?
– Door de kinderen
– Door de medewerkers

• Wat gebeurt er als er geen medewerkers beschikbaar
zijn?

Post prioriteit
• Hoe bepaal je welke posts je op reageert en welke niet?
• Bekijk je (bijna) alle posts?

Chatbot
• Zou een chatbot een positieve bijdrage kunnen zijn als

er geen medewerkers beschikbaar zijn voor de chat?
• En als er wel medewerkers beschikbaar zijn? (dus in het

algemeen)
Empathie
• Wat betekent empathie voor jou/jullie?
• Wat zijn belangrijke verschillen tussen reacties van an-

dere kinderen en medewerkers op het kindertelefoon
forum?

• Welke verschillen zien jullie tussen reacties van kinderen
op het forum?

Validatie:
• Wat vind je van de indeling van post types: vragenlijst,

speci�eke hulpvraag en emotionele ontlading?
• Zie je vaak empathische reacties bij vragenlijst type

posts?
• Hoe zit de post reactie structuur van de verschillende

post types in elkaar

A.3 Interview psychologen
Wat zijn handva�en die aangeboden kunnen worden aan kinderen
tussen 12 en 18 met problemen thuis, onzekerheden en vragen die
ze niet aan een persoon in hun real life omgeving kunnen vragen?
(hoe) kan empathie bijdragen aan de emotionele ontwikkeling
als er problemen zijn in thuissituatie?
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B Empathy components overview
Empathy as knowing another person’s
internal state
�e �rst de�nition of empathy is a cognitive one and as such
is also known as ‘cognitive empathy’ or ‘empathetic accuracy’.
De�ning empathy as knowing another person’s internal state
refers to being aware, through linguistic or nonverbal communi-
cation, of what is on the other person’s mind. �is notion is the
�rst of Håkansson and Montgomery’s constituents of empathy. It
may not be accurate or complete, this de�nition merely requires
an active awareness of one person’s belief of another person’s
internal state.

Empathy as physical mimicry
A more neurological perspective of empathy is based in phys-
ical mimicry. �is view denotes that empathy is gained from
purposeful simulation of another person’s (facial) expression or
that empathy necessarily coincides with neurological and phys-
ical mimicry Niedenthal et al., 2010. �e core concept in this
perspective is that the embodiment of an emotion causes neu-
rological pathways to activate similarly to the way they would
if the person was the primary experiencer of the emotion. �is
gives an impression of what another person is feeling through
the vicarious experience.

Empathy as feeling how another person feels
An a�ective perspective of empathy is coming to feel as another
person is feeling. �is is more than merely knowing another
person’s internal state and requires more than merely physical
mimicry. �is de�nition is based on experiencing the emotion that
another person is having. �is concept of feeling how another
person feels is usually known as empathetic contagion Calvo
et al., 2015 or outside psychology as sympathy Batson, 2009.

Empathy as imagining how another is
thinking and feeling
Although seemingly similar to the �rst (cognitive) de�nition,
imagining how another is thinking and feeling extends merely
concluding how the other feels with imagination based on what is
known from previous experiences with that person or with other
people. �is is not necessarily based on one’s own experiences
or character but rather on what the perspective taker thinks the
other person experiences.

Empathy as literally perspectivising
A somewhat archaic but still well-known perspective is literal
perspective taking. Here, one tries to not only take perspective
in the situation of another person but also to reason the way that
person would reason. �is involves an extensive perspective tak-
ing ability to the point in which it is unreasonable to assume this
approach might be actually feasible. Rather, the core principal is
to get as many contextual factors correct in empathising.

Empathy as imagining how one would feel in
another person’s place
A view which is o�en referred to by the term ‘perspective taking’
is to imagine how one would behave and feel in another person’s
place. �is is di�erent from imagining how another is think-
ing or feeling and from literally perspectivising as imagining in

place is based on one’s own experiences and character in another
person’s situation instead of the other person’s character. �is
is the third constituent of Håkansson and Montgomery’s study
Håkansson and Montgomery, 2003. �e active re�ection on one’s
past experiences contributes to the connectedness with another
person, as commonalities are sought which may shed light on
how one would act or feel in another’s place Spencer et al., 2020.

Empathy as feeling distress because of another
person’s malaise
Distinct from feeling distress with another person because of
perspective taking, empathy as feeling distress as a result of
witnessing another person’s su�ering has also been used as a
de�nition of empathy. �is concept is also known as ‘empathetic
distress’.

Empathy as feeling for another person’s
su�ering
A perspective based in a more altruistic sense than the other def-
initions, empathy is also de�ned as feeling distress or discomfort
because of another person’s distress. �is perspective is di�erent
from feeling how another person feels, as the reactionary emotion
does not need to be the same. �is is the forth constituent of
empathy according to Håkansson and Montgomery.
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C Agreement scores full �gures

Figure 49: Agreement scores for iterations 1 and 2
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Figure 50: Agreement scores for iterations 3 and 4
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D Annotation applications
�e �rst iteration of the annotation program was a terminal
based application. It iterated through posts within a thread and
prompted the annotator with questions about the post. For each
post, the annotator was asked whether that post expressed em-
pathy or not, whether it called for an empathetic response or
not, and, for all but the �rst two posts in each thread, to which
post the current post was a response. At the end of every thread,
the annotator was asked if they would like to continue or stop
a�er that thread. Figure 51 shows a screenshot of the terminal
application.

Figure 51: First version of annotation tool, a terminal ap-
plication

�e �nal version of the annotation tool is a website on which
anybody who is willing to annotate can view messages and pro-
vide information about the posts. �e landing page functioned
as an information brochure and a place to indicate consent to
take part in the annotation. Figures 52 and 53 show screenshots
of the website.

Figure 52: Landing page of thewebsite, including informa-
tion brochure, username input and informed consent.
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Figure 53: Example of a post annotation, with reply high-
lighted in green.
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E Activation functions
Activation functions remap ranges of values to other ranges.
Traditionally, nonlinear functions such as the sigmoid function
and the hyperbolic tangent function (see equation 13 through 15)
are used because they allow the representation of more complex
functions. �e sigmoid function (represented in this report as
f) maps input values to a range between 0 and 1, whereas the
hyperbolic tangent function (tanh) maps values between -1 and
1. One downside to these functions is that values larger than 2
or smaller than -2 (for tanh) are mapped to a very small portion
of the distribution. �is may cause the activation functions to
become saturated, where all values are on end of the distribution.
To counter this, the recti�ed linear unit is used (see equation 15).
�is activation function simply returns the input values if it is
positive, else it returns 0.

f =
4G

4G + 1 (13)

C0=ℎ =
42G − 1
42G + 1

(14)

A4;D =<0G (0, G) (15)
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(a) Sigmoid distribution.
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(b) Hyperbolic tangent distribution.
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(c) ReLU distribution.

Figure 54: Distributions of the three activation functions
used in this study.
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F Top 30 antecedent label and reply
resolution prediction counts

Antecedent label reply resolution prediction
0 3050 3482
1 1130 1130
2 560 528
3 445 386
4 295 260
5 92 214
6 183 129
7 139 108
8 108 77
9 61 35
10 66 39
11 53 43
12 47 39
13 44 17
14 39 32
15 35 19
16 27 19
17 10 14
18 22 16
19 21 25
20 15 12
21 20 17
22 14 15
23 16 17
24 9 7
25 16 9
26 16 17
27 6 5
28 9 12
29 8 17
30 10 4
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To improve automated detection 
of empathetic expressions and to stream-

line online discussion board moderation, an 
LSTM and a BERT neural network were trained to 

detect empathetic responses and calls for an empathetic 
response. Messages from the Kindertelefoon forum, labeled 

using crowd sourcing, were used as case study to provide a proof of 
concept. Assessing annotator reliability and determining reply 

relations were core considerations in cleaning the data. The BERT 
and LSTM models were trained on empathy detection and on 

call for empathy detection directly. The BERT model 
performed well in both the empathy and call for empathy 

classi�cation tasks, outperforming the LSTM models. 
The empathy classi�cation and direct call for empa-

thy classi�cation models using BERT constitute a 
new state of the art in text-based empathy mod-

elling and text-based emotion classi�-
cation systems in general.
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