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Abstract

Apparent impedance reduction allows heavy and damped robots to feel lightweight to human users. Doing
so passively yields unconditional human-robot stability and thus safety. This ful�lls a baseline requirement of
rehabilitation robotics: the ability to train unobstructed by robot dynamics, only experiencing therapy dynam-
ics. This work studies and compares two derogatory e�ects on the safe impedance reduction of serial robots:
the discrete-time controller and link �exibility. A simple impedance controller is considered that linearly adds
motor position, interaction force, end e�ector acceleration and their derivatives. Novel passivity conditions
reveal that the hybrid system allows very little acceleration and no force feedback, resulting in barely any pas-
sive inertia reduction. Underdamped link �exibility is separately studied and is rea�rmed to be fundamentally
limited to passively masking actuator inertia. Maximum passive impedance reductions for each case are com-
pared, where both allow complete damping reduction. However, passivity must be forfeit for many applications
that require inertia reduction. This theory is applied in a case study to the Gable Core rehabilitation platform.
Modern optimal design of a stabilizing, rather than passivating, controller minimizes noise while reducing
impedance. The two derogatory system models are compared to the ideal and the mixed system, consisting of
both hybrid and �exible dynamics. This reveals that the hybrid model is less restrictive than the �exible model
for stable impedance reduction, but more restrictive for passive impedance reduction.
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Chapter 1

Introduction

In a very general sense, physical human-robot interaction (PHRI) can provide superhuman strength, speed, accuracy and
repeatability. At the same time, there is room for human learning, versatility and dexterity, combining the best of both
worlds. Highly researched PHRI topics include medical applications, such as surgical and rehabilitation robotics on tele-
operation and exoskeletal equipment. Another branch is that of robots that share their workspace with humans, called
collaborative robots or cobots for short. This technology has few commercial applications as of yet and only in recent
years have ISO standards for cobots been introduced, requiring power and force limiting (ISO/TS 15066:2016). However,
numerous other �elds are developing interest in the application of these haptic devices, such as entertainment, design,
education, manufacturing/assembly, medical training, prosthetics, space and marine robotics to name a few [2].

1.1 Rehabilitation
Rehabilitation is one of the branches bene�tting most from PHRI, where robotics allows much more e�cient training.
During traditional rehabilitation several therapists may be required to physically support a rehabilitant. The strength
provided by robotics can greatly alleviate physical e�ort by personnel. As a result, a single therapist can oversee more than
one patient at a time, increasing the quantity of rehabilitation. In addition, the greater consistency provided by robotics
may increase safety and rehabilitation rates for repetitive exercises.

A novel rehabilitation robot is the Gable Core: a gait and balance training platform developed by Gable Systems B.V.
(Hengelo, OV, the Netherlands), shown in �g. 1.1. The system is designed to fully support a user’s bodyweight at the
hips, which lowers the entry threshold of training to a minimum. As an example, wheelchair-bound rehabilitants can
be lifted directly out of their wheelchairs. The self-driving base follows intended user movement, such that rehabilitants
are free to move around the training facility. This allows training with a large variety of exercises and equipment, such
as treadmill training, sit-to-stand training, balance training and custom obstacle courses. A physical therapist has control
over the amount of support, resistance or perturbations the robot administers. In that manner the robot can variably assist
or oppose exercises such that it may guide any stage of the rehabilitation process.

The structural strength required to support humans means that full body rehabilitation robots are inherently heavy.

Figure 1.1: Gable Core gait and balance training platform: bodyweight is compensated at the hip. The mobile base and internal actuation facilitate
impedance reduction, such that the robot follows the freely moving user unobstructed. Supportive or resistive forces can be applied for training purposes.
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Table 1.1: Overview of the chapters and sections in this work.

Analysis Design Conclusions
System
description

Passivity
analysis

Impedance
shaping

Passive/stable
reduction

Noise
sensitivity

Optimal
design

General system 3.1 3.2 3.3 3.4 3.5 3.6
Ideal 4.1 4.2 4.3 4.4 4.5 4.6 4.7
Hybrid 5.1 5.2 5.3 5.4 5.5 5.6 5.7
Flexible link 6.1 6.2 6.3 6.4 6.5 6.6 6.7
Comparison 7.1 7.2 8

However, a rehabilitant using this platform must be hardly aware of the system, to allow natural training. Herein lies one
of the challenges of interaction control: reducing the haptic presence of the robot itself. This property is called robot
transparency, which requires that the user only experiences dynamics functional to rehabilitation, as determined by the
physical therapist. A functional robot must render a range of haptic experiences to the user, from free motion to opposing
or promoting exercises. An interaction controller that creates both transparency and these haptics must do so safely, creat-
ing a tradeo� between safety and performance. Because the Gable Core is heavy by default, it requires such an interaction
controller, and is therefore used as a case study in this work.

1.2 Safety
At the base of all PHRI is the safety of the human during interaction with a robot. Safety can be guaranteed by human-
robot stability in all three cases of physical contact: uncoupled, contact transition and coupled [3]. The stability property
guarantees that after a human stops exerting e�ort, both systems will eventually come to a halt. Attaining stability criteria
for each of these three cases can be hard. Stability of the uncoupled human and robot systems separately is not su�cient
for the other two cases, because the coupling of two separately stable systems is not necessarily stable. Moreover, where
robots can be modelled well, humans cannot, because of uncertainty, nonlinearity and time variance. Additionally, contact
transition is hard to analyze because such systems are nonlinear by de�nition. For complex robots and uncertain humans,
the three stability criteria can thus be hard to attain.

The property of robot passivity, although more restrictive than robot stability, provides a single condition for stability
in all contact cases. Because the coupling, transition and decoupling of passive systems is always stable, the passivity prop-
erties of robot and human separately lead to unconditional stability. Because most environments, including inert humans,
can be considered passive, robot passivity is the only requirement for stability.

The intuitive time-domain interpretation is that a user can only receive as much energy from the robot as the user
has transferred into the robot in the past. Because humans have conscious control over macroscale movements (excluding
re�exes) the human is then responsible for his own safety, instead of the robot. Robot passivity thus forms a base for stable
and safe PHRI. Active additions, to oppose or assist exercises, then add functionality depending on the application.

In this work, the passivity condition is considered to be the leading target for safety. However, passivity is sometimes
too restrictive. In that case, coupled stability must be considered instead, requiring that human dynamics are considered.

1.3 Performance
The goal of interaction control is to render a wide set of di�erent haptic experiences, often far di�erent from the inherent
robot dynamics. The apparent impedance determines how a robot feels from the user’s point of view by dynamically re-
lating interaction variables: velocity and force. The shaping of this dynamic relationship, rather than explicitly controlling
a single variable, is the key di�erence between interaction control and classical mechatronics.

In many cases the target impedance is the rendering of an explicit virtual environment or, in the case of teleoperation,
another physical environment. When the target rendering is free space, the apparent impedance should be minimized.
During collision with a virtual wall, the impedance should be maximized. Robot functionality is determined by the range
of apparent impedances that can be rendered and the accuracy with which this can be done.

1.4 Problem
The two discussed aspects, safety and performance, are necessary for a baseline functional PHRI robot. Safety can thus
be guaranteed by robot passivity, and performance by impedance shaping. These aspects can be combined into the no-
tion of passive impedance shaping. The goal of a passive impedance controller is to passively render a range of apparent
impedances.

3



Many factors a�ect the range of passive apparent impedances that can be rendered. Ch. 2 contains a literature review
on relevant research into passivity based interaction control and its challenges. There, �ve underrepresented themes in
modern literature are chosen to be studied: analytical methods, impedance reduction, link �exibility, hybrid systems and
additional sensing. The latter topics are described in short here.

• One particular challenge in passive interaction control is the reduction of the minimal apparent impedance, given
that many robots are inherently heavy. In other words: a robot that is inherently hard to move, typically due to
re�ected motor inertia, should not feel as such to the user. The lowest impedance that can be passively rendered is
thus a hard requirement for a functional robot, because an unmovable robot is not practical.

• The derogatory e�ects of the discrete-time controller and link compliance on the minimal passive impedance are
especially underrepresented in modern literature. However, they have long been known to fundamentally limit the
amount of passive impedance reduction that can be done, as shown in particular by the seminal work of Colgate
and Schenkel in [1] and Colgate in [3].

• Feedback of interaction force and acceleration is rarely applied in impedance control, and the feedback of their
derivatives is even rarer. Investigating the e�ect of these feedback options may lead to new strategies.

1.5 Contribution and Outline
To investigate these issues this work studies passive impedance reduction using PD feedback of position, interaction force
and acceleration on systems with two detrimental e�ects: the discrete-time controller and the �exible link. The generalized
impedance controller is considered: linearly feeding back PD position, acceleration and force, resulting in six feedback
paths, without preconceptions of internal controller structure.

The resulting body of this work is split into four chapters, each concerned with one robot description:

• (Ch. 3, General system) Introduce the general serial robot, impedance control, design targets and methods for
analysis and design.

• (Ch. 4, Rigid robot continuous-time controller) Analyze the ideal rigid haptic robot and set its advantages as refer-
ence for the following suboptimal chapters. Also referred to as the ideal model.

• (Ch. 5, Rigid robot discrete-time controller) Analyze the rigid hybrid system with the discrete-time controller in-
cluding the sampler, zero-order hold and �nite di�erence di�erentiation. Also referred to as the hybrid model.

• (Ch. 6, Flexible link robot continuous-time controller) Analyze the �exible link robot, introducing non-collocation
of actuation and end e�ector sensing. Also referred to as the �exible model.

Each chapter follows the same structure. First, traditional analysis attempts to derive the largest safe impedance reduction.
If this is not possible passively, numerical stability is considered instead. Second, modern optimal controller design is done
for the Gable Core case study robot, to aid interpretation of the results. For each of these four chapters the structure is:

• (Sec. 1, System description) Introduce the system technically.

• (Sec. 2, Passivity analysis) Derive passivity conditions if possible, otherwise derive stability conditions.

• (Sec. 3, Impedance shaping) Derive requirements to shape the target impedance.

• (Sec. 4, Passive/stable reduction) Obtain the minimal safe impedance by combining the passivity or stability condi-
tions with shaping requirements.

• (Sec. 5, Noise sensitivity) Derive sensitivities to noise.

• (Sec. 6, Optimal design) Design a controller for passive/stable reduction that minimizes noise sensitivity (or a trade-
o� with robustness) for the case study robot.

• (Sec. 7, Conclusion) Discuss results and draw conclusions.

Because of this structure chapters can be read independently, but all refer to ch. 3 for methods and goals. After separate
analyses, the hybrid and �exible link results are compared to each other, to the ideal system and to the combined system
in ch. 7. Finally, global conclusions are drawn in ch. 8, while more detailed conclusions can be found in each respective
chapter. An overview of this work and structure is shown in table 1.1.
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Chapter 2

Literature Review

This chapter will give an overview of major results in passivity-based impedance control (PBIC), since its conception until
contemporary literature. Research is �rst discussed by theme and in chronological order. Second, a classi�cation identi�es
uncommon themes. Third, the focus of this work, already mentioned in sec. 1.5, is derived from the lacking literature.

All literature are publications or PhD theses that explicitly take passivity into account. This is in contrast to literature
on interaction control literature preceding PBIC by e.g. Hogan [4], [5], [6] and Kazerooni et al. [7], [8], which deal with
coupled stability traditionally. Literature here only introduces novel analyses or strategies, not the application of previous
ones. Furthermore, analyses must be applied to at least an example system, presenting new results.

Teleoperation literature is not included here, even though haptics can be seen as a subset of teleoperation. The prob-
lems in one-sided haptic interfaces are often on a smaller time scale, and are thus not dominated by transmission delays in
teleoperation. Additionally, series elastic actuator (SEA) literature is left out, because end e�ector position measuring is
not realistic in serial robots in general.

2.1 Chronological Overview
Literature here will be split into two major themes: analytical passivity and passivity enforcement. The former indicates
the a priori analysis of conditions that theoretically guarantee passivity during robot runtime. The latter indicates the
continuous regulating of interaction energy during runtime, essentially enforcing passivity. The two major approaches
and their subjects are discussed in chronological and topical order.

2.1.1 Analytical Passivity
Colgate and Hogan [3] were the �rst to extensively use passivity in the design and evaluation of interaction control robots.
Colgate concluded that, while coupled stability has been extensively researched, the passivity property o�ers an advantage
in the form of a much simpler criterion. Namely one that is independent of the environment dynamics. Among his main
contributions was a framework to analyze passivity by the positive real condition (PRC). He also proposed the passive
physical equivalent (PE) as an intuitive way to analyze haptics and passivity, which is heavily based on the classic work of
Hogan [4].

A sequence of papers by Colgate et al. follow in [9], [10], [11], [1], which contain one of the most important results in
PBIC literature. A hybrid robot, having both continuous and discrete-time dynamics, rendering a virtual wall is shown to
have an elegant passivity condition. The derivation is done through a frequency domain approach of the modi�ed small
gain theorem for coupled stability, not through his proposed PRC. This work is signi�cant because including the sampler
in a hybrid passivity analysis is di�cult, and is often purposefully ignored by assuming brick-wall �ltering. These papers
refer to mixed systems including the sampler as sampled data systems, here they are referred to as hybrid systems.

The same result was later obtained by Kim and Ryu [12] through a time-domain derivation. Haddadi and Hashtrudi-
Zaad [13] derive a very similar passivity condition for the Tustin di�erence instead of the backward di�erence, giving less
restrictive passivity conditions. The neglectance of sampling by brick-wall �ltering is studied as well, and underlined to be
dangerous. In addition, velocity sampling is found to be much less restricting, allowing any virtual damping and sti�ness.
This is con�rmed by Liu et al. [14], [15], who also argue that the original passivity conditions by Colgate are restrictive,
even though they are universally accepted.

Colgate et al. [16] introduced the concept of virtual coupling. Here, an element between virtual environment and
controller clips the sti�ness in real time to one that, according to analysis, can passively be rendered. Adams [17] extended
and generalized this idea into impedance control (IC) and admittance control (AC), but mainly considered stability rather
than passivity. Brown [18] investigated numerical implementations of di�erent passive haptic renderings.
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Stramigioli [19] named the idea of speci�cally designing controllers with Hogan’s PE in mind physical control. This
implies that the control has a physical interpretation, which simpli�es intuition and passivity analysis. However, the body
of the paper is about the damping injection framework: a way estimate velocity in an energetically consistent manner. The
method introduces a virtual spring between controller and output, such that the causality of the virtual model is inverted
into admittance form, which has a smooth velocity.

Colgate [3] brie�y discussed AC passivity before others, upon which Newman [20] expanded and coined the AC name.
Both publications, along with Dohring [21], investigate the passivity properties of AC, especially during mass reduction.
The latter discusses three practicalities that negatively in�uence the passivity of mass reduction. Kim et al. [22] restates the
non-physical interpretation of AC and proposes bidirectionality of the controller to remedy e�ects such as wall-sticking.
Keemink [23] derives and combines guidelines for the design of passive AC mass reduction.

Albu-Schaefer et al. in [24], [25], [26] introduced a method to shape the end e�ector impedance of a �exible link robot,
while maintaining passivity. Additionally, motor inertia is reduced to lower total apparent inertia. Ott et al. [27] proposed
a switching IC/AC scheme for the same method as a solution to the trade-o� between IC/AC strengths. Ye et al. [28]
applied the singular AC form of the same control scheme.

Abbott and Okamura [29] expanded on discrete-time controller literature by studying quantization and nonlinear
friction on renderable passive impedances. This approach is in the time domain, which sets it apart from most approaches.
Colonnese and Okamura [30] considered the IC sti� wall problem, with a known bound human impedance.

2.1.2 Enforcing Passivity
In the early 2000s a di�erent approach to PBIC was proposed, rooted in reaction rather than precaution. Hannaford
and Ryu [31] proposed the time domain passivity approach (TDPA), of which the goal is to measure energy exchange
in real time and react accordingly. Upon measuring activity, purposeful damping in the virtual environment dissipates
the extra energy. The original proposition was to scale the damping factor with the activity, such that the energy is to be
dissipated in a single computation cycle. Several iterations by Ryu et al. [32], [33], [34], [35], Ye et al. [36], Mannewarm and
Tothawornyuenyong [37] and others have expanded upon this idea. Balachandran et al. [38] applied TDPA to closed-loop
IC, where most other methods assume open-loop IC or do not need to specify an interaction controller.

Most of these works base energy measuring on Stramigioli et al. [39], who showed that measuring energy at a ZOH
interaction port with position sensing measures the true energy. Several authors have suggested modifying the virtual
environment states when activity is observed. Stramigioli et al. [40], [41] and Franken and Stramigioli [42] only allow
virtual states that maintain passivity, and describe methods to �nd states close to the active ones. This form of passivity
enforcement acts before activity occurs, rather than after.

Kim et al. [12], [43], [44], [45] proposed an energy bounding algorithm, which indirectly monitors the net energy
generated at the ZOH, limiting the output force to maintain passivity. However, they note that this approach can be
more conservative than other methods. They applied the scheme to AC as well in [46].

Lee and Huang [47] propose bounding of the position signal, called passive-set-position-modulation. This work re-
lates to the position modulation of a spring in a damping injection framework, and thus indirectly limits output force.
The adjusting output-limiter of Lee and Doo [48], [49] is related to this approach, which limits output force based on
the worst-case energy generation of the ZOH and delays. Even though the estimate is relaxed by a dissipation estimation,
it may be conservative. The method is applicable to AC if direct force control is possible. Kim et al. [50], [51] and Baek
et al. [52], [53] propose a force bounding approach, which appears very similar but no comparisons are made in either
publication. Both methods su�er from dissipation memory e�ects, requiring a way of resetting the energy di�erence.

Jafari et al. [54] use the input-to-state stable approach for IC to stabilize a virtual wall, due to the same e�ects as the
previously mentioned authors, but analyzes the ZOH as a pure hysteresis. Multiple other authors choose to guarantee
stability rather than passivity, such as Morbi and Ahmadi [55] guaranteeing bounded tracking error in AC, which bounds
activity to a known value.

Ryu and Yoon [56] proposed a memory based passivation approach, which records the energy inserting trajectory
during interaction with a unilateral virtual wall. This trajectory is traced during energy retrieval, minimizing the e�ects of
ZOH and resolution activity. Several TDPA have been applied to AC, especially in later years, including De Stefano et al.
[57], Nabeel et al. [58], Totorkulov and Ryu [59], on which Keemink [23] comments that AC has fundamental passivity
violations, which TDPA only hides rather than solves.

All passivity enforcing approaches up to Ryu et al. [60] have been in the time domain, who proposed and implemented
frequency domain enforcement. A real time discrete Fourier transform estimates the interaction power spectrum and
enables a damper if high frequency activating oscillations occur. However, the fundamental tradeo� between frequency
resolution and recording time limits reaction time. A reaction time of a hundred milliseconds may be acceptable in some
cases, but does not guarantee strict passivity.
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2.2 Classi�cation of Literature
The classi�cation of literature is done by the themes listed below, which surface from frequent observations in the litera-
ture. The �rst theme, approach, has already been discussed historically as the distinction between sub-themes analytical
passivity and enforcing passivity. Because publications may contains multiple (sub-) themes, none are mutually exclusive.

Some themes correspond so often that they are considered coupled. For example, practically all literature on enforcing
passivity takes place in the time domain. Therefore, the themes of Approach and Domain have coupled sub-themes, seen
in the title of the next paragraph. The exceptions are considered in the following paragraphs.

The �rst three themes are prerequisites for every publication: each publication must contain an approach, causality
and goal. The auxillary themes are optional extensions, such as including more complicated dynamics.

Approach (Analytical Passivity, Enforcing Passivity) & Domain (Frequency, Time) This distinction of approach
was already discussed in sec. 2.1: the a priori analysis versus enforcement during runtime. The distinction of domains is
straightforward: most analytical research is done in the frequency domain, while most enforcement research is done in
the time-domain. This is due to most analyses being much more powerful in the frequency domain for LTI systems, as is
the case for much control engineering. In contrast, runtime frequency domain enforcement is fundamentally limited as
shown in [35]. Literature that analyses passivity in the time-domain is limited to [39], [12] [29]. The work of [1] uses both
domains to prove its message.

Causality (IC, AC) & Rendering (High Impedance, Low Impedance) Even though the distinction between control
causalities can be unclear, it can still serve as a useful distinction. The application of a �xed causality strategy can be
impractical for certain robots, given their sensory options. This theme almost always aligns with the target rendering
of the virtual environment. In general, IC is better at rendering low impedances while AC is better at rendering high
impedances. Therefore, the goal of much research is to try and render the opposing, challenging, impedance. Literature
on IC thus mainly focuses on rendering sti� walls, while literature on AC focuses on rendering low inertias.

Goal (Passivity, Bounded Activity) Some authors allow temporary activity as a way of relaxing the passivity condition,
still guaranteeing stability. Bounding the generated energy will stabilize many systems as long as there is enough inherent
or enforced damping. The distinction with coupled stability is made because allowing bounded activity is still a di�erent
approach than fully allowing activity. Only the enforcement methods studied here allow bounded activity, while analysis
studies require strict passivity by design. In some cases, bounding the activity is simply using a di�erent energy reference,
and an approach can both attempt passivity enforcement and activity bounding.

Auxillary (Digitization, Flexibility, MDOF, Discontinuities, Force) The auxillary theme contains some often-
present dynamics that complicate control. The e�ects of digitization are among such well-known factors, as is �exibility
introducing non-collocation between actuation and sensing. It is important to know if analyses or strategies have been
generalized for MDOF, which is a requirement for many practical applications. Discontinuities can contain physical e�ects
such as backlash, realistic friction and saturation. In general these e�ects make a system nonlinear, complicating analysis.
In that case, analysis in the time domain is often more powerful than the frequency domain.

Because motor position sensing is in practice always necessary for current control, the feedback of position in a larger
control loop is almost always used. In addition to position sensing, interaction force is sometimes added. This has three
main applications in PBIC: the explicit control of interaction force by SEA type paradigms, reference generation in AC,
and the measuring of interaction energy. As a result, force sensing is always used in AC, but much less so in IC.
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2.3 Analysis and Contribution
Table 2.1 orders literature by theme correlation, showing quantitatively which themes are explored with respect to other
themes. The top row percentage indicates total theme coverage. Discontinuities for example are studied the least, likely due
to di�culty in analyzing nonlinear systems. Each column and row considers one sub-theme and the amount of literature
it shares with other sub-themes by absolute number and percentage. Darker squares indicate literature gaps and, although
some theme combinations are not very practical, it does give some insight into what literature is unexplored. For example,
passivity and bounded activity have a 0% overlap, meaning that no publication considers these two at the same time.
Consequently, it may be fruitful to research the comparison between the two.

Table 2.2 orders literature chronologically. If an author has multiple publications on the same subject with related
content, only the earliest work is shown. One use of this table comes from recognizing trends over time. Alternatively, it
can be used to �nd literature considering a certain theme of interest.

Several themes are shown by tables 2.2 and 2.1 to be underrepresented in modern literature. Five of these are discussed
here in the following three paragraphs. These themes are then to be studied in this work, as described in 1.5. The themes
are: analytical analysis, digitization, impedance reduction, �exibility, force and acceleration feedback.

Analytical Approach One chronological trend from table 2.2 is the shift from the analytical approach to the enforce-
ment approach. It it reasonable to �rst analyze a problem, and only if analysis does not yield satisfactory results attempt
to solve the problem by enforcement. These methods are promising, but are somewhat brute force approaches as they
ignore the fundamental reasons why activity occurs in the �rst place. Therefore, they are hard to generalize, something
that is paramount in interaction with uncertain environments. To achieve truly robust interaction control, fundamental
passivity analysis is still critical.

Figure 2.1: Correlation matrix of literature on PBIC of table 2.2, only including novel approaches and excluding SEA and teleoperation literature.
Left columns (white lettering) shows number of publications per correlating theme, right column (black lettering) shows percentage of that column’s
theme. For example: only one publication considers enforcement and �exibility at the same time, 3% of publications on enforcement, whereas 49% of
all publications is on enforcement.
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Digitization Another trend seen in 2.2 is a decrease in research into digitization. The argument is sometimes made that,
with computing power increasing at a still rapid pace, research studying the e�ects of digitization (most predominantly
time discretization) is becoming less relevant. However, passivity is a system-wide property and if true passive control is to
be attained, fundamental understanding is essential. Especially when robots must be passive in all contact cases, the e�ects
of digitization (which occur at high frequencies) can be relevant when interacting with much sti�er environments than
humans. Therefore, aiming for passivity in hybrid systems is still attractive because full robustness is only obtained with a
passivity guarantee.

Where the analyses of purely discrete-time systems are similar in complexity to that of continuous systems, the type of
hybrid systems studied here are signi�cantly harder to analyze. Analysis is harder mainly because of the sampler, introduc-
ing aliasing, which can cause hybrid systems to become time varying. That is, they are not time invariant to delaying the
input signal. In contrast, the ZOH and �nite di�erence di�erentiation are relatively straightforward to analyze. Although
the total amount of research into digitization is sizeable, very little of the modern literature fully include the e�ect of the
sampler [61], [14], [15]. Often, approximations of the sampler are made or brick-wall �ltering is assumed. However, Col-
gate and Schenkel [10] have shown that the sampler can be fully included and can result in elegant passivity conditions. It
is therefore viable to investigate whether this theory, including the sampler, can be applied to more systems.

Flexibility, Impedance Reduction and Force/Acceleration Sensing Only three publications on IC consider link
�exibility: the analysis of Colgate [3] and the design of Ott et al. [25] and Albu-Schae�er et al. [24]. And, although not
visible in the tables due to coupled sub-themes, these are the only publications on IC to consider impedance reduction.

The former publication �nds that passive inertia reduction of the undamped �exible link robot with force feedback
is fundamentally limited to masking motor inertia. While the argument is convincing, a valid question is whether the
addition of more sensors or damping might allow larger reduction.

The latter work reduces motor inertia in an inner torque loop, while leaving link inertia unchanged. It mainly focuses
on cartesian passive impedance shaping, and assumes robots are su�ciently light by design to not require more inertia
reduction. However, because IC robots cannot always be designed to be lightweight, as is the case for the Gable Core,
impedance reduction remains an overlooked problem.

Apart from the rare application of force feedback in IC, acceleration feedback has to the author’s knowledge not been
applied in PBIC literature. However, acceleration feedback can be worth investigating within the context of inertia reduc-
tion, because of its natural relation to inertia.

Another reason for the apparent lack of modern �exible link literature can be explained by a shift towards the SEA
paradigm, where mechanical compliance is intentionally included rather than seen as derogatory. Although these ap-
proaches are popular, especially for human robot interaction, SEA strategies can in general not be applied to �exible serial
robots. This is because serial robots end e�ectors are suspended in free space, which makes their coordinates very hard to
measure accurately.
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Figure 2.2: Novel literature on PBIC, only including major new approaches, ordered chronologically and by containing themes and sub-themes.
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Chapter 3

Passive Impedance Control Design and
Methods

This chapter serves as a technical introduction to methods and design for control of a general robot. First, the general
impedance controlled serial robot considered in this work is presented. Afterwards, functional safety and impedance re-
duction targets are described in a technical sense, as well as the methods used for their analysis. An optimal controller
design procedure is given to minimize noise sensitivity during impedance reduction. The dynamics and noise sensitivities
of the Gable Core are identi�ed, and are to be used as a case study for controller design in the following chapters.

3.1 System Description
The generalized impedance controlled serial robot is shown in �g. 3.1. The robot consists of total inertiamr due to rotor
and link inertias, and damping dr due to motor and bearing friction. It is assumed that there is no sti�ness connecting
the motor to the ground and negligible ground damping on the end e�ector, which is a practical consideration for many
serial robots. Three models of this robot are studied in the rest of this work: the ideal rigid continuous-time robot, the
rigid continuous-time robot with discrete-time controller, and the �exible link continuous-time robot, in respectively ch.
4, ch. 5 and ch. 6.

Motor position xm(t) is measured by a motor encoder, commonly available due to its necessity for current control.
Accurately measuring end e�ector position is not possible in many serial robots, because the end e�ector is suspended in
free space and compliant in six dimensions. Acceleration ae(t) = ẍe(t) can be measured by an IMU, and interaction force
f(t) by a load cell, both located near the end e�ector. The distal load cell inertia is neglected, or can be seen as a small
inertia adding to the environment. The three quantities are linearly added in the general controller G, which asserts an
e�ort fm(t) on the rotor:

fm(t) =
[
Gx Gf Ga

] xm(t)
f(t)
ae(t)

 . (3.1)

It is assumed that feedback of each variable and their �rst derivatives are available. Integration and double di�erentiation
are assumed impractical due to drift and noise ampli�cation respectively. For each signal the PD controller is therefore:

Gn = Gnp +Gnd
d

dt
. (3.2)

Figure 3.1: Conceptual diagram of the general haptic robot, no assumptions are made about the nature of the controller, nor about the physical system
itself. Position is measured at the motor. Acceleration and interaction force are measured at the end e�ector.
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There are thus six gainsGnl , where subscriptn denotes the measured variablen = {x, f, a} and subscript l = {p, d}
the proportional or derivative gain. For example, Gad is the derivative feedback gain of the acceleration measurement,
feeding back the jerk.

A human that interacts with the system at the end e�ector feels apparent impedance Z(s), rendered by the combi-
nation of inherent dynamics and controller. The goal of the controller is to shape Z(s) passively to desired impedances
Zd(s). Attaining Zd(s) is the performance requirement, while maintaining passivity is the safety requirement. Conse-
quently, the properties of performance and safety can be considered separately.

3.2 Safety: Passivity
The safety target of a robot is considered to be the passivity property. In that case, coupling and decoupling with any other
passive system, such as a human at rest, results in unconditional stability. The fundamental requirement for passivity of a
one-dimensional power port is that energy leaving the system is bound by the energy that has entered it:

E(t) =

∫ t

−∞
f(τ)ve(τ)dτ ≥ 0, (3.3)

where f(t) and ve(t) are the power-conjugated variables at the interaction port. The fundamental condition of (3.3) can
sometimes be used to obtain passivity conditions directly. However, when a time-domain analysis is required a storage
function approach is often more powerful. In this work, three other methods of passivity analyses are used: the PRC, the
PE, and arbitrary passive environment closed loop stability.

• If the system is linear time-invariant (LTI), the frequency domain yields a convenient equivalent condition: the
positive real condition (PRC) of apparent impedance Z(s), de�ned in app. A.1. This method results in the exact
passivity conditions, but for higher order systems these can get involved.

• A more conceptual energy-based analysis is that of the physical equivalent (PE): an interpretation of the system
impedanceZ(s) from the perspective of the interaction port. This interpretation only consists of the simple physi-
cal elements: masses, dampers and springs and is derived by network synthesis. A PE can give powerful insight into
the energetic behavior and haptic interpretation of a robot, but does not always exist [3]. Integrating position for
example, as done in PID controllers, does not have a physical interpretation.

• Another alternative to analyze passivity uses the following reasoning: robot passivity implies that closing the loop
with any passive environment should result in a stable closed loop system. This can be reversed as well: the stability
conditions of a robot coupled to any passive, but otherwise arbitrary environment, are equivalent to passivity conditions
[1]. Passivity conditions can then be analyzed by conventional stability analysis, such as by the Nyquist criterion
de�ned in app. A.2.

Passivity conditions can in general be nonlinear conditions in controller and system parameters. The passivity conditions
for a system will be denoted Ω. For a robot to be passive then requires that the control parameters are in the passive set:

Gnl ∈ Ω.

The stability conditions Λ of a system are a subset of these passivity conditions, such that to be stable requires:

Gnl ∈ Λ ⊆ Ω.

In addition to controller and robot parameters, the stability conditions also depend on environment parameters. The
stability conditions for all passive environments are then also the passivity conditions. Thus, when a system is passive it is
also always stable, which is exactly the strength of a passive robot.

Stability conditions can in general be analyzed well numerically or in simulations, when analytical conditions cannot
be derived. Testing whether a system is stable is conveniently tested by exciting the system and observing the response.
Passivity conditions however require much stronger testing, possibly for all input signals and all environments and are
therefore not considered suitable for numerical analysis. It is this property that highlights the importance of analytical
passivity conditions.
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3.3 Performance: Impedance Shaping
The performance goal of interaction control is to modify the dynamic interaction between robot and user. Altering the
apparent robot impedanceZ(s) felt by the user at the interaction port to a desired impedanceZd(s) is:

ZLF(s) → Zd(s) = mds+ dd + kds
−1, ∀ω ∈ [0, ωp]. (3.4)

Where→ represents a design target andZLF(s) is the low-frequency (LF) apparent impedance. The desired impedance is
chosen to be a simple mass-spring-damper equivalent.

Although passivity follows from perfectly matching to a mass-spring-damper over all frequencies,Zd(s) need not be
attained for all frequencies. The LF impedance must only match the desired impedance up to a performance frequency
of e.g. ωp = 30 Hz, because of the limited actuation and kinesthetic proprioception bandwidth of humans.

Typically, the impedance target consists of a low baseline inertia for simulating free motion, and a range of compliance
and damping relevant to the application. This requires lowering the inherent robot inertia mr and damping dr by some
factor e.g. ηm = 10 and ηd = 10 respectively, depending on robot design and application. The summary of such targets
can be expressed as follows:

md =
mr

ηm

dd ∈
[
dr
ηd
, dmax

]
(3.5)

kd ∈ [0, kmax].

In the case that pure impedance reduction is considered, it is acceptable for either apparent parameter (md, dd) to be re-
duced more thanηm orηd. This dynamic range in which impedances can be passively rendered has been coined impedance-
width (Z-width) [3]. It is assumed that there is always inertia behavior required at the performance frequency, such that

dd
md

< ωp.

This assumptions is made to simplify analysis. These targets are visualized for the general robot in �g. 3.2. The controller
gains that achieve the LF target impedanceZd(s) will be denoted Ψ. For the LF impedance to be matched, the controller
parameters must thus be:

Gnl ∈ Ψ. (3.6)

Figure 3.2: General target of shaping apparent robot impedance from unactuated Zr(s) to target Zd(s): lower the minimal apparent inertia by ηm,
lower the minimal apparent damping by ηd, and vary the apparent damping and sti�ness over a range up to the performance frequencyωp. The hatched
regions indicate areas to which the impedance must be bound; passive by the PRC but otherwise arbitrary.
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3.4 Passive/Stable Impedance Reduction
The previous sections describe the passivity conditions as Ω, stability conditions as Λ, and the impedance shaping condi-
tions as Ψ. Combining these conditions then results in whether a robot impedance can be safely reduced enough, either
passively or stable, and therefore whether it will be a functional robot. If the intersection of robot passivity and impedance
shaping conditions are not empty:

Ω ∩Ψ 6= ∅, (3.7)

then the target impedance of (3.5) can be reached passively. Fig. 3.2 visualizes this design target, requiring a good LF �t and
passive behavior over all frequencies. The minimal LF passive impedance that can be achieved is denoted as ΩẐ(s).

If the target impedance cannot be reached passively, it is assumed that impedance matching Ψ is reached regardless. In
that case, passivity conditions Ω are violated and stability conditions Λ will be considered instead. If the combination of
robot stability and impedance shaping conditions are not empty:

Λ ∩Ψ 6= ∅, (3.8)

then su�cient stable reduction can be done. The minimal LF passive impedance that can be achieved is denoted as ΛẐ(s).
The goal is thus to �nd the minimal passive or stable LF impedance, expressed as a function of the reduction ratios:

Ω/ΛẐ(s) =
mr

ηm
s+

dr
ηd
.

In the stable reduction case, the stability conditions Λ depend on the environmental dynamics as well, meaning that there
are passive environments for which the system will be unstable. In many cases it is acceptable for the destabilizing envi-
ronment to be a high impedance one, because humans are limited in their impedance. A sti� pure spring for example is
acceptable, but only when interacting purely with humans. If a robot risks collision with much sti�er environments, such
as physical walls, this may not be a safe requirement, which is why passivity is preferred.

In addition to a destabilizing spring environment, it may not be acceptable for there to exist a minimum destabilizing
pure damping environment. A coupled system may then be stable when coupled to a damped human, but not when
decoupled, because environmental damping is assumed negligible. For passive robots, all of these stability conditions are
guaranteed, again underlining the advantages of the passivity property.

It may be the case that a target impedance can be attained safely in more ways than one. In that case there are degrees of
freedom (DOF) left in the choice of controller gains. A good idea is then to choose a controller that minimizes the e�ects
of noise.

3.5 Noise Sensitivity
Above the performance frequency ωp, a robot should be inert for good impedance �delity; the accuracy of a haptic ren-
dering. Because humans are highly receptive to low amplitude mechanical vibrations of up to 1 kHz [62], a haptic robot
may not be comfortable if it is erratic, even though it is passive.

The assumed system has three sensors n = {x, f, a} used for feedback, and thus three noise sources ξn(t) with
Laplace transforms Ξn(s). The manner in which these enter the system is shown in �g. 3.3.

Figure 3.3: Noise sources ξn(t) entering the controllerG(t) and generalized robot, exerting a force f(t) on a human.
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If the system is LTI and F (s) is considered the output of the impedance controlled system, the system equations can
be written as:

F (s) = Z(s)V (s) +
∑
n

Wn(s)Ξn(s). (3.9)

Where the transfers from noise sources Ξn(s) to output F (s) are de�ned as:

Wn(s) =
F (s)

Ξn(s)
.

The pure relationship between V (s) and F (s) in (3.9) realizes the apparent impedance Z(s), whereas any additions by
Wn(s)Ξn(s) distract from that relationship in an uncorrelated manner. Noise sources are assumed to be of Gaussian
distribution:

ξn(t) ∼ N (0, σ2
n),

with known variance σ2
n and zero mean. These white noise sources enter the system as Ξ̄n(s) in �g. 3.3. Such noise

sources, uncorrelated to other signals, are assumed to not in�uence passivity because their phases are random. A time
domain interpretation is as follows: although passivity may be a�ected over a short time, for the in�nite horizon problem
the random phase is expected to dissipate as much energy as it generates.

The power spectral density of white noise signals is known by Parseval’s theorem to be equal to its variance [63]:

Sξn(ω) = σ2
n.

Given the de�nition of the power spectral density:

Sξn(ω) = |Ξn(ω)|2,

it can be inferred that the measured Laplace transform Ξn(s) of a white noise signal ξn(t) has constant magnitudeσn and
random phase, even though analytically the Laplace transform does not exist for random signals. Each white noise source
Ξn(s) with unit variance is scaled by a standard deviation σn and shaped by �lter Mn(s). This obtains an estimate of
colored sensor noise Ξ̄n(s). Then, the magnitude of colored noise is:

|Ξ̄n(s)| = σn|Mn(s)||Ξn(s)| = σn|Mn(s)|,

given that the amplitude of each white signal |Ξn(s)| is unity. All noise transfers can be collected in a row vector:

W (s) =
[
Wx(s) Wf (s) Wa(s)

]
.

Noise sensitivity can be minimized by requiring that the cumulative e�ects of the transfers W (s) should be small. The
minimization of itsH2 system norm minimizes the expected value of the output variance, given that the input signals are
white [64]. This guarantees that the user haptically experiences the minimal amount of noise. For the purpose of norm
minimization, the environment is assumed to be locked, such that no knowledge of the environment is necessary to derive
the noise transfers.

3.6 Optimal Design
Previous sections described the passivity conditions as Ω and shaping conditions as Ψ. Combining these conditions then
results in a safe robot that has desired and reduced impedance Zd(s). Furthermore, to optimize user comfort, the noise
sensitivities W (s) of a system should be minimized. The optimal control parameters are then such that the H2 norm of
the noise transfer vector is minimal:

Gnl,o = arg min
Gnl

||W (s)||2 , (3.10)

subject to controller parameters that result in a passive Ω and impedance shaped Ψ robot.
Alternatively, when passive impedance reduction can not be done su�ciently, stability conditions Λ are considered.

In that case, measures of robustness such as the modulus, gain or phase margin can be included in the optimization. In
this work, the gain margin for an environmental spring kh is considered:

Gnl,o = arg min
Gnl

(
α ||W (s)||2 +

1− α
k̂h

)
, α ∈ [0, 1], (3.11)

whereα represents a tradeo� between minimization of noise and inverse robustness. In this way, the sti�ness of a marginally
stable spring k̂h is maximized in tradeo� with noise sensitivity. The solutions to the general H2 problem of Doyle et al.
[65] cannot be used here, because of the nonlinear constraints and the �xed structure controller. Therefore, it is best to
look for numerical solutions, in this work done with the Matlab nonlinear optimization toolbox.
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3.7 Design Case Study: Gable Core
To illustrate controller design, a case study is done on a section of the Gable Core described in sec. 1.1. This rehabilitation
robot has two types of actuation: fast three dimensional cartesian motion in its internal structure, seen in �g. 3.4, and
slower omnidirectional planar base motion. The sagittal axis of the internal actuation (marked ~x) is designed to fully
support humans in the gravity �eld, while being transparent in the horizontal plane. This part of the system can be seen
as a linear serial robot.

The sti�ness required to support humans results in an inherently high inertia, much higher than suitable for training
purposes. Therefore, impedance reduction is required to achieve an apparent inertia of 5 kg and damping of 100 Nsm-1.
Note that this damping is relative to the mobile base, and is therefore su�ciently low.

The following sections identify the robot, noise spectra and impedance reduction targets. Given this data, �nding op-
timal controllers through (3.10) or (3.11), subjected to passivity Ω (or stability Λ) and shaping Ψ conditions, then facilitates
design for this system.

3.7.1 System Identi�cation
The Gable Core is modelled in two di�erent ways. ch. 4 and ch. 5 assume a rigid robot, modelled by a single mass-damper.
Ch. 6 assumes a robot with internal compliance, with a single underdamped �exible mode. The rigid model is of order
one and the �exible model of numerator order three and denominator order two, as seen in their respective chapters.

Identi�cation of the Gable Core was done by excitation of its own actuator and position data collected at the same
motor encoder, rather than at the interaction port. The transfer from motor velocity sXm(s) to motor e�ort Fm(s) of
the �exible system of ch. 6 is:

Zid, �ex(s) =
Z1(s)Z2(s) + Z12(s)(Z1(s) + Z2(s))

Z2(s) + Z12(s)
, (3.12)

where

Z1(s) = m1s+ d1

Z12(s) = d+ ks−1

Z2(s) = m2s.

Note that this is a di�erent impedance than the apparent impedance. The rigid robot studied in ch. 4 and ch. 5 is then the
LF approximation of that system:

Zid, rigid(s) = mrs+ dr, (3.13)

where

mr = m1 +m2

dr = d1.

Figure 3.4: Internal structure of the Gable Core, shown in �g. 1.1, with generalized controller overlay of �g. 3.1. The end e�ector is actuated in the three
cartesian directions, of which ~x extends the forward structure forward out of the sleeve.

17



The system was actuated by a multisine of 50 frequencies, linearly spaced on [10, 500] Hz at a 250 N excitation amplitude.
Data was gathered over one minute at a sample frequency of 2 kHz and the frequency response extracted only at the given
frequency peaks. A spectral estimate of the transfer is then obtained by dividing the Fourier transforms of the actuation
e�ort Fm(s) by the measured velocity sXm(s). Fig. 3.5 shows the estimate of the transfer at these 50 points, showing a
�exible mode around 100 Hz.

The DC gain is assumed by (3.12) and (3.13) to consist of a pure damper. However, the spectral data suggests that this
damper is of magnitude 90 dB, an unmovable impedance for humans, magnitudes larger than the experienced damping
when a user actuates the unactuated system. Reasons for this mismatch, such as nonlinearity in stick-slip or hidden dy-
namics, are discussed in sec. 7.2. To address the DC gain, the damping parameter is estimated by a human induced velocity,
measuring the reaction force.

The parametric models of (3.12) and (3.13) can then be �tted to the estimated frequency response points. The identi�ed
parameters of the �exible model of ch. 6 are rounded to m1 = 25 kg, m2 = 25 kg, structural sti�ness k = 15 · 106

Nm-1, structural damping d = 5 · 103 Nsm-1 and base damping d1 = 300 Nsm-1. The rigid robot model (3.13) then has
total massmr = m1 +m2 = 50 kg and base damping dr = d1 = 300 Nsm-1.

Both models are shown in �g. 3.5. Given this data, the reduction targets are set at an inertia reduction ratio of ηm = 10
and a damping reduction ratio of ηd = 3 to obtain the apparent inertia of 5 kg and apparent damping of 100 Nsm-1. To
illustrate the e�ects of varying the reduction, three other sets of reductions are added: (ηm = 10, ηd = 10), (ηm =
10, ηd = 20), (ηm = 20, ηd = 20).

Figure 3.5: Gable Core x-axis impedance from motor velocity to motor force, identi�ed in the HF range by a multisine at the point frequencies and by
manual damping identi�cation in the LF. A rigid modelZid, rigid and �exible modelZid, rigid are �tted to match the data.
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3.7.2 Noise Identi�cation
The three sensors of (3.1) facilitate impedance reduction: motor position encoding, interaction force sensing and acceler-
ation sensing. The robot is designed to measure the latter two as close to the end e�ector as possible.

The noise spectra of the optical 17 bit encoder Ξ̄x(s), MTi3 accelerometer Ξ̄a(s) and custom strain gauge with 16 bit
ADC Ξ̄f (s) have been measured separately for a minute at rest. The standard variation of these signals were determined
from the time series, while the their bandwidth is approximated from the Fourier transforms of �g. 3.6. Their bandwidth
is modelled by noise shaping �lters of �rst order, for each sensor n:

Mn(s) =
1

s/ωn + 1

The encoder has a standard deviation σx ≈ 1.41 ·10−5 m after translational transformation with no roll-o� visible up to
1 kHz. The force sensor has a standard deviation σf ≈ 67.4 · 10−3 N with �rst order roll-o� starting at ωf = 200 Hz.
The accelerometer has a standard deviation σa ≈ 30.6 · 10−3 ms-2 with �rst order roll-o� starting at ωa = 100 Hz.

The lack of roll-o� in encoder measurements (up to the measured frequency) is due the naturally high bandwidth of
optical position sensing, whereas force and acceleration sensing have notable low-pass characteristics by design. However,
because the usedH2 optimization requires zero gain atω =∞, a low-pass �lter must be included and is set atωx = 1 kHz.

Figure 3.6: Measured noise spectra over one minute at rest for MTi3 accelerometer, custom strain gauge with 16 bit ADC, and optical rotary 16 bit
encoder transformed to linear motion. First order shaping �lters are assumed for each.
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Part III

Analysis and Design
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Chapter 4

Rigid Robot With Continuous-Time
Controller

The following chapter studies the ideal robot, assumed to be rigid and controlled by a continuous-time controller. Study-
ing the ideal system presents the advantages of the feedback options. The results derived here then serve as reference for
the rest of the work. The main �ndings are:

• Impedance reduction of the ideal system is straightforward, any impedance can be passively attained in a variety of
ways.

• Practical application prefers the use of force over position or acceleration feedback.

• Equal inertia and damping reduction is recommended, such that exclusively force feedback is su�cient.

• Some force derivative feedback is recommended for noise reduction and a well posed design problem.

4.1 System Description
The bond graph of the rigid robot equivalent of �g. 3.1 is shown in �g. 4.1. It consists of a single massmr and damper dr ,
which combine into an inherent robot impedance:

Zr(s) = mrs+ dr.

Because the system and controller are LTI, the Laplace transforms of (3.1) and (3.2) can be taken to describe the controller.

Figure 4.1: Bond graph of an ideal serial robot consisting of a mass-damper, the controller linearly feeds back collocated position, acceleration and
interaction force.
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Due to the single rigid inertia mr , all measurements are collocated: measuring position X(s), acceleration s2X(s), and
interaction force F (s). The apparent impedance of the controlled system is:

Z(s) =
Gads

2 + (mr +Gap)s+ (dr +Gxd) +Gxps
−1

Gfds+ 1 +Gfp
. (4.1)

The e�ects of feedback can be intuitively derived from this transfer and its PE, given in �g. 4.2. Position PD feedback
introduces a spring-damper equivalence. Proportional acceleration feedback can increase or decrease the apparent iner-
tia. Proportional force feedback conveniently scales all dynamics. The e�ects of either is clearly visible in �g. 4.2 (b).
Derivative force and acceleration feedback add elements, and are shown by the PE of �g. 4.2 (a) to complicate the physical
interpretation. Additionally, both signi�cantly modify all present elements.

4.2 Safety: Passivity
Conditions for robot passivity can be obtained directly from the PE derived in app. B.3, shown of �g. 4.2. Intuitively, if
all physically equivalent elements are passive, then surely the system is passive at the interaction port. This requires that all
elements have positive coe�cients, leading to the following passivity conditions:

Gxp ≥ 0

Gxd ≥ −dr
Gfp ≥ −1

(dr +Gxd)(1 +Gfp)

Gxp
≥ Gfd ≥ 0 (Ωideal)

Gap ≥ −mr

(mr +Gap)Gfd
1 +Gfp

≥ Gad ≥ 0.

The same requirements can derived from the PRC of transfer (4.1), as shown in app. B.2. This means that the passivity
conditions from the PE are the exact conditions, and are not conservative. The reason for the �rst three and �fth conditions
is evident from their physical interpretations in �g. 4.2 (b), requiring positive coe�cient elements.

Novel is the condition that force and acceleration derivative feedback (Gfd , Gad) is allowed. The limit of force deriva-
tive feedback is inversely proportional to the rendered sti�ness. Thus, without a rendered sti�ness during impedance re-
duction, force derivative feedback may be in�nitely large. Acceleration derivative feedback is allowed only when there is
force derivative feedback.

4.3 Performance: Impedance Shaping
Equation (4.1) allows convenient shaping of the apparent impedance to the target impedance of (3.4) using a selection
of available feedback. Position PD feedback and proportional force feedback, for example, is a straightforward method
to match the apparent impedance to (3.4). An alternative is positional PD feedback in combination with proportional
acceleration feedback.

(a) (b) (c)

Figure 4.2: PE of the rigid continuous-time controller system with position, force, and acceleration PD feedback (a). This reduces to the middle PE for
Gfd = Gad = 0 in (b) and the undamped system of [3] with additionallyGad = Gxd = Gxp = d1 = 0 in (c).
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Therefore, LF impedance shaping to (3.4) is done by setting controller parameters to the following:

mr +Gap
1 +Gfp

= md,

dr +Gxd
1 +Gfp

= dd, (Ψideal)

Gxp
1 +Gfp

= kd.

Each condition represents one PE element as seen in �g. 4.2 (b) to match (3.4). Without force feedback, impedance
reduction requires damping and inertia compensation.

Derivative feedback (Gfd , Gad) can in�uence the HF range, as seen in (4.1) by their adding HF roots. If either gains
is too large, the LF impedance is a�ected and the mass-spring-damper-like behavior up to ωp is distorted. Requiring the
HF pole and zero not to in�uence below the performance frequency can be done by requiring both to be:

1 +Gfp
Gfd

≤ γωp,
mr +Gap
Gad

≤ γωp. (Ψp)

This requires each roots to be some factor larger than the performance frequency, the maximum is set at γ = 5. This
guarantees that the behavior is mass-like up to ωp, resulting in a maximum phase error of about 10◦. Limiting the size of
(Gfd , Gad) is done for reasons discussed in sec. 4.7.

4.4 Passive Impedance Reduction
The passivity conditions of Ωideal do no inhibit the reduction of the target impedance by any Ψideal. Therefore, any passive
impedance shaping can be attained. The minimal passive impedance can be completely reduced, preferably by largeGfp ,
resulting in zero minimal passive impedance:

ΩẐideal(s) = 0. (4.2)

As a result, the Z-width of the ideal haptic robot is positive in�nite for apparent masses, springs and dampers.
Of the given feedback options, force feedback has an advantage in its scaling of all dynamics, and is therefore a good

choice when the goal is impedance reduction. The natural intuition is that the magnitude of the user’s e�ort is magni�ed,
rendering the user stronger by a factor (1 + Gf ) from the robot’s perspective. This is similar to how electronic power
steering in the automotive industry drastically reduces the e�ort to steer a vehicle. Note that this reduction includes the
downscaling of non-linear dynamics, because the time-domain relationship is:

F (t) =
(mr +Ga)ẍ(t) + dr(ẋ, x)ẋ(t) + g(x) +Gxx(t)

Gf + 1
.

This is an advantage in the case of gravity or non-linear e�ects, such as motor cogging and stick-slip.
In general there are three DOF left in the problem after matching the impedance: one in Ψideal, and either size of

Gfd , Gad , although constrained by Ψp. If so, the DOF in controller gains can be used to minimize noise sensitivity.

4.5 Noise Sensitivity
From �g. 4.1, the ideal system can be derived to have noise transfers from white noise sources Ξn(s) to output forceF (s):

Wn,ideal(s) =
Gn(s)Mn(s)σn

1 +Gf (s)
,

for each sensor n = {x, F, a}. Because each Wn(s) has the same denominator, minimization favors force over position
or acceleration feedback. Additionally, Gfd is useful because it adds roll-o� to all noise spectra. In fact, when Wx(s) or
Wa(s) use derivatives (Gxd , Gad) withoutGfd , their gains at ω =∞ are non-zero. In that case theH2 norm is in�nite,
and optimization is theoretically nonsensical. Therefore, the ideal system requires the added roll-o� of the force derivative
feedbackGfd for a well-posed optimization problem.
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(a) (b)

Figure 4.3: Noise norms for di�erent gain sets according to Ψideal, choosing Gfp , Gfd , Gad as DOF. All solutions are passive. (a) reduces damping
more than inertia, while (b) equally reduces inertia and damping. The gains for the marked optimal points are shown in tab. 4.1. The x-axes parameters
are related linearly through Ψideal.

4.6 Design: Gable Core
Sec. (4.4) showed that the ideal system can passively achieve any impedance reduction. The reduction targets set for the
Gable Core in sec. 3.6 can thus also be achieved passively.

The passive optimization of (3.10) is used for this system, purely focused on minimizing noise. Minimization of the
noise norm subjected to trivial passivity conditions Ωideal and shaping rules Ψideal and Ψp is:

min ||Wideal(s)||2 . (4.3)

Because there are three DOF left, three controller parameters can be chosen freely, such as Gfp , Gfd , Gad . The �rst is
chosen as the free parameter from Ψideal, which determines how large Gxd , Gap will be. Derivative gains Gfd , Gad are
limited to a �fth of their limit in Ψp, to maintain low LF impedance matching error. Because any optimization follows
both these shaping rules, their LF impedance matching errors are equally low.

Fig. 4.3 shows the noise norms as a function of the three DOF, when two sets of (ηm, ηd) are achieved. The derivative
gains are chosen as a fraction of their maximum allowable value bound by Ψp. In either �gure it is always optimal to
increaseGfd and foregoGad .

Fig. 4.3 (b) shows that equal reduction (ηm = ηd) of inertia and damping has slightly better noise variance than
unequal reduction, even though inertia is reduced more than necessary. The reason for this is that if equal reduction is
desired, onlyGfp is necessary and optimal. Then,Wideal, f is the only noise transfer. When matching unequally, feedback
of another signal in Gap or Gxd must be added. In that case, damping compensation with Gxd is better than Gap to
reduce noise sensitivity.

Table 4.1: Selection of optimal parameters for the minimization of ||Wideal||2 for the case study robot, assuming the ideal robot model. The �rst two
are shown in �g. 4.3 (a) and b.

ηm ηd Constraints ||Wideal||2[N] Gxp [ N
m ] Gxd

[ Ns
m ] Gfp

[−] Gfd
[s] Gap [kg] Gad

[kgs]

10 3 Ωideal,Ψideal,Ψp 1.0646 0 700 9 0.01061 0 0

10 10 Ωideal,Ψideal,Ψp 1.0421 0 0 9 0.01061 0 0

10 20 Ωideal,Ψideal,Ψp 1.0432 0 −150 9 0.01061 0 0

20 20 Ωideal,Ψideal,Ψp 1.0792 0 0 19 0.021221 0 0
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(a) (b)

Figure 4.4: Frequency responses (a) and noise transfers (b) of the optimal solutions to the case study design problem of �g. 4.3 in comparison with
unactuated Zr(s) and target Zd(s) impedance. Only the magnitude of the noise transfers are shown because the phase is not relevant for random
noise.

4.7 Discussion and Conclusion
This chapter studied the passive impedance reduction of the ideal haptic system: a rigid robot with continuous-time con-
troller. The main �ndings in short are described at the beginning of this chapter.

Passive Reduction The passivity conditions have been derived by the PE and the PRC, of which most feedback op-
tions have intuitive conditions. Impedance reduction can be done through inertia compensation by acceleration feed-
back, damping compensation by position feedback. Force feedback can lower both inertia and damping simultaneously
and additionally reduces parasitic nonlinear dynamics. Because the passivity conditions do not interfere with reduc-
tion, the minimal passive impedance was found to be zero in (4.2). The robot dynamics can thus be completely reduced
(ηd =∞, ηm =∞).

The derivative feedback of force and acceleration feedback were shown to complicating the physical interpretation.
Force derivative feedback is allowed and has been shown to be useful in reducing noise sensitivity. Acceleration derivative
feedback is allowed if force derivative feedback is present, although here it does not provide any apparent advantages.

Passive Optimal Design The Gable Core case study was shown to have optimal passive solutions that minimize noise
contribution. These are always at Gfp = ηm − 1, preferring no acceleration feedback but possibly velocity feedback to
achieve the required damping reduction ηd. Unequal reduction (ηm 6= ηd) results in more noise variance than equal
reduction (ηm = ηd), because the preferred method is always solely force feedback. Maximum allowable derivative
feedback then lowers noise.

Limited Derivative Feedback The force and acceleration derivative feedback gains (Gfd , Gad) here are only used in
a very limited sense, constrained in size by Ψp. That way, they barely in�uence the LF range intentionally and can only be
used in smaller amounts for noise reduction.

This limiting is done for three reasons. First, practical application forbids these gains to be large, because in practice
they have a �nite bandwidth not included in this analysis a�ecting passivity. Second, the systems of the next chapters (ch. 5
and ch. 6) do not allow these gains large due to their additional dynamics. To allow a fair comparison between systems thus
requires similar size gains. Third, because the minimal passive impedance was shown to be completely reducible already
by Gfp , the large use of Gfd is not very relevant. This is because the use of a proportional signal is always more practical
than its derivative.

However, theoretically there can be merit in larger derivative gains: app. B.4 shows that it is possible to completely
cancel the apparent inertia.
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Chapter 5

Rigid Robot With Discrete-Time
Controller

This chapter introduces the discrete-time controller to the otherwise ideal rigid robot, resulting in a hybrid system. This
complicates analysis for several reasons and forces the analysis to consider the discrete-time position, force and acceleration
feedback loops somewhat separately. The key �ndings are:

• Discrete-time position feedback can passively completely compensate damping, although this is a known result
from [1].

• Discrete-time acceleration feedback can passively compensate half the inertia, but requires large damping or sample
time.

• Discrete-time force feedback is not passively allowed, although simple su�cient stability conditions can be derived.

• Position and acceleration feedback can be applied at the same time, although the restrictive acceleration conditions
limit practical use.

• Many modern designed systems, including the case study, must consider stable reduction rather than passive reduc-
tion due to naturally restrictive passivity conditions.

• Design of the case study follows the same recommendations as ch. 4 in general, preferring solely force feedback and
its derivative.

5.1 System Description
Fig. 5.1 shows the bond graph of the rigid haptic robot, now including discrete-time dynamics in the sampler, ZOH and
�nite di�erence di�erentiation using sample time T . In the entirety of this work the z operator is used interchangeably
with its identity z = esT to shorten notation, although application is always in the s domain. In addition, the tilde
operator denotes the z-transformed version of a transfer.

The Laplace transform of the continuous-time motor e�ort of (3.1), using the discrete-time controller, is:

Fm(s) =
h̄(z)

s

[
G̃x(z) G̃f (z) G̃a(z)

] X(s)

F (s)

s2X(s)


∗

. (5.1)

Here the zero-order hold h(s) is split into the backward di�erence h̄(z) and continuous-time integrator 1
s :

h(s) =
h̄(z)

s
, h̄(z) =

1− z−1

T
.

The continuous-time controller of (3.2) is replaced by its discrete-time counterpart G̃n(z) where the �nite di�erence h̄(z)
replaces the continuous-time di�erentiator s:

G̃n(z) = Gnp + h̄(z)Gnd .
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Figure 5.1: Bond graph of the rigid robot with discrete-time controller including sampler, ZOH and �nite di�erences derivatives, resulting in hybrid time
varying dynamics at the interaction port.

The operation [·]∗ in (5.1) represents the starred transform of its argument, de�ned in app. C.1, as a result of sampling the
measured continuous-time signals. It is the Laplace transform of the sampled time signal, for example for x(t):

[X(s)]∗ = L{x∗(t)}(s).

Or alternatively, the z-transform X̃(z) with the identity z = esT substituted, which reinstates the dependence on sample
time:

Z{x(t)}(z)
∣∣∣
z=esT

= X̃(esT ).

The hybrid system is shown in �g. 5.1. It is shown in sec. C.2, following Ragazzini [66], that the continuous-time velocity
V (s) of this system subjected to a continuous-time input force F (s) is given by:

V (s) = Yr(s)F (s)− Yr(s)
D̃(z) [N(s)Yr(s)F (s)]

∗

1 + D̃(z) [N(s)Yr(s)]
∗ , (5.2)

where D̃(z) contains the inherently discrete-time dynamics of the feedback loop:

D̃(z) =
h(z)

s

[
G̃x(z) G̃f (z) G̃a(z)

]
,

andN(s) is used to add the three loops:

N(s) =

 s−1

Zh(s)

s

 .
The system equation of (5.2) is the closest this system can get to an apparent transfer function. The right-hand argument of
equation (5.2) containsF (s) within the starred transform and, because the starred transform is not distributive in general,
F (s) cannot be separated. Therefore, there exists no closed-form impedance transfer functionZ(s) fromF (s) to V (s).1

The reason for this is that the system is time-varying due to the sampler: delaying the input signal does not yield the same
delayed output signal. The output is dependent on the input both at and in between sample intervals, and thus requires
the exact input signal to compute the output [67][68].

1Note that technically (5.2) does not lead to an apparent impedance, because N(s) contains Zh(s). The point here is only to illustrate that an
apparent impedance cannot be derived.
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The nonexistence of an apparent transfer function is in contrast to the class of hybrid systems studied in much liter-
ature and textbook. There, both the input and output are sampled, in which case the apparent transfer is again LTI and
described fully by the z-transform. In such cases, sampling itself does not in�uence passivity, as shown in app. C.8. How-
ever, for the type of hybrid system studied here, the sampler is not placed on the input or output, but on internal paths
only. It is possible that phase provided by the ZOH and transformative properties of the sampler can in�uence passivity
at the interaction port of such a hybrid system.

5.2 Safety: Passivity
Due to the absence of a closed-form impedance transfer function from (5.2), passivity cannot be analyzed by the PRC.
Moreover, a PE would not consist of a �nite number of elements or representable by the simple elements and therefore
cannot be derived. This is in contrast to the case in �g. 4.2. To illustrate, a physical interpretation of the acceleration
feedback closed loop with Zh(s) = 0 and Zr(s) = mrs is derived in app. C.11. A di�erent method to analyze passivity
is therefore needed.

As mentioned in sec. 3.2, the strength of a passive robot is that closing the loop with any passive environment results
in a stable closed loop. This argument works the other way around as well: if the closed loop is shown to be stable for
any passive environment, then the robot itself must be passive. In other words, the stability conditions of the closed loop
with any passive environment are the robot passivity conditions. These conditions are attainable because the denominator
of the closed loop hybrid system of (5.2) can be derived; the denominator only contains system properties in the starred
transform.

5.2.1 Passivity Conditions Through Passive Environment Closed Loop Stability
Determining closed loop stability, given a passive environment, requires inclusion of environment impedanceZh(s) into
the closed loop, of which the only known property is that it is passive. In this case, such an environment may represents a
human at rest applying no voluntary movement. Robot passivity analysis is now a matter of stability for the closed loop
with passive arbitrary Zh(s). As a relevant example, the transfer V (s)/Fh(s) from conscious human e�ort to velocity
could be considered, and should be stable for anyZh(s) for the robot to be passive.

For the transfer V (s)/Fv(s) of virtual force to velocity the system of �g. 5.1 can be rewritten to the block diagram of
�g. 5.2. This conveniently shows three feedback loops for each sensor nwith loop gains:2

Ln(s) = D̃n(z)[Hn(s)]∗. (5.3)

The hybrid loop gainsLn(s) have been split into two parts: The discrete-time part D̃n(z) contains the discrete-time PD
controller and the �nite di�erence of the ZOH:

D̃n(z) = h̄(z)(Gnp +Gnd h̄(z)).

The continuous-time parts Hn(s) contains the passive environmental dynamics Zh(s), robot dynamics Zr(s) and the
continuous-time integrator 1/s from the ZOH model:

Hx(s) =
1

s2

1

Zh(s) + Zr(s)
, (5.4)

Hf (s) =
1

s

Zh(s)

Zh(s) + Zr(s)
, (5.5)

Ha(s) =
1

Zh(s) + Zr(s)
. (5.6)

The coupled stability properties of the three isolated loops are considered �rst, afterwards their combinative properties are
discussed.

The Nyquist criterion, de�ned in A.2, can be used to determine closed loop stability given the loop gains Ln(s).
This requires the number of its unstable poles and the number of clockwise encirclements of the critical point−1. Loop
gain Ln(s) itself is stable because its only poles come from [Hn(s)]∗, which has denominator Zh(s) + Zr(s). This
denominator is stable because an addition of two passive transfers cannot have unstable poles or zeros. The sampled version
[Hn(s)]∗ then is stable as well, because sampling preserves stability according to app. C.1 or app. C.8. Therefore, the only
cause of closed loop instability can be due to clockwise encirclements of−1 byLn(s). There are two methods used here
to investigate passivity with the Nyquist criterion. Afterwards, they are applied to the three separate hybrid loops.

2The same loop gains can be derived for V (s)/Fh(s), but the corresponding block diagram of �g. 5.2 does not have clearly separated loops.
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All Passive Loci

Because the passive, but otherwise arbitrary, environmental impedance Zh(s) can lie anywhere in the RHP, it is more
convenient to consider it as en element of the RHP region Z0 of complex numbers as done in [1]:

Zh(s) ∈ Z0 ⊆ C ∀s.

Where Z0 spans the RHP and is therefore not a function of frequency. Representing Zh(s) in this manner lead to loop
gain loci that themselves are frequency dependent regions:

Ln(s) ∈ Ln(s) ⊆ C ∀s.

Dependent on the robot parameters and frequency, Ln(s) might or might not encircle−1. An example is visualized in
�g. 5.3.

Assuming that the loop gain loci are closed regions3 over the entire Nyquist contour andLn(s) contains no unstable
poles, a su�cient condition for the Nyquist stability criterion is that the loop gain loci never contain−1 anywhere on the
Nyquist contour. A su�cient passivity requirement is then:

− 1 6∈ Ln(iω + σ) ∀ω ∀σ ≥ 0. (5.7)

Alternatively, if some Ln(s) touches −1 there exists a Zh(s) that encircles the critical point at that complex frequency
s. Therefore, there is a destabilizing passive environment and the robot itself is not passive. This is the same small-gain
theorem reasoning used in [1], although not so explicitly de�ned.

This theory can be applied to each of the three loops separately to obtain passivity conditions for each, as is done in
the following subsections.

Worst-type Loci

When the powerful theory of (5.7) cannot be used, a speci�c form of Zh(s) is used here that is based on [3]. A robot
may have a single worst type of environment: one that, regardless of its parameters, is always the most restrictive ("�rst")
cause of activity. The stability conditions with that environment lead to the passivity conditions themselves. For any LTI
interaction controller a purely imaginary (i.e. non dissipative) environment is the worst type environment. This is either a
pure spring or pure inertia, because these add the most phase. The conjecture used here is that this logic can be extended
to the class of hybrid systems, where Z(s) does not have a closed-form. It was shown in [3] that the worst environment
of discrete-time position feedback was a pure spring. This work assumes that the worst environment can be found in an
environmental mass-spring-damper.

3Only for closed surfaces is (5.7) necessary and su�cient for closed loop stability. Non-closed surfaces contain holes in which the crucial point−1
may lie, requiring a di�erent analysis.

Figure 5.2: Block diagram of �g. 5.1 with virtual input Fv , with ex-
plicit splitting of the three parallel loops for position, force and ac-
celeration feedback. These loops result in the loop gains of (5.5)

.

Figure 5.3: Three loci of a single loop gain Ln(s) at three di�erent
frequencies on the Nyquist contour. The left-most locus violates the
Nyquist criterion; there exists an environment which destabilizes the
closed loop and the robot is not passive.
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5.2.2 Separate Discrete-Time Position Feedback
In their seminal work Colgate and Schenkel [1] found for pure discrete-time position feedback the su�cient and necessary
closed loop stability conditions with arbitrary passive environment, and therefore passivity condition, to be:

dr > Gxp
T

2
+ |Gxd |, Gxp ≥ 0. (Ωhybrid,x,[1])

This yields the famous and simple condition between inherent robot damping dr , sample time T and the virtual spring
Gxp and damper Gxd parameters. It shows that damping compensation is still allowed, although now hampered by the
presence of a virtual spring. If no spring is being rendered, damping compensation may be large as physical damping, such
that any inherent damping can be compensated.

The proof of su�ciency is repeated in a more geometric manner in app. C.3, which avoids the cumbersome manipu-
lations of [1] and the transformations of [11].

5.2.3 Separate Discrete-Time Acceleration Feedback
Positive acceleration feedback is shown in app. C.13 to have the following su�cient passivity condition:

|Gad | < Gap
T

2
, Gap ≥ 0. (5.8)

Where theoretically there is no upper limit; the apparent mass can be passively increased inde�nitely. However, negative
acceleration feedback is more relevant to impedance reduction, as it can compensate inertia. According to app. C.13, when
the feedback parameters are bound to:

Gap ≤ 0, Gad ≤ |Gap |
T

6
, (5.9)

the following is a good approximation of the su�cient passivity condition:

Gap +Gad
2

T
≥ −mr

2

(
1− e−

drT
2mr

)
. (Ωhybrid,a)

The amount of inertia compensation (negative (Gap ) is thus limited by the inertia, damping and sample time. Addition-
ally, small positiveGad can allow larger negativeGap and thus more apparent inertia reduction.

A notable property here is that smaller sample times restrict the magnitude of negative gains and consequently restrict
impedance reduction. This is in contrast to the reasonable assumption that converging to continuous-time (T = 0)
should result in the passivity condition (Gap > −mr) of the continuous-time time system in Ωideal. This contradiction
is discussed further in 5.7.

These restrictive conditions mean that in practice it is unlikely that enough inertia can be passively compensated.
Stability conditions, rather than passivity conditions are not likely to have an analytical form either, as described in app.
C.13, and are best evaluated numerically.

5.2.4 Separate Discrete-Time Force Feedback
Force feedback is shown in app. C.4 to not be passively allowed. The passivity condition for discrete-time force feedback
is therefore:

Gfp = Gfd = 0. (Ωhybrid, f)

And thus no impedance reduction is passively possible. Therefore, it is worth investigating the stability conditions of force
feedback. According to app. C.4.1, if the environment is of parallel form:

Zh(s) = mhs+ dh + khs
−1,

and has su�cient damping as follows:
dh(dh + dr) ≥ kh(2mh +mr), (5.10)

then a su�cient stability condition is:

|Gfd | < Gfp
T

2
, Gfp ≥ 0. (Λhybrid, f, damped)

For su�ciently damped environments then, any positive feedback gains (Gfp , Gfd) result in a stable system. In that case
stable and arbitrary impedance reduction is possible.
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The condition of (5.10) can be applied to almost all combinations of parallel environment (mass-damper, spring-
damper etc.). One exception is if the environment consists of a pure spring:

Zh(s) = khs
−1.

According to app. C.4.2, the problem can then be shown to be analogous to that of discrete-time position feedback. Then
the solution is analogous too, and a su�cient stability condition for force feedback given a pure environmental spring is:

dr
kh

> Gfp
T

2
+ |Gfd |, Gfp ≥ 0. (Λhybrid, f,kh )

Increasing damping and/or sample time will increase sti�ness of the destabilizing spring. This condition also inherently
states that no passive force feedback is allowed: passivity requires stability for any spring, but kh = ∞ demands that no
feedback is allowed, as in Ωhybrid, f.

5.3 Performance: Impedance Shaping
Because all e�ects of time discretization become signi�cant near the Nyquist frequency, which in any reasonable case
should be far above the haptic performance frequencyωN � ωp, their e�ect on the apparent impedance can be neglected.
The LF impedance can thus be assumed to that of the ideal model of ch. 4. Therefore, the same controller parameterization
Ψideal can be used to shape the LF impedance. To not in�uence the LF behavior, Ψp must be used as well.

In short, the shaping conditions do not change with respect to the ideal model, only the passivity properties.

5.4 Passive/Stable Impedance Reduction
The previous sections have shown the passivity conditions of the separate feedback loops: Ωhybrid,x,[1], Ωhybrid,a and Ωhybrid, f.
Of these, the latter is zero, but simple stability conditions were found instead in Λhybrid, f, damped and Λhybrid, f,kh . The shap-
ing conditions of the ideal system Ψideal and Ψp can still be used.

These passivity and stability conditions can now be combined with the shaping conditions. This gives the options for
safe impedance reduction, either passively or stable. The following two sections investigate either option respectively.

5.4.1 Passive Reduction: Combined Position and Acceleration Feedback
Because force feedback is never passive, force feedback cannot be used. However, it is su�cient to consider inertia com-
pensation by acceleration feedback and damping compensation by position feedback Their separate passivity conditions
can be combined using the following argument.

• Consider a user attached to two identical robots, both with impedanceZr(s), of which one is controlled by position
and one by acceleration feedback. In that case, the robots can be seen as two power ports, as visualized in �g. 5.4.
If both passivity conditions of Ωhybrid,x,[1] and Ωhybrid,a are ful�lled for each of the two Zr(s) separately, then the
system is passive at the interaction port as well.

• Instead of using two identical robots, a single real robot can be conceptually split in two, by a factor µ ∈ [0, 1].
In that way, the total robot impedance is still µZr(s) + (1 − µ)Zr(s) = Zr(s), and the two robots still feel
like the single robot. If both of the conceptual robots are then passive, by their separate condition on µZr(s) and
(1− µ)Zr(s), then so is the interaction port.

These combined conditions are restrictive, but apply both controllers at the same time. The minimal passive LF impedance
using both loops is shown in app. C.6 to be:

ΩẐhybrid(s) = mr

(
1 + µ

3

4

(
e−

drT
2mr − 1

))
s+ µdr. (5.11)

This is a tradeo� between inertia reduction versus damping reduction parametrized by µ ∈ [0, 1], which can be chosen
arbitrarily. Because force feedback cannot be passively added, this is also the minimal passive impedance for the combined
hybrid system.

31



Figure 5.4: Position and acceleration feedback of one robot split in two byµ. The left position feedback assumes a robot scaled by (1−µ), and the right
acceleration feedback assumes a robot scaled byµ. Splitting the robot is valid because the conceptual two robot impedances act on the same one-junction.

Because µ relates to ηd by its inverse ηd = µ−1 in this impedance, the inertia reduction is also a function of damping
reduction:

ηm =
ηd

ηd + 3
4

(
e−

drT
2mr − 1

) .
The maximum passive reduction ratios for damping and inertia of this curve are shown in �g. 5.5. This again shows that
for fast underdamped systems, such as the Gable Core, only a negligible amount of inertia can be passively reduced.

When all focus is on inertia reduction by acceleration feedback (µ = ηd = 1), the minimal passive acceleration
feedback impedance is:

ΩẐhybrid, a(s) =
mr

4

(
1 + 2e−

drT
2mr

)
s+ dr. (5.12)

The lowest passive apparent inertia ismr/4, such that the inertia reduction is ηm = 4, counterintuitively at large sample
times. The damping then remains the same.

When all focus is instead on impedance reduction by position feedback (µ = 0), the minimal passive impedance is:

ΩẐhybrid, x(s) = mrs. (5.13)

This completely compensates damping, while maintaining the natural apparent inertia. This is the same damping com-
pensation that can be achieved in the ideal robot case, although without the inertia reduction.

Figure 5.5: Maximum inertia reduction ratio ηm and damping reduction ratio ηd for passive discrete-time feedback: allowing only position and acceler-
ation feedback, such thatGxp = Gfp = Gfd = 0 andGad = GapT/6. The tradeo� between position and acceleration compensation is made by
µ. Passivity is guaranteed below each of the respective lines.
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5.4.2 Stable Reduction: Force Feedback
Because no force feedback is passively allowed in Ωhybrid, f, the minimal passive impedance using force feedback is the orig-
inal impedance:

ΩẐhybrid, f(s) = mrs+ dr, (5.14)

and thus there is no reduction (ηm = ηd = 1). For su�cient environmental damping it was shown that any positive
force feedback is stable in Λhybrid, f, damped. In that case, the lowest stable impedance is zero, and the maximum impedance
reduction is in�nite (ηm = ηd =∞):

ΛẐhybrid, f, damped(s) = 0 (5.15)

For a pure spring environment, the stability condition was shown to be Λhybrid, f,kh . For maximum impedance reduction
by Gfp , no derivative (Gfd = 0) is a straightforward choice. The stable minimal impedance using proportional force
feedback is:

ΛẐhybrid, f, kh(s) =
mrs+ dr

1 + 2dr
Tkh

(5.16)

Here, the reduction ratios are always equal (ηm = ηd = 1 + 2dr
Tkh

). This approaches zero impedance in the continuous-
time limit or when the environmental spring is in�nitely compliant. If inertia reduction is much more important than
damping reduction, increasing mechanical damping is bene�cial.

5.5 Noise Sensitivity
As mentioned in sec. 5.1, the output force of this hybrid system requires the exact Laplace transform of the input signal
itself. Similarly, the noise sensitivity transfers from noise sources to output force require the exact force signal due to
human interaction. As a result, noise transfers cannot be determined either. For this reason, sampling cannot be included
in the noise analyses and approximations are made instead.

The approximate noise transfers of the hybrid system then include the ZOH and �nite di�erence in G̃n(s), but not
the sampler:

Wn,hybrid(s) =
h(s)G̃n(s)Mn(s)σn

1 + h(s)G̃f (s)
,

for each sensor n. Here, the ZOH adding roll-o� to all spectra is bene�cial from a noise sensitivity point of view. This
addition causes �niteH2 norm of eachWn,hybrid(s), in contrast to sec. 4.5, creating a well-posed optimization problem.

5.6 Design: Gable Core
Sec. 5.4 showed that with the analysis in this work, there are two ways to safely reduce impedance: passively through
position and acceleration feedback of (5.11) or stable by force feedback of (5.16). Apart from these analytical solutions,
numerical stability analysis can be done as well. The former is discussed shortly in the next section, followed by numerical
stability analysis of the optimal tradeo�.

5.6.1 Analytical Design
Substituting the Gable Core into the minimal passive impedance of (5.11) shows that the target damping reduction of
ηd = 3 can be achieved passively. This can be done by partial velocity feedback (µ ≈ 1e− 2). However, at best an inertia
reduction of ηm = 1.005 can be passively achieved, where the target was ηm = 10. No practical passive inertia reduction
can be achieved for this and many other systems. Thus, the target impedance of the case study system can not be reached
passively.

Stable force feedback of (5.15) or (5.16) can lower both inertia and damping safely, but only equally at the same time.
When the environment is a pure spring, and the required reduction ratios are ηd = ηm = 10, the destabilizing spring
is approximately 60 kNm-1, which is more than acceptable. The total inertia reduction is thus larger than necessary, but
ful�lls both reduction requirements. Because there are no DOF left in this reduction problem (Gfp = 9 is the only gain),
there is no noise sensitivity minimization to be done.
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5.6.2 Numerical Design
For stable reduction the design problem can be de�ned as in (3.8): a tradeo� between the noise sensitivity and stability
margin, assuming a pure environmental spring. This section studies in-depth how to obtain an optimal trade-o� between
noise sensitivity and robustness.

The optimization, subjected to shaping rules Ψideal, Ψp and stability condition Λhybrid, f,kh , is:

min

(
α
∣∣∣∣Whybrid(s)

∣∣∣∣
2

+
1− α
k̂h

)
, α ∈ [0, 1],

where k̂h is the marginally stable spring following from the stability conditions and α is a linear tradeo� between costs.
Three DOF remain in the controller parametrization, here chosen to beGfp , Gfd , Gad . The �rst is chosen as the free

parameter from Ψideal, which determines how large Gxd , Gap will be. Derivative gains Gfd , Gad are limited to a �fth of
their limit in Ψp. Because any optimization follows these shaping rules, their LF impedance errors are equally low.

The marginally stable spring can be approximated numerically from C.9 and noise sensitivity from sec. 5.5. In that
way, the design problem can be numerically investigated.

Numerical Analysis Fig. 5.6 (a) and �g. 5.7 show the e�ects of varying the DOF on the noise norm and marginally stable
spring. Note that this is a di�erent graph than that of the previous chapter in �g. 4.3. The curves trace Gfp = [5, 40]
withGxd , Gap linearly following Ψideal, starting at the right of every curve. The derivatives are varied as fractions of their
allowed limit in Ψp.

Fig. 5.6 (a) shows that increasingGfd is bene�cial in both lowering noise norm and increasing marginally stable sti�-
ness, whereGad is detrimental. This holds true for any of the tested reduction sets (ηm, ηd) in �g. 5.7.

In �g. 5.6 (a) and �g. 5.7 there is a clear optimal point for each curve to minimize the amount of noise: the point where
Gfp = ηm − 1. At that parametrization, no acceleration feedback is necessary Gap = 0. However, increasing the gains
increases robustness, visualized by following the curves left and up.

Optimal Design To obtain the optimal controller designs of this system, �g. 5.7 shows the four reduction sets (ηm, ηd)
with increasing gains. The optimal paths, as a function of tradeo�α, then trace the bottom-leftmost points. These optimal
paths are estimated by piecing their bottom-leftmost points together.

The optimal paths for these reduction sets are shown in �g. 5.6 (b). It is seen that requiring twice the inertia reduction
more than halves the robustness. Increasing the required damping reduction above the minimal ηd = 3 shifts the optimal
curve to slightly lower noise.

These graphs do not directly say anything about the gains used along the curves, nor what α is, only what the best
reachable tradeo� is. Gain information can be derived from �g. 5.7, when following the optimal curve, varying α from
small (more emphasis on robustness) to big (more emphasis on noise attenuation).

(a) (b)

Figure 5.6: Noise norms versus marginally stable sti�ness, for varying gains. The sti�ness axis is inverted such that the bottom and left is more desirable.
(a) shows an example of the e�ect of increasing Gad , Gfd . (b) is the combination of optimal curves derived from the graphs of type a., shown in �g.
5.7.
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(a) (b)

(c) (d)

Figure 5.7: Noise norms versus destabilizing sti�ness for varyingGfp , Gfd , Gad and four di�erent ηm, ηd. Optimal paths are obtained by following
the bottom-most and left-most curves, and are shown slightly o�set for visibility reasons. Note that (d) has di�erent axes.
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There is a corner tradeo�αc atGfp = ηm− 1 and related gains of Ψideal, where maximum allowableGfd is optimal.
Belowαc, along the left of the optimal curves, the optimalGfp and the related gains of Ψideal increase whileGfd decreases.
Aboveαc, along the bottom of the optimal curves, the optimalGfp and the related gains of Ψideal are �xed atGfp = ηm−1
whileGfd decreases.

For minimum noise thus,Gfp and the related gains of Ψideal must beGfp = ηm − 1. IncreasingGfd then increases
robustness. For even larger robustness, but increased noise sensitivity,Gfp and the related gains of Ψideal can be increased,
whileGfd decreases.

Apparent impedances cannot be shown because the HF apparent impedance is not de�ned, as discussed in sec. 5.1.
The LF impedances can be shown, but LF matching is accurate due to Ψideal and Ψp. Therefore, they are practically equal
to the LF impedances of the ideal robot, visible in �g. 4.4 (a), accurate up to the performance frequency ωp.

5.7 Discussion and Conclusion
This chapter studied the hybrid system: a rigid robot with discrete-time controller. The main �ndings in short are de-
scribed at the beginning of this chapter. Passivity conditions for discrete-time feedback of position Ωhybrid,x,[1], force
Ωhybrid, f and acceleration Ωhybrid,a with full inclusion of the sampler and ZOH were derived. Minimal safe impedances are
presented and applied to the case study system, which must focus on stability rather than passivity to achieve its reduction
targets.

Position Feedback Discrete-time position feedback is again shown to be able to passively compensate damping (ηd =
∞). Its condition was derived in a simpler geometric manner than Colgate and Schenkel [1], Liu [14] or Kim and Ryu
[12], but was merely proven to be su�cient. Proving necessity is harder than su�ciency, and might require a time domain
analysis, as done by Colgate and Schenkel [1].

Force Feedback It has been shown that force feedback can never be used passively in Ωhybrid, f. In contrast, the stability
conditions Λhybrid, f, damped show that if the environment is damped enough, any force feedback is stable. Moreover, a con-
dition for pure human spring in Λhybrid, f,kh scales well for fast control loops and damped robots. The stability conditions
for discrete-time force feedback were thus shown to be more than acceptable, whereas the passivity conditions are zero.
This is a testament to the argument that passive control can be too restrictive.

Acceleration Feedback According to sec. 5.4, without derivative feedback half of the robot inertia can be compensated
(ηm = 2). With derivative feedback, three quarters of the robot inertia can be compensated (ηm = 4). Apart from the
acceleration conditions Ωhybrid,a being based on the conjecture of 5.2.1, the derivation makes several assumptions based on
numerical observation. It is therefore not an exact proof, and requires rigorous validation.

The most interesting feature of acceleration feedback is that, counterintuitively, lower sample times do not promote
a higher inertia reduction. In contrast, robot damping does promote inertia reduction, which holds for position and
force feedback too. For modern robot design with fast control and low damping, these conditions allow very little inertia
reduction. Moreover, in the limit of an in�nitely fast controller, the condition does not approach the ideal model condition
of Ωideal. In fact, the in�nitely fast discrete-time controller does not allow any passive inertia reduction. This is in contrast
to the reasonable assumption that an in�nitely fast discrete-time controller is the same as a continuous-time one, which in
ch. 4 allowed full inertia reduction.

The technical reason for the mismatch is that there always exists a worst-case pure environmental spring that scales
inversely with sample time, as shown in app. C.13. The spring is tuned such that the combined mass-spring-damper
system’s natural frequency is at the �rst Nyquist frequency. The same worst type environment was found by Colgate and
Schenkel [1] on discrete-time position feedback. For both types of feedback, decreasing the sample time in�nitely then
increases the worst spring to in�nite sti�ness.

The only di�erence in loop gain with position feedback is a factor s−2, as seen in 5.6. This results in the loop gain of
position feedback approaching a �nite value towards continuous-time. In contrast, the loop gain of acceleration feedback
approaches in�nity. The lack of this term is also what prevents the use of the same method of Colgate and Schenkel [1].
An intuitive reason for the mismatch is lacking, but three possibilities are provided here.

First, if the worst-type environment is not in the mass-spring-damper, there may be a worse unfound environment
that always activates the system. In that case acceleration feedback may actually never be passive. The derivation in this
work is then not a passivity condition, but a stability condition.

Second, the discrete-time controller is a fundamentally di�erent system, and the assumption that an in�nitely fast
discrete-time controller is the same as a continuous-time controller is false in the modelling of this robot.

Third, approaching continuous-time and increasing worst-case environmental spring sti�ness to in�nity is not a well-
posed limit. Such an in�nitely sti� environment would not allow any energy exchange, and the concept of passivity is
nonsensical.
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The passive compensation of inertia is theoretically interesting. However, the restrictive conditions, in combination
with limited bandwidth, means that in practice this method is unlikely to be applied.

Combined Feedback A passivity condition for the entire hybrid system Ωhybrid was shown as an interpolation between
acceleration Ωhybrid,a and position Ωhybrid,x,[1] feedback, because the condition for force feedback Ωhybrid, f was zero. This
resulted in a conservative tradeo� between (ηd, ηm), of which the latter in practice is close to unity. The only signi�cant
reduction is then by position feedback, which may completely compensate (ηd =∞) damping.

Validation With the exception of Ωhybrid,x,[1], all given passivity and stability conditions are merely shown to be su�-
cient, not su�cient and necessary. This means that they need not be the exact conditions, and may be overly restrictive
for practical purposes, requiring validation. The passivity conditions are derived in two ways: similar to Colgate [1] or by
assuming a simple worst type of environment. The assumption that such single worst types of environments exist and
lead to the passivity conditions is known for LTI systems, but in this work is based on an assumption.

All conditions have seen limited validation in simulation by Matlab’s Simulink and 20-sim. Proving passivity of these
types of hybrid systems in simulation technically requires evaluating energy exchange for every signal, because each input
signal aliases di�erently. Even when limiting to sinusoids, this requires evaluation of every frequency, because the system
is not periodic at the interaction port. Passivity can therefore not be veri�ed in simulation, which is exactly why analytical
passivity conditions are paramount.

Stable Optimal Design Analytically, it was found that the case study design requires stable design rather than passive.
Because any solution to the reduction problem already has destabilizing sti�ness far above human sti�ness, it is recom-
mended to focus on noise reduction. To minimize noise, equal reduction of inertia and damping is recommended, such
that only force feedback is necessary atGfp = ηm − 1. The maximum allowableGfd then increases robustness.
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Chapter 6

Flexible Link Robot With
Continuous-Time Controller

The following chapter introduces a single underdamped �exible mode to the serial robot, with the otherwise continuous-
time controller. This added complexity results in a model for which the passivity conditions are best analyzed numerically,
done for the case study system. Still, some useful insight can be heuristically derived. The key results are:

• No matter what feedback options are available, passivity requires that only the motor inertia can be masked.

• The main factor that limits how close passive reduction may get to masking the motor inertia is base damping.

• Reaching this passivity limit exactly is theoretically always possible, although not robust.

• The case study system must forego passivity to reach its inertia reduction target.

• Closed loop stability conditions are much more manipulable with the added sensory options.

6.1 System Description
Fig. 6.1 shows the �exible link robot model with a single mode betweenmotor coordinate x1 and end e�ector coordinate
x2. As a result, actuation is now non-collocated for force f and acceleration a2 feedback. The total inertia is split in two
as m1 + m2 = mr , connected through structural spring k and damper d. The single mode is assumed underdamped
and lies above the haptic performance frequency ωp. The transfer is derived in app. D.6. To keep the transfer compact,
the following notation is used:

Z(s) =
V2(s)

F (s)
=

(Gas+ Z2 + Z̄1)Z12 + Z̄1Z2

(Gf + 1)Z12 + Z̄1
, (6.1)

where each impedance Z1(s), Z12(s) and Z2(s) corresponds to the coordinate on which it is acting: motor velocity v1,
end e�ector velocity v2, or the di�erence between the two:

Z1(s) = m1s+ d1

Z12(s) = d+ ks−1

Z2(s) = m2s.

End e�ector ground damping is neglected for the serial robots considered here. The ideal controller, the continuous-time
version of (3.2), is used. Because in this case the e�ect of Gx1s

−1 is equivalent to the e�ect of Z1(s), they are combined
into Z̄1(s):

Z̄1(s) = Z1(s) +Gx1
s−1 = m1s+ d̄1 + k̄1s

−1,

where the combined damping and sti�ness is:
d̄1 = d1 +Gxd ,

k̄1 = Gxp .
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Figure 6.1: Bond graph of the �exible link robot with continuous-time feedback of motor position x1, interaction force f and end e�ector acceleration
a2.

The full transfer is shown in table 6.1 and is of order four, regardless of feedback. Because the �exible mode is as-
sumed underdamped, the two HF zeros (z1, z2) and HF poles (p1, p2) are inherently complex conjugate pairs. For the
unactuated robot:

z1, z2 = −ωN (ζN ± iζ̄N ) (6.2)
p1, p2 = −ωD(ζD ± iζ̄D), (6.3)

where ζ̄ =
√

1− ζ2. Note that ωN denotes the magnitude of the numerator roots in this chapter, not the Nyquist
frequency. The HF poles lie below the zeros on the frequency axis, but above the performance frequency:

ωN > ωD > ωp. (6.4)

In contrast, the LF zeros (z3, z4) lie below the performance frequency such that the transfer of (6.1) can be separated into
LF and HF behavior:

Z(s) = ZLF (s) · ZHF (s) ∝ (s+ z4)(s+ z3)

s
· (s+ z1)(s+ z2)

(s+ p1)(s+ p2)
. (6.5)

Where z4 is zero if k̄1 is zero. This form is stated only to to di�erentiate between behavior above and below ωp, system
parameters still in�uence the roots above and below. Given this assumption, the LF behavior is the same mass-spring-
damper of the ideal case of (4.1):

ZLF (s) ≈
Gap +mr

Gfp + 1
s+

d̄1

Gfp + 1
+

k̄1

Gfp + 1
s−1. (6.6)

Fig. 6.2 shows the Bode magnitude plot for the unactuated �exible link systemZ�ex, u(s) and the target impedanceZd(s)
from (3.4). In general, the goal is to lower apparent LF inertia and damping according to (3.5). What happens to the mode
is not important to the user, as long as it remains above ωp and maintains passivity within the hatched region.

Table 6.1: Terms of the �exible link robot model transferZ(s) = ZN (s)/ZD(s) and approximation for the underdamped system.

ZN (s) ≈ ZN (s) ZD(s) ≈ ZD(s)

s3 m1m2 + dGad
m1m2 + dGad

s2 kGad
+m2d̄1 + d(Gap +mr) kGad

+m2d̄1 + d(Gap +mr) m1 + dGfd
m1 + dGfd

s1 k(Gap +mr) +m2k̄1 + dd̄1 k(Gap +mr) kGfd
+ d̄1 + d(Gfp

+ 1) kGfd
+ d̄1 + d(Gfp

+ 1)

s0 dk̄1 + kd̄1 kd̄1 k̄1 + k(Gfp
+ 1) k(Gfp

+ 1)

s−1 kk̄1 kk̄1
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Figure 6.2: Bode plot of the Gable Core unactuated �exible link robot modelZ�ex, u(s) and the target impedanceZd(s). The behavior up toωp must
be reduced by ηd, ηm. The behavior above ωp must be passive, indicated by the hatched regions, but may otherwise be arbitrary. The �exible mode is
assumed to lie above ωp.

6.2 Safety: Passivity
The passivity conditions of the �exible system are analyzed in three manners: the interpretation of the PE, heuristical rea-
soning of the e�ects of feedback, and numerical PRC conditions for the case study. Because the exact passivity conditions
for higher order systems quickly become complex, the results derived here vary in e�ectiveness. Therefore, passivity is best
studied numerically in the context of impedance reduction on the case study, done in sec. 6.4.

6.2.1 Physical Equivalence
A PE of the �exible link system is shown in �g. 6.3 and derived in app. D.4. It gives some insight into how the system
behaves energetically and haptically, although it is di�cult to interpret due to its large structure, relative masses (called
inerters [69]) and many transmissions. Straightforward passivity conditions from the PE requires that all 15 elements in
�g. 6.3 (a) are passive. Where previously, in sec. 4.2, it was possible to quickly obtain passivity conditions from the PE,
here it is not, because the parameters are unwieldy. This approach does not lead to compact passivity conditions.

Still, it can be seen that several active (negative parameter) elements can occur as a result of feedback. In �g. 6.3 (b) for
example, damping d1 can cause active elements in the top branch. These active elements can activate the interaction port
Z(s) if the generated energy is not internally dissipated. The PE of �g. 6.3 (b) is simple enough to directly give a su�cient
but restrictive passivity condition by requiring that every element is passive. For no derivative feedback (Gfd = Gad = 0):

Gxp ≥ 0

Gxd ≥ −dr (Ω�ex, PE b)

−1 ≤ Gfp ≤
Gap
m2

This leads to a conservative minimal passive impedance, whereGfp is chosen as the independent parameter overGap :

ΩẐ�ex, PE b.(s) =

(
m2 +

m1

Gfp + 1

)
s+

d̄1

Gfp + 1
+

k̄1

Gfp + 1
s−1,

obtained when substituting the restrictive condition into the LF impedance. For largeGfp the minimal passive impedance
is:

ΩẐ�ex, PE b.(s) = m2s.

Even though this result is conservative, it agrees with Colgate [3] in that the minimal passive impedance can never be lower
than the end e�ector mass m2. Therefore, only adding Gap does not improve the fundamental inertia reduction limit.
For pure force feedback, with Gfd = Gad = Gxp = Gxd = d1 = 0, the exact result from Colgate [3] is reacquired, as
shown in �g. 6.3 (c).

40



6.2.2 Heuristics
According to the PRC of app. A.1 passivity is attained for this system if numerator ZN (s) and denominator ZD(s) are
stable and the phase of Z(s) is within [−π2 ,

π
2 ] rad. If (6.5) is a good approximation and all coe�cients are assumed to

be positive, then both numerator and denominator are stable, because second-order transfersZLF (s) andZHF (s) with
positive coe�cients are always stable. Therefore, any system activity must be due to a violation of the phase requirement.

Additionally, if (6.5) is a good approximation, the phase of Z(s) is π
2 rad around the performance frequency ωp,

because there must be mass-like behavior. In that case, ZHF (s) may not have any positive phase in order to maintain
passivity. The condition forZHF (s) to not have any positive phase, as shown by app. D.7, is:

ωN
ωD
≥ ζD
ζN
≥ ωD
ωN

. (6.7)

This implies that the condition ωN > ωD of (6.4) is always required for passivity and thus HF poles before zeros is
a necessity for passivity, even after applying feedback. This is because feedback here does not increase the order of the
system, but only modi�es the roots. The passivity limit is then exact pole-zero cancellation of the HF roots, requiring the
same HF pole and zero frequencies (ωN = ωD) and damping ratios (ζD = ζN ). How proximal the HF root pairs may
get to each other on the frequency axis is determined by the ratio of their damping ratios in (6.7).

Fig. 6.4, in combination with table 6.1, show that acceleration and force feedback have similar e�ects on the HF zeros
and poles respectively, due to the symmetry between numerator and denominator. With respect to the HF roots, their
most signi�cant e�ects are:

• Increasing the proportional gains (Gfp , Gap) increases the magnitudes (ωD, ωN ) of poles (p1, p2) and zeros (z1, z2)
respectively.

• Increasing the derivative gains (Gfd , Gad) signi�cantly increases damping (ζD, ζN ) of the inherently underdamped
poles (p1, p2) and zeros (z1, z2) respectively.

Knowing these e�ects and (6.7), approximate passivity conditions can be derived for two cases.

Undamped Mode

Colgate [3] showed that, for the �exible system with no damping and proportional force feedback only, the passivity con-
dition is:

−1 ≤ Gfp ≤
m1

m2
. (Ω�ex, [3])

The upper limit is reached becauseGfp may move the poles of the system upwards, but only up to pole/zero cancellation
(ωN = ωD). Alternatively, the PE of �g. 6.3 (c) yields the same condition. This condition can be extended to include
proportional acceleration feedback as done in app. D.8. Without any damping (d = d1 = Gxd = 0), without base
sti�ness (Gxp = 0) and without derivative feedback (Gfd = Gad = 0) the passivity limit is therefore:

−1 ≤ Gfp ≤
m1 +Gap

m2
(Ω�ex, n.d.)

Gap ≥ −m1

(a) (b) (c)

Figure 6.3: PE of the �exible link continuous-time controller system with position, force, and acceleration PD feedback (a). The parameters of (a) are
unwieldy and are shown in app. D.5. This reduces to the middle PE for Gfd = Gad = 0 in (b) and the undamped system of [3] with additionally
Gad = Gxd = Gxp = d1 = 0 in (c).
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Figure 6.4: Visualization of most signi�cant e�ects of varying the controller gains on the apparent impedance for the underdamped system: proportional
gains modify locations of the roots and derivatives modify damping.

When exactly on the limit, during pole-zero cancellation (ωN = ωD), the simple condition Gad = Gfdm2 must be
added. This equalizes the damping ratios of (6.7), because the derivatives are the only sources of damping in the system.

Underdamped Mode

If damping is added, the HF roots are not equally damped any more in general, and (6.7) is not an equality. Because
proportional gains (Gfp , Gap) are related to the magnitudes of the roots (ωD, ωN ), they are now limited in how close
they may get to the ideal undamped condition of Ω�ex, n.d.. The condition including damping is then more generally:

Gxp ≥ 0

Gxd ≥ −d1

− 1 ≤ Gfp ≤
Gap +m1

m2
− ε, ε ≥ 0 (Ω�ex, u.d.)

Gap ≥ −m1.

Here, ε is an unspeci�ed function of all parameters, evaluated in sec. 6.4. When damping ratios are equal, this di�erence is
zero (ε = 0), for example in the undamped case. Alternatively, it was noted that derivative gainsGfd andGad can modify
the poles and zeros damping ratios. Therefore, exact tuning of gains can equalize the damping ratios.

6.2.3 Positive Real Condition
The exact passivity conditions of the �exible link model, utilizing all feedback, are derived from the PRC in sec. D.9. The
three conditions are approximately:

Gfp + 1 ≥ Gfd
k̄1

d̄1

Gap +m1 +Gad
k

d
≥ m2

(
Gfp +Gfd

k

d

)
(Ω�ex)

See D.9 for the third condition.

The �rst condition restricts how negative Gfp can be, similar to Gfp > −1 from the rigid case of Ωideal. The second
contains the fundamental limit Ω�ex, u.d., now apparently relaxed by negativeGfd and positiveGad . The third condition,
obtained due to this being a fourth order system, is unwieldy even after approximation.

Because it contains all eleven (six controller and �ve system) parameters it is hard to compare the e�ect of each respective
parameter with another. Instead, the amount of parameters to investigate is signi�cantly limited when considering its
e�ect on the attainable inertia and damping reduction. Therefore, the passivity conditions are only studied in context
with impedance reduction of the case study system in the following sec. 6.4, visualized numerically.
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6.3 Performance: Impedance Shaping
Given the assumption of (6.6), the �exible mode acts above the haptic performance frequencyωp. The LF impedance can
thus be assumed to be equal to that of the LF approximation of ch. 4. Therefore, the same controller parameterization
Ψideal can be used to shape the LF impedance. Additionally, to not in�uence the mass-spring-damper behavior, Ψp must
be used as well. In short, the shaping conditions do not change with respect to the ideal robot, only the passivity properties.

6.4 Passive/Stable Impedance Reduction
The shaping conditions of Ψideal and Ψp are used to reduce the LF impedance, while passivity conditions Ω�ex guarantee
safety. Using these rules, there are then three DOF left out of the six feedback parameters. Due to the fundamental passivity
limit of Ω�ex, u.d., the minimal passive inertia will be limited. Therefore, it is worth investigating whether stable shaping
allows more inertia reduction. Either is discussed in the following sections.

6.4.1 Passive Reduction
Substituting the exact passivity conditions Ω�ex into the apparent impedance of (6.6) does not have a compact solution,
given that the conditions are unwieldy. Instead, substituting the more general passivity conditions Ω�ex, u.d., obtained by
understanding the role of feedback, into (6.6) gives a comprehensible minimal passive impedance:

ΩẐ�ex(s) = m2
m1 +m2

m1 +m2(1− ε)
s+

d1

ηd
. (6.8)

Here, ε is a function of all system and control parameters. This function is shown in �g. 6.5 (a) as a function of damp-
ing reduction ηd for the Gable Core case study system. At each point in the �gure, the inertia and damping reductions
(ηm, ηd) are achieved, withGfp , Gfd , Gad considered the free parameters.

The �gure shows the tradeo� between inertia and damping reduction. It is seen that damping may be reduced com-
pletely (ηd =∞), but nonzero ε causes a tradeo� with passive inertia reduction to be limited. The maximum achievable
inertia reduction is ηm = 1 + m1m

−1
2 . This always maintaining the end e�ector inertia m2 in 6.8, such that only the

actuator inertiam1 is masked. The limit of Ω�ex, u.d. must thus be respected, which agrees with the result from Colgate [3].
In this case of equal inertia ratio, the maximum passive inertia reduction is ηm = 2.

Only in the equal damping ratio case can this limit be achieved exactly, such that ε = 0. This is achieved in three cases:
for the undamped system of Ω�ex, n.d., when arti�cially there is no damping (ηd = ∞), or when tuning Gfd , Gad . The
former was already discussed in sec. 6.2.2.

Arti�cially removing all damping such that (ηd = ∞), is not a realistic option. This does reiterate that, perhaps
surprisingly, damping d1 is the most signi�cant cause of the reduced limit Ω�ex, u.d.. This is because it unequalizes the
damping ratios of the HF roots.

(a) (b)

Figure 6.5: (a) Passive reduction ratio tradeo� for Gable Core case study using the shaping of Ψideal. Green and blue are tuned to be able to reachηm = 2
for ηd = 1 and ηd = 3 respectively. The marked point is shown in (b), which shows the range forGfd , Gad in which ηm = 1.9, ηd = 3 can be
passively achieved.
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Because derivative feedback (Gfd , Gad) can compensate for di�erences in relative damping ratios, ε = 0 can be
reached if the derivatives are properly tuned. Therefore, for every damping ratio (ηd), there exist derivative gains (Gfd , Gad)
that allows reaching the limit ηm = 1 +m1m

−1
2 .

In �g. 6.5 (a) this is shown for reaching ηd = 1 and ηd = 3 for the Gable Core. These curves only clip ηm = 2 exactly
at one point, which indicates that the derivative gains (Gfd , Gad) must be exact values.

Below the limit of ηm = 2, passivating gains (Gfd , Gad) lie in a range, as seen in �g. 6.5 (b). If the limit is reached
exactly this range is a single line. At the limit, the method is implicitly equivalent to stable pole/zero cancellation, which
cancels the excess phase introduced by the mode. This essentially removes the �exible mode, which is not practical because
it requires exact tuning and is thus not robust to errors in parameter estimates.

Colgate [3] claimed that base damping of the �exible link system does not in�uence the achievable passive inertia
reduction much. Indeed, this is seen to reduce the maximum inertia reduction by about 10% at worst when using only
force feedback in �g. 6.5. Even though this 10% can be reclaimed in theory, it is not robust in practice. If instead of damping
reduction a damping increase is desired (ηd < 1), for example for training purposes, the maximum inertia reduction lowers
more.

6.4.2 Stable Reduction
As shown, passive inertia reduction can be inadequate due to a fundamental limit in inertia reduction. Therefore, stability
conditions might be considered instead. The loop gain of the �exible link model with a human is the product of the
apparent impedance and the human admittance:

L�ex(s) = Z(s)Yh(s).

When violating the PRC by reducing more inertia, a phase above π
2 rad occurs near the zero pair (z1, z2). If all system

damping is low, the maximum phase of Z(s) as a result of violation can be at most 3
2π rad. This means that a scaling of

Z(s) is enough to encircle−1 and destabilize the system by the Nyquist criterion. The interpretation then is that purely
real Yh(s), a pure damper in addition to a pure spring, can destabilize the system.

This is an undesirable property, because end e�ector damping is assumed to be negligible for decoupled serial robots.
It is thus important to reduce the maximum phase to below π rad, such that only a sti� spring can destabilize the cou-
pled system. The case study system is damped enough by itself, as seen in e.g. �g. 6.2, such that there is no danger of a
destabilizing environmental damper.

The amount of the phase violation can be reduced by increasing the damping ratios of either numerator or denomi-
nator: by adding damping d̄1 or by the derivatives feedbacks (Gfd , Gad). Due to their large e�ect on increasing damping
ratio, only a small amount of the latter two is necessary.

For any robot violating the PRC, the loop gain is guaranteed to cross the negative real axis on a Nyquist plot, when
connected to a spring. The magnitude at that point is:

|L�ex(iωπ)| =
∣∣∣∣Z(iωπ)

ωπ
kh

∣∣∣∣ ,
whereωπ is the frequency at which crossing happens. The marginally stable spring k̂h, which causes the marginally stable
loop gain |L�ex(iωπ)| = 1, is then found by �nding the crossing frequency. The stability condition, assuming a spring to
be the only destabilizing environment, is:

kh < Z(iωπ)ωπ. (Λ�ex,kh )

6.5 Noise Sensitivity
The noise transfers for the �exible link system are derived in app. D.6 to be

Wn,�ex(s) =
Z12(s)Gn(s)Mn(s)σn

Z1(s) +Gx(s)s−1 + Z12(s)(1 +Gf (s))
.

At LF, this is unsurprisingly similar to the ideal noise transfers Wn,ideal(s) because the terms with Z12(s) dominate the
LF range. But in the HF range the additional terms ofZ1(s) +Gx(s)s−1 in the denominator add roll-o� to all transfers.
Therefore, all noise sources are inherently band limited due to the additional mode. However, the addition of Z12(s) in
the numerator can increase noise in the middle frequency range.
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6.6 Design: Gable Core
The minimal passive inertias shown in sec. 6.4 yield that any damping reduction target can be achieved passively, and
thus also the minimal target of ηd = 3 . In the best case however, the inertia can be reduced to m2 during perfect stable
pole/zero cancellation, only masking m1. For this system the limit is ηm = 2, which is not enough to obtain the target
inertia reduction of ηm = 10. Therefore, the reduction target can not be achieved passively. Stable shaping was described
by sec. 6.4 to be promising.

For stable reduction the design problem can be de�ned as in (3.8): a tradeo� between the noise sensitivity and stability
margin, assuming a pure environmental spring. This section studies in-depth how to obtain an optimal trade-o� between
noise sensitivity and robustness. The results derived here are largely similar to those of ch. 5. However, because chapters
are readable on their own, this section contains the full description as well.

The optimization, subjected to shaping rules Ψideal, Ψp and stability condition Λ�ex,kh , is:

min

(
α ||W�ex(s)||2 +

1− α
k̂h

)
, α ∈ [0, 1],

where k̂h is the marginally stable spring following from the stability conditions and α is a linear tradeo� between costs.
There are three DOF remaining in the controller, these are chosen to beGfp , Gfd , Gad . The �rst is a the free parameter

from Ψideal, which determines how large Gxd , Gap will be. Derivative gains Gfd , Gad are limited to a �fth of their limit
in Ψp. Because any optimization follows these shaping rules, their LF impedance errors are equally low.

The stability condition Λ�ex,kh is best evaluated numerically due to the order of the system.

Numerical Analysis Fig. 6.7 (a) shows an example of noise versus gain margin tradeo�s for varying gain sets, with
derivatives as a fraction of their allowable limit. It is seen that increasingGad is derogatory for both noise and gain margins
in any case. IncreasingGfd on the other hand is always bene�cial for both, at least within the plotted gain ranges.

Fig. 6.6 (a) and �g. 6.7 show the e�ects of varying the DOF on the noise norm and marginally stable spring. The curves
trace Gfp = [2, 40] with Gxd , Gap linearly following Ψideal, starting at the top-right of every curve. The derivatives are
varied as fractions of their allowed limit in Ψp, to illustrate which is bene�cial.

Fig. 5.6 (a) shows that increasingGfd is bene�cial in both lowering noise norm and increasing marginally stable sti�-
ness, whereasGad is detrimental. This holds true for any of the tested reduction sets (ηm, ηd) in �g. 5.7.

In �g. 5.6 (a) and �g. 5.7 there is a clear optimal point for each curve to minimize the amount of noise: the point where
Gfp = ηm − 1. At that parametrization, no acceleration feedback is necessaryGap = 0. However, increasing the gain of
Ψideal, visualized by following the curves left and up, increases robustness.

(a) (b)

Figure 6.6: Noise norms versus marginally stable sti�ness, for varying gains. The sti�ness axis is inverted such that the bottom and left is more desirable.
(a) shows an example of the e�ect of increasingGad , Gfd . (b) is the combination of optimal curves derived from the graphs of �g. 6.7.

45



(a) (b)

(c) (d)

Figure 6.7: Noise norms versus destabilizing sti�ness for varyingGfp , Gfd , Gad and four di�erent ηm, ηd. Optimal paths are obtained by following
the bottom-most and left-most curves, and are shown slightly o�set for visibility reasons. Note that (d) has half the y-axis. The two marked solutions in
(a) are shown in �g. 6.8.
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(a) (b)

Figure 6.8: Frequency responses (a) and noise transfers (b) of two marked optimal solutions to the case study design problem chosen in �g. 6.7 in
comparison with unactuated-Zr(s) and targetZd(s) impedance. Only the magnitude of the noise transfers are shown because the phase is not relevant
for random noise.

Optimal Design To obtain the optimal controller designs of this system, �g. 6.7 shows the four reduction sets (ηm, ηd)
with increasing Gfd up to its allowable limit. The optimal paths, as a function of tradeo� α, then trace the bottom-
leftmost points. These optimal paths are estimated from the three fractions of Gfd , by piecing their bottom-leftmost
points together.

The optimal paths for these four reduction sets are shown in �g. 6.6 (b). It is seen that requiring twice the inertia
reduction more than halves the robustness. Decreasing the required damping reduction shifts the optimal curve to slightly
lower noise, while increasing does not shift the curve much.

This graph does not directly say anything about the gains used along the curves, nor what α exactly is, only what the
best reachable tradeo� is. Gain information can be derived from �g. 6.7, when varying α from small (more emphasis on
robustness) to big (more emphasis on noise attenuation).

There is a corner tradeo� αc at Gfp = ηm − 1 and related gains of Ψideal, where medium allowable Gfd is optimal.
Belowαc, along the left of the optimal curves, the optimalGfp and the related gains of Ψideal increase whileGfd increases.
Aboveαc, along the bottom of the optimal curves, the optimalGfp and the related gains of Ψideal are �xed atGfp = ηm−1
whileGfd increases.

For minimum noise thus,Gfp and the related gains of Ψideal must beGfp = ηm − 1. IncreasingGfd then increases
robustness. For even larger robustness, but increased noise sensitivity,Gfp and the related gains of Ψideal must be increased,
whileGfd decreases, but only up to αb. Below αb (upwards in the graphs), a higherGfd increases robustness.

The region of the curve that is slightly concave, around αb, is never reached for the optimization used here. For the
linear cost tradeo� byα, the optimal parametrization can be interpreted as lying somewhere on a line tangent to the origin,
of which the angle is determined byα. In such a case, another section of the curve always touches this line beforeαb does.
These concave points have to either be manually chosen, or using another cost tradeo�, such as a quadratic function. Fig.
6.7 (d) contains this concave section as well, although above the considered gains.

As an example, �g. 6.8 shows the two marked optimal solutions of 6.7 (a), at opposing ends of the optimal curve
for allowed gains. Both are seen to have negligible LF impedance error up to ωp due to Ψideal and Ψp. The more robust
solution (minα) crosses the negative real axis at a higher frequency and at a lower gain, resulting in a sti�er marginally stable
spring. This means that increasing Gfp and the related gains of Ψideal push the �exible mode towards higher frequency.
The tradeo� is that the noise sensitivities are much higher, because there is acceleration feedback required for this solution.

Table 6.2: Optimal parameters for the minimization of ||W�ex(s)||2 for the case study system, assuming the �exible link robot model, of the two example
points in �g. 6.7 (a).

ηm ηd Constraints α ||W�ex||2[ N] k̂h[ N
m ] Gxp [ N

m ] Gxd
[ Ns

m ] Gfp
[−] Gfd

[ s] Gap [ kg] Gad
[ kgs]

10 3 Λ�ex,ΨIdeal,Ψp min 2.202 9.632 · 106 0 3.8 · 103 40 0.0435 155 0

10 3 Λ�ex,ΨIdeal,Ψp max 1.067 1.337 · 106 0 700 9 0.0106 0 0
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6.7 Discussion and Conclusion
This chapter attempts to derive the passive impedance reduction of the �exible model: a �exible link robot with continuous-
time controller. However, the higher order of the model quickly complicates analytical manageability, leading to the
necessity of numerical analysis instead. Regardless, it was found that inertia reduction is fundamentally limited for the
underdamped system. Therefore, stable design must be considered for the case study system of the Gable Core. The main
�ndings in short are described at the beginning of this chapter.

Passive Reduction Passivity analysis was done in three manners with varying success. A novel PE was found to be too
unwieldy to directly lead to passivity conditions when considering all feedback options. The fourth order system results
in a PRC of relatively simple quadratic-quadratic order polynomial. The extend of its coe�cients however, nonlinear
in system parameters, are hard to interpret directly. Still, both the numerical evaluation of the PRC for the case study
system and a reasoning based on the underdamped system approximation leads to a fundamental limit in inertia reduction
(ηm = 1 +m1m

−1
2 ).

This extends the �ndings of Colgate [3] to include damping, derivative force, PD position and acceleration feedback.
However, the fundamental inertia reduction limit remains. For the underdamped system, perhaps counterintuitively, base
damping was found to limit inertia reduction to further below this fundamental limit. Still, the fundamental inertia limit
can be reached exactly for any damping reduction, but requires exact tuning of derivative gains (Gfd , Gad). To allow
di�erent damping reduction (ηd) during runtime then requires gain scheduling ofGfd and/orGad to maintain the limit
inertia reduction (ηm).

Passive Pole/Zero Cancellation The described tuning to reach arbitrary ηd is implicitly the same as stable pole/zero
cancellation. Here, the target is cancelling additional phase due to a mismatching HF pole and zero pairs. This passive
pole/zero cancellation is not robust for small deviations, since there is only a single passivating solution that exactly cancels
the phase. This is analogous to why, in control engineering in general, unstable pole/zero cancellation is not practically
possible.

Stable Optimal Design Due to the limited passive inertia reduction, stable design must be considered for the case study
design. It was shown that, while derivativesGfd , Gad do not in practice contribute much to maintaining passivity of the
underdamped system, they do contribute to closed loop stability. Their added damping on the �exible mode can dampen
the naturally underdamped mode, lowering the amount of phase that violates the PRC. This can remove the existence of
a destabilizing environmental damper, stabilizing the robot when uncoupled from a human.

Because any solution to the stable reduction problem already has destabilizing sti�ness far above human sti�ness, it is
recommended to focus on noise reduction. Furthermore, equal reduction of inertia and damping is recommended such
that only force feedback is necessary atGfp = ηm−1 for minimal noise. There exists a single optimalGfd , best evaluated
numerically, that provides the highest robustness. The optimal curves are shown to not be completely reachable by a linear
tradeo� in cost.
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Part IV

Conclusions
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Chapter 7

Comparison and Discussion

This chapter compares and discusses the main �ndings of each chapter, their limitations and possible future work. For
in-depth discussion, the reader is referred to the individual chapters.

The previous chapters (ch. 4, ch. 5, ch. 6) analyzed the passive and stable impedance reduction capabilities of the
ideal (rigid robot continuous-time controller), hybrid (rigid robot discrete-time controller) and �exible (�exible link robot
continuous-time controller) system models respectively according to the structure described in sec. 1.4. Two main compar-
isons between system models are discussed: on passive impedance reduction in sec. 7.1 and on stable impedance reduction
in sec. 7.2. Afterwards, general conclusions are drawn in ch. 8.

7.1 Passivity Analysis
The derived analytical passivity conditions and the corresponding minimal passive impedances of each chapter are shown
in table 7.1. Three di�erent methods of passivity analysis were used: the PE, PRC and closed loop stability given an arbi-
trary passive environment.

Comparison The three system models allow for complete passive damping reduction (ηd =∞) by damping compen-
sation. This is indicates in the table by each model having a minimal passive impedance that does not have a damping
term. The maximum ideal model passive reduction is in�nite, meaning that any combination of ηd, ηm can be achieved
passively. In contrast, the passive inertia reductions ηm of both hybrid and �exible systems are severely limited.

The �exible system’s lowest passive inertia is limited to that of the end e�ector regardless of feedback options, masking
only the actuator inertia. The addition of more feedback options thus does not improve the best passive reduction found
by Colgate [3]. Where base damping causes this limit to be harder to reach, the derivatives of force and/or acceleration make
this limit always attainable. Any damping reduction can thus be achieved while maintaining the limit inertia reduction
and the reductions are thus uncoupled in theory. Reaching this limit exactly however, is not a practical option due to
uncertainty in passive pole/zero cancellation.

System Condition Reduction of Max reduction
Minimal passive

impedance Ω,ΛẐ(s)
Remarks

Ideal (4) Ωideal ηm, ηd ∞,∞ 0 -

Ωhybrid,x,[1] ηd ∞ mrs Damping compensation

Ωhybrid,a ηm 4 mr
4 s+ dr Inertia compensation, scales badly

Ωhybrid, f ηm = ηd 0 mrs+ dr None allowed

Hybrid (5) Ωhybrid ηm, ηd
1

1− 3
4ηd

, ηd mr(1− 3
4ηd

)s+ dr
ηd

Trade-o�, scales badly

Λhybrid, f, damped ηm = ηd ∞ 0 -

Λhybrid, f,kh ηm = ηd 1 + 2dr
Tkh

mrs+dr
1+ 2dr

Tkh

Scales well

Flexible (6) Ω�ex, u.d. ηm, ηd 1 + m1

m2
,∞ m2s Pole/zero cancellation

Table 7.1: Analytically derived passivity (Ω) and stability (Λ) conditions, safe reduction ratios and minimal safe impedances. Equal reduction (ηm = ηd)
means that reduction can only be done by the same amount, while unequal (ηm, ηd) means decoupled.
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The hybrid system on the surface appears more promising in reducing inertia two- to fourfold. However, this reduc-
tion is based on inertia compensation, which scales very disadvantageously with sample time and damping. As a result,
modern robots barely allow any passive inertia reduction. In theory, the hybrid model always has a tradeo� between the
reduction of damping versus inertia.

Hybrid reduction can directly be compared with �exible reduction, but both must only use position and acceleration
feedback. Because the hybrid model does not allow force feedback, force feedback must be omitted from the �exible
system reduction for a fair comparison. The maximum reduction ratios are shown numerically in �g. 7.1. In theory, the
hybrid model can achieve at least as much inertia reduction as the �exible system, but is barely allowed for the Gable Core.
Damping reduction is not the limiting factor, both allowing in�nitely much if any inertia reduction is acceptable.

Neither system model can achieve the Gable Core target reduction (ηm = 10, ηd = 3) passively.

Validation All conditions for passivity have at least heuristically been validated. However, as noted in sec. 5.7, they
cannot strictly be veri�ed in simulation. This would require evaluation of passivity for every input signal, due to aliasing
as a result of the sampler, for the hybrid system. However, there is still value in validation by simulation, because this can
indicate how restrictive the derived passivity conditions are. If in simulation activity is shown close to the derived passivity
condition, that passivity condition is close to the real condition. Because the conditions are only derived to be su�cient,
it is currently unclear how restrictive they are.

Physical Equivalent Uniqueness Colgate [3] noted that a PE is not necessarily unique, which opens the possibility
that di�erent PE exist for the ideal and �exible systems derived here. Although the passivity conditions for two PE of one
system will be the same, one PE can more conveniently lead to the true passivity conditions. This is because obtaining
passivity conditions from a PE, by requiring all elements are positive, is potentially restrictive. A di�erent PE may have less
restrictive conditions because its elements have di�erent parameters.

In this work, PEs were derived manually, by manually checking decompositions of a transfer for a physical realization.
Even after �nding a consistent method for derivation, this requires laborious trial and error even for the ideal system. The
PE of the ideal system was noted to have at least one other physical interpretation, consisting of one less element but with
much more complicated parameters. For the larger system of the �exible link model, the amount of elements grow rapidly,
and thus the uniqueness of the PE is not checked. More advanced network synthesis methods, rather than manual labor,
may lead convenient derivations of PEs and may con�rm their uniqueness.

Impedance Shaping A useful and relatively straightforward addition to this work is the consideration of full impedance
shaping rather than solely reduction. A robot that is solely impedance reduced is not yet a functional PHRI robot, in
general. Including the shaping of an apparent sti�ness or damping increase greatly bene�ts the functionality of such

Figure 7.1: Maximum passive reduction of the hybrid system versus the �exible link system, both using only acceleration and position feedback. Systems
are passive below the curves. The ideal system spans the entire positive plane. The hybrid Gable Core boundaries practically lie on the x-axis.
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robots, allowing resistance training. Position feedback has been included in all passivity conditions, but was omitted as
soon as impedance reduction was considered. However, the damping compensation by discrete-time position feedback is
known to be limited by the rendered sti�ness Ωhybrid,x,[1]. An interesting extension is therefore how this property extends
to the �exible system.

Context App. D.10 shows how the ideal and hybrid system models of this work relate to publications by Ott [25] and
Albu-Schae�er [24]. Where this work attempts impedance reduction of the total �exible link inertia, theirs only reduce
motor impedance and leave link side inertia unchanged. In the context of the �exible model of this work, any �exibility
between rotor and load sensing limits passive motor reduction, although unlikely to be noticeable. In the context of
the hybrid model, this work studies the discrete-time controller version of their motor reduction loop. Because no force
feedback is passively allowed according to this work, their passive motor reduction is fundamentally not allowed.

With regard to the SEA paradigm, a mathematical equivalence between the SEA and the feedback methods of �exible
link robots in this work are shown in app. D.10, although not practically interchangeable. The SEA considers a di�erent
impedance as the boundary between robot and environment, where its purpose is never to reduce the end e�ector inertia.
Because SEA literature considers the end e�ector inertia part of the environment, mechanical SEA design minimizes end
e�ector inertia by design, to avoid this problem entirely. Therefore, the inertia reduction in this work is of a di�erent
nature.

Sensor Bandwidth A point of discussion that applies to both the passivity and stability work is the assumption of
unlimited sensor bandwidth. Sensor bandwidths were assumed to only in�uence noise sensitivity, but not passivity and
stability. This assumptions was made to simplify analytical analysis, whereas including more dynamics in numerical anal-
ysis is not hard. Even though it has been illustrated in sec. 3.5 why noise itself does not in�uence passivity, it has long been
known that LP �ltering severely in�uences stability and passivity. This shown by Colgate [3] in short on continuous-time
force feedback �ltering.

Where absolute position sensing is known to have a large bandwidth, the same cannot be said for force and accelera-
tion sensing, whose outputs are known to be LP �ltered by design. This was con�rmed in the identi�cation of sec. 3.6.
Therefore, any results for position feedback are likely more valid than those for force and acceleration feedback in practice.

This is another reason for limiting the size of force and acceleration derivative gains done in Ψp, because the e�ects of
derivative gains are in the HF range, where true bandwidth is unmodeled.

7.2 Stability Analysis
The target passive impedance reductions of (ηm = 10, ηd = 3) for both the hybrid and �exible models were found to be
unachievable for the Gable Core. Reaching this reduction thus violates the passivity conditions. Therefore, passivity was
forfeit and analysis was extended with the less restrictive stability property. For the case study this means that there exists
a destabilizing environmental impedance: a pure spring.

Because passivity was forfeit, all feedback was included and reduction done by solving for Ψideal and limited by Ψp.
Given these constraints, three DOF remain in the controller in general. These are used to optimize a tradeo� between
noise sensitivity and robustness in the de�nition of the optimization (3.11).

Mixed System To complete the comparison between the system models studied in this work, the mixed model is added.
This model fully contains both the �exible link and the discrete-time controller. Because analytical analysis is unlikely to be
fruitful, given the separate model complexity, no chapter is dedicated to this model. However, numerical stability analysis
can still be done, combining the approaches of ch. 5 and ch. 6. Using the same method as sec. 5.6, described in app. C.9,
the marginally stable spring can be numerically found when approximating the sampled loop gain to a high order. This is
described in short in app. E.1, to be included in the following comparison.

Comparison For each of the system models: ideal, hybrid, �exible and mixed, the optimal tradeo� between destabilizing
spring and noise spectra were derived in sec. 4.6, sec. 5.6, sec. 6.6 and app. E.1 respectively. These results are combined in
�g. 7.2. The ideal model, has in�nite destabilizing spring sti�ness because it is stable for any passive environment.

All optimal curves consist of no acceleration derivative feedback (Gad = 0), but varying force derivative feedback
(Gfd). The bottom of all optimal curves useGfp = ηm − 1 for minimal noise. For all models and curves in this graph,
larger gains increase the noise sensitivity, but increase robustness, visualized when tracing to the top-left. This reasoning
does not continue forever in general, but is the case on these optimal curves for these reduction ratios. The interpretation
for the �exible system is that larger gains suppress the �exible mode more, lessening its e�ect on stability.

From �g. 7.2, three rankings can be made based on required tradeo�: pure robustness, pure noise attenuation, and a
tradeo� between the two.
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For pure system model robustness, neglecting noise, the ideal model is unsurprisingly the most robust, followed by the
�exible, hybrid and mixed models. However, if any noise suppression is desired, the hybrid system becomes more robust
than the �exible system. This is indicated by the crossing of their curves at the upper-left of the graph.

For pure system model noise attenuation, neglecting robustness, the ranking is as follows: hybrid, ideal, �ex and mixed.
The ideal model having higher noise sensitivity than the hybrid system is because of two reasons: added roll-o� due to the
ZOH and limited evaluation up to the Nyquist frequency, both of which are discussed in the following paragraphs.

Note that all optimal destabilizing sti�nesses for the case study system, seen in the graph, are far above sti�nesses
renderable by humans. Approximate destabilizing sti�nesses of the hybrid system at 5·106 Nm-1 has double the marginally
stable sti�ness of the �exible link system at 2.5 · 106 Nm-1, which has one and a half times the marginally stable sti�ness
of the mixed system at 1.6 · 106 Nm-1. It can therefore be argued that in this case, any tradeo� between noise sensitivity
and robustness should favor noise sensitivity, because the system is already robust for human interaction.

Locked Output Noise Estimation All noise sensitivity analyses assume a locked output robot, meaning that the envi-
ronment is considered to have in�nite impedance. The choice for a locked output problem is made to avoid the inclusion
of estimated human dynamics in the noise spectra in general. This way, human dynamics need not be estimated or eval-
uated over an uncertain range. This is thus not a prediction for experienced noise, since humans are dynamical systems
and not in�nitely rigid. A more realistic prediction of noise perception should include human dynamics and a model of
frequency dependent proprioceptive sensitivity. Still, this method allows a fair comparison between systems models, such
that conclusions about relative noise sensitivities can be drawn.

The argument can be made that the performance charts of �g. 7.2 already assume a human environment, although
unrealistically high, which can be included in the noise sensitivities. However, including the human spring would not
allow for comparison with the ideal system, because there no spring is destabilizing. Moreover, including pure sti�nesses
was found not to be numerically robust. Due to their high sti�ness the noise spectra themselves have very underdamped
roots. These underdamped roots require impractically large frequency resolution for numerical estimation of the H2

norm, which integrates the area under the spectra.

Nyquist Frequency-Bound Evaluation In fact, limited numerical frequency resolution is also one of the two reasons
why the noise sensitivities are only evaluated up to the Nyquist frequency. The ZOH in the hybrid noise transfers, both in
numerator and denominator, also create underdamped roots occuring at every integer of the sampling frequency. These
roots were found to require impractically high resolution, increasing computation time drastically during the optimization
of �nding the marginally stable springs. The other reason is that, as mentioned in sec. 5.5, the e�ect of sampling cannot
be included in the noise sensitivity of these types of hybrid systems. Therefore, the noise transfers are not considered
accurate near and after the Nyquist frequency. To avoid both these issues, the noise transfers are evaluated up to the
Nyquist frequency only. As a result, any noise sensitivity underestimates the true locked output noise norm. In addition,
it is unclear whether sampling positively or negatively in�uences the experienced noise.

Figure 7.2: Optimal solutions to the minimization problems of (3.11), using gains determined by Ψideal and limited by Ψp to achieve inertia and damping
reduction (ηm, ηd). Passive solutions lie on the y-axis, represented by a single mark, because there are no destabilizing springs. Stable solutions form a
tradeo� curve between noise sensitivity and destabilizing spring sti�ness. Bottom-left is considered better.
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Hybrid and Mixed Stability Approximations The destabilizing e�ects of discrete-time acceleration feedback can be
less accurate than discrete-time position and force feedback. Where the loop gains of position (5.4) and force (5.5) have
large roll-o� due to s−2, acceleration (5.6) does not. The stability approximation of app. C.9 approximate the discrete-
time loop gain by addingn = 100 frequency transposed versions of the same loop. Large roll-o� means that when adding
transposed loop gains, the e�ect of adding neighboring loop gains is not as large. Position and force feedback are therefore
less a�ected by sampling than acceleration feedback. Thus, the discrete-time loop gain approximation of acceleration
feedback may result in over or underestimated stability margins.

Moreover, the loop gain addition of app. C.9 is based on the superposition principle of linear systems. It can easily be
veri�ed for LTI systems that parallel loops may be added in this manner. For the time varying systems studied here, which
are not invariant to input delays, this principle is not proven.

However, the stability estimates have seen limited validation in the mixed system of app. E.1 by simulation in Matlab’s
Simulink and Controllab’s 20sim. This showed good �t, suggesting that the loop gain superposition holds for hybrid
systems, and that stability of acceleration feedback is accurate enough for order n = 100.

Noise Norm Validation Validation of noise norms directly in simulations was found to be cumbersome, because con-
verting the used models to locked output systems spoil preferred simulation causality. As a result algebraic loops occur,
which in both simulation engines are solved by including an additional delay. These delays rendered the locket output
simulations to noise unstable. To obtain simulations of the locked output systems thus requires rewriting of the models,
which is a straightforward step towards further validation.

Instability as a result of a single delay also begs the question how stable these models are to additional delays, not
included here. For example, Colgate [3] found that no delays may be introduced to the �exible link system using force
feedback to maintain passivity. This agrees with the �ndings here, although for a di�erent transfer, in that even small
delays can severely limit stability and thus passivity. Because any discrete system has computation delay, a straightforward
extension of this work should study these e�ects.

Piecewise Optimal Solutions The optimal curves shown in charts such as �g. 7.2 are piecewise segments obtained
from the curves of e.g. �g. 5.6. The same discrete gain sets were chosen for each model, and then the approximate optimal
curves pieced together. The true optimal curves can in theory be found by numerical optimization.

However, �nding the destabilizing sti�ness as de�ned in app. C.9 for hybrid and mixed models is already de�ned as
an optimization problem. Numerical optimization of the true optimal curves thus requires nested optimization, �nding
the destabilizing sti�ness for each trial gain set. Such nested optimization increases computation time extensively, which
is avoided in this work. Therefore, the optimal solutions to the hybrid and mixed system models are not truly optimized
and the de�nition of tradeo� factorα is only symbolic. The �exible link system does allow fully automated optimization,
because it does not require optimization to �nd the marginally stable spring. As such, its solutions can give an idea of how
close the found curves are to the true optimal curves.

Optimizations are thus in part done manually, which has the potential of �nding local rather than global minima.

Stability Analysis Context Where the literature review of ch. 2 includes extensive literature on passive interaction
control, the passivity target is forfeit in both chapters with derogatory e�ects. The optimal stability analyses are therefore
not rooted in literature, in contrast to the passivity analyses, but more so in the desire to �nd working solutions to the case
study problem. As a result, there is a lack of context for the latter part of this work. Here, it was found that the �exible
model is more derogatory than the hybrid model for the Gable Core. Interesting future work could consider varying system
parameters to observe the e�ects on this comparison. Such research can lead to important design recommendations.

Identi�cation The identi�ed case study of sec. 3.7 shows that the single �exible mode model of ch. 6 decently �ts
the spectral data in the HF range. Estimation of the masses was con�rmed by the robot’s Solidworks source material to
be within a couple kg. However, the middle frequency range identi�cation of base damping appears magnitudes higher
than is haptically present in the physical system. There are two main explanations for this mismatch between practice
and measurement. First, physical damping is nonlinear in nature especially for smaller actuation, which does not �t with
the assumed linear models and can severely mismatch the identi�cation data. A coherence analysis can con�rm these
nonlinearities, which is not performed here. Second, dynamics missed in the �tted model, such as base sti�ness of the
robot identi�cation setup and end e�ector damping. End e�ector damping in particular of the case study system is likely
signi�cant, because of linear bearings in the extending sleeve of �g. 3.4. The models in this work, neglecting end e�ector
damping, are thus possibly not su�cient for this case study. To keep the system models simple, the inclusion of these
added dynamics was avoided. Therefore, the LF behavior was measured ad hoc and �t to be compatible with the more
accurate HF �t.
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Chapter 8

Conclusions

This work studied several knowledge gaps on the interaction control of physical human-robot interaction systems. Namely,
safely improving the human experience of inherent robot dynamics, referred to as impedance reduction. As a case study
for a system requiring impedance reduction the Gable Core rehabilitation platform, introduced in 1.1, was studied.

To facilitate safe impedance reduction, the �rst priority was set on passive impedance reduction, limiting interaction
energy to that generated by the human. Where passivity was found to be too restrictive, coupled stability was considered
instead. Passivity analysis was done analytically, while stability analysis was mainly done numerically.

The literature study of ch. 2 found that passive impedance reduction using impedance control is underrepresented
in modern literature. This is the case especially when applied to hybrid and �exible link systems. Moreover, force and
acceleration feedback is rarely applied in this context, in addition to common position feedback.

To address these issues, the reduction of three system models was considered: the ideal, the hybrid and the �exible
link system. Each system was studied through a consistent structure de�ned in sec. 1.5. The impedance controller was
considered to linearly add PD position, interaction force and end-e�ector acceleration, resulting in six feedback paths.
Ch. 3 describes the impedance reduction goals, methods to analyze passivity and modern optimal design using a tradeo�
between noise sensitivity and robustness.

The ideal system model, a rigid robot with continuous-time control, of ch. 4 expands upon Colgate [3] from propor-
tional force feedback to include all six feedback paths. Novel passivity conditions were found by a physical equivalent, and
the system was shown to be passively reducible to any impedance. This states the bene�t of this method of impedance
reduction, especially considering force feedback, lowering even nonlinear parasitic dynamics.

The hybrid system model, a rigid robot with discrete-time control, of ch. 5 expands upon Colgate [1] by adding discrete-
time PD force and acceleration feedback. It was found that the hybrid system does not allow any force feedback passively.
Therefore, any reduction must be due to acceleration and position feedback. Although promising in theory, in practice
the achievable passive inertia reduction is negligible, while damping reduction is fully allowed.

The �exible system model, an underdamped �exible link robot with continuous-time control, of ch. 6 expands upon
the undamped system of Colgate [3] by including damping and all six feedback paths. Regardless, the same fundamental
inertia reduction limit of only masking the actuator inertia must be respected. At the same time, full damping reduction is
allowed. To reach this inertia masking exactly, derivative feedback of force or acceleration must be included, because base
damping lowers the limit otherwise. This requires exact tuning of the derivative gains, which is not realistic in practice.

Both derogatory systems have been shown to be severely limited in passive inertia reduction in ch. 7.1. Therefore,
the case study system must consider stability, rather than passivity, to achieve its reduction targets. This underlines the
restrictiveness of passive interaction control, adding to the old but ongoing discussion.

Even though passivity was forfeit, the stability conditions of the case study system were inherently acceptable for pure
human interaction. Optimal design for all models, balancing noise sensitivity and robustness, is best focused on noise
reduction. To this end, all systems prefer the use of solely force feedback and its derivative, minimizing feedback complexity.
Ch. 7.2 shows that with respect to stability and noise sensitivity, the hybrid system model is the least derogatory, followed
by the �exible link system model, and �nally the combined hybrid and �exible system model. This is in contrast to passive
design, which found the hybrid system model to be more derogatory than the �exible link system model.
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Appendix A

Appendix to Chapter 3

A.1 De�nition: LTI Frequency Passivity
Colgate [3] showed that the transfer functionZ(s) of a one-dimensional LTI system is passive if and only if it is a positive
real function:

Re{Z(s)} ≥ 0 ∀ σ ≥ 0, ω ∈ R. (A.1)

This is referred to as the positive real condition (PRC), and demands that the Nyquist plot of Z(s) is in the RHP. The
requirement can be split into three sub-requirements which are often more easily checked:

1. Z(s) has no poles in the right half plane.

2. Any imaginary poles ofZ(s) are simple, and have positive real residues.

3. Re{Z(iω)} ≥ 0.

The �rst requirement is stability, the second is pole simplicity (no identical imaginary poles), and the last requirement is
simply the purely complex part of the Nyquist contour. The �rst and second take care of the in�nite radius semicircular
arc of tracing the Nyquist contour.

Alternatively, the second and third requirements can be combined into one:

1. Z(s) has no poles in the right half plane.

2. Z(s) has a Nyquist plot that lies in the right half plane.

As a result of these conditions, it must follow that all zeros and poles ofZ(s) are stable.

A.2 De�nition: Nyquist Criterion
For a feedback loop with characteristic equation 1 + L(s), with P

OL
amount of unstable open-loop poles of L(s), the

Nyquist criterion is
Z
CL

= N
CW

+ P
OL
. (A.2)

Where N
CW

is the number of clockwise encirclements of −1 by L(s) when tracing the Nyquist contour D, and Z
CL

is the number of unstable roots of the characteristic equation. Consequently, for stability the number of unstable poles
Z
CL

of the closed-loop system must be zero.
Thus, for every unstable open-loop pole P

OL
of L(s) there must be one counter-clockwise encirclement of −1 by

L(s).
The Nyquist contourD is the following path, in polar coordinates (r, φ), starting at (0, 0):

• Traveling up the imaginary axis: (0→∞, π).

• Rotating along a positive real semicircle: (∞, π → −π+), approaching(∞,−π) from the right side.

• Returning to zero from the negative in�nite imaginary axis: (∞→ 0,−π).
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A.3 Real and Imaginary Parts of a Complex Ratio
Any complex ratioZ = ZN/ZD can be written as the following split parts real and imaginary:

Z =
ZN
ZD

=
PR + iPI

Re{ZD}2 + Im{ZD}2
,

where

PR = Re{ZN}Re{ZD}+ Im{ZN} Im{ZD}
PI = Im{ZN}Re{ZD} − Re{ZN} Im{ZD}.

The denominator is always positive because of the squares, such that the signs of the real and imaginary parts are deter-
mined only by PR and PI respectively. This is useful because for example the dissipative part PR can then be used to test
the PRC:

Re{Z(iω)} > 0 ⇐⇒ PR(ω) > 0.

A.4 Manual Physical Equivalent Synthesis
This section states some rules for rewriting transfers to separate into passively realizable parts manually. The di�erence in
order of a transfer to be split as a PE is at most one. In addition, the denominator must have an equal or fewer number of
terms. If a transfer cannot be split as such, it must be inverted.

The simplest transfer can be trivially split into two elements as follows:

as+ b

c
=
as

c
+
b

c

as+ b

cs
=
a

c
+

b

cs
.

A lead-lag equivalent can be split in two ways:

as+ b

cs+ d
=

as

cs+ d
+

b

cs+ d
=
a

c
+

(b− da/c)
cs+ d

.

Its derivative only has one option:
as2 + bs

cs+ d
=
as

c
+
s(b− da/c)
cs+ d

.

The following has two options:

as2 + bs+ c

ds2 + es
=
a

d
+
s(b− ae/d) + (c)

ds2 + es
=

as

ds+ e
+

bs+ c

ds2 + es
.

When adding a denominator term there is only one option:

as2 + bs+ c

ds2 + es+ f
=
a

d
+
s(b− ae/d) + (c− af/d)

ds2 + es+ f
.

And for their derivatives:

as3 + bs2 + cs

ds2 + es
=
as

d
+
s2(b− ae/d) + s(c)

ds2 + es
=
as2 + bs

ds+ e
+

c

ds+ e

as3 + bs2 + cs

ds2 + es+ f
=
as

d
+
s2(b− ae/d) + s(c− af/d)

ds2 + es+ f
.

And with added numerator term:

as3 + bs2 + cs+ d

es2 + fs+ g
=
as

e
+
s2(b− af/e) + s(c− ag/e) + d

es2 + fs+ g
.

The general rule for this type of partial fraction decomposition is:

ans
n + ...+ a0

bn−1sn−1 + ...+ b0
=

ans

bn−1
+

∑n
m=1 s

m−1(am−1 − anbm−2/bn−1)

bn−1sn−1 + ...+ b0
.
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Appendix B

Appendix to Chapter 4

B.1 Rigid Robot Continuous-Time Controller PRC Without Derivatives
IfZ(s) is the impedance

Z(s) =
(mr +Gap)s+ dr +Gxd +Gxps

−1

Gfp + 1

then according to A.1, the real part of Z(s) must be larger than or equal to zero on the Nyquist contour. In this case it
is convenient to check directly for s = iω + σ instead of the more common three individual properties of the PRC.
Substituting s = iω + σ and using app. A.3 yields:

Re{Z(iω + σ)} =
dr +Gxd + (mr +Gap)σ +Gxp/(ω

2 + σ2)

Gfp + 1
≥ 0, ∀σ ≥ 0, ∀ω.

With more general notation

Re{Z(iω + σ)} = d(ω2 + σ2) +mσ(ω2 + σ2) + k ≥ 0,

where d,m, k are de�ned below. Setting ω = σ = 0 requires that k ≥ 0, because then

Re{Z(iω + σ)} ∝ k.

Setting σ = 0, ω 6= 0 requires d ≥ 0, because then

Re{Z(iω + σ)} ∝ dω2 + k.

Setting σ 6= 0, ω = 0 requires thatm ≥ 0, because then

Re{Z(iω + σ)} ∝ dσ2 +mσ3 + k.

For the PRC to hold at these extreme points, all three coe�cients of the polynomial must be positive. As a result, the
original polynomial is then positive real for all ω and σ ≥ 0. The conditions are then:

d =
dr +Gxd
Gfp + 1

≥ 0

m =
mr +Gap
Gfp + 1

≥ 0

k =
Gxp

Gfp + 1
≥ 0.
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B.2 Rigid Robot Continuous-Time Controller PRC Including Derivatives
The apparent impedance for the ideal system with all feedback is:

Z(s) =
Gads

3 + (mr +Gap)s2 + (dr +Gxd)s+Gxp
Gfds

2 + (1 +Gfp)s
.

Following the two requirements of the PRC of app. A.1:

1. Stability demands that:
1 +Gfp
Gfd

≥ 0.

2. A positive real gain at DC requires that

Z(0) =
Gxp

1 +Gfp
≥ 0.

Then 1 +Gfp must be the same sign asGxp , which must be positive to emulate passive springs. As a result of the stability
condition, thenGfd must be positive too. A positive real gain at positive in�nite s requires that the highest term ofZ(s)
is positive:

Z(∞) =
Gad
Gfd

≥ 0.

Because the sign ofGfd must be positive, so mustGad . This yields the �rst four requirements:

Gxp ≥ 0

Gfp + 1 ≥ 0

Gfd ≥ 0

Gad ≥ 0.

Substituting s = iω and using app. A.3, the complex part is proportional to:

Re{Z(iω)} ∝ ω4
(
Gfd(mr +Gap)−Gad(1 +Gfp)

)
+ ω2

(
(1 +Gfp)(dr +Gxd)−GfdGxp

)
≥ 0.

For this polynomial to be positive real, both coe�cients of the polynomial in ω must be positive:

(1 +Gfp)(dr +Gxd)−GfdGxp ≥ 0

Gfd(mr +Gap)−Gad(1 +Gfp) ≥ 0.

All terms except (dr +Gxd) in the �rst requirements are known to be positive, which �xes (dr +Gxd) to be positive as
well. The same logic can be applied to (mr +Gap) in the second requirement. All requirements combined are then:

Gxp ≥ 0

Gxd ≥ −dr
Gap ≥ −mr

Gfp ≥ −1

(dr +Gxd)(Gfp + 1)

Gxp
≥ Gfd ≥ 0

(mr +Gap)Gfd
Gfp + 1

≥ Gad ≥ 0.

Note that the two last conditions imply the second and third, given the other conditions. However, these are still explicitly
included for clarity on all individual feedback terms.
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B.3 Rigid Robot Continuous-Time Controller PE
The transfer is

Z(s) =
Gads

3 + (mr +Gap)s2 + (dr +Gxd)s+Gxp
Gfds

2 + (1 +Gfp)s
.

The general forms of app. A.4 are shown here to give options for splitting. Black boxed equations are the retrieved simple
physical elements (mass, spring or damper), as impedance (Z) or admittance (Y ). The transfer is of type

as3 + bs2 + cs+ d

es2 + fs+ g
=

sa

e

Z1

+
s2(b− af/e) + s(c− ag/e) + d

es2 + fs+ g
,

where

a = Gad , b = mr +Gap , c = dr +Gxd , d = Gxp , e = Gfd , f = Gfp + 1, g = 0.

The right-hand ratio is of type

As2 +Bs+ C

Ds2 + Es
=
A

D
+
s(B −AE/D) + C

Ds2 + Es
=

As

Ds+ E
+

Bs+ c

Ds2 + Es
,

where
A = b− af/e, B = c, C = d, D = e, E = f.

Choosing the right-hand equality leads to a simpler PE, although with one more element. The �rst element of the right-
hand side are two other elements:

Ds+ E

As
=

D

A

Y2

+
E

As

Y3

.

The second element of the right hand-side can be inverted and is then of form

Ds2 + Es

Bs+ c
=

Ds

B

Y4

+
s(E −DC/B)

Bs+ C
.

Of which the right-hand can be inverted again to give

B

E −DC/B

Z5

+
C

s(E −DC/B)

Z6

.

All these element impedances and admittances are shown in �g. B.1, substituting the system parameters then obtains the
PE of �g. 4.2.

Figure B.1: Bond graph used when deriving the PE of the rigid robot continuous-time controller with unevaluated parameters.
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B.4 Inertia Cancellation of the Rigid Robot Continuous-Time Controller
by Gfd

Instead of consideringGfd , Gad to be detrimental and introducing a less convenient physical interpretation in �g. 4.2 (a),
there is one case where the interpretation is simple and bene�cial. If Gxp = Gad = 0, the transfer becomes a lead-lag
compensator:

Z(s) =
(mr +Gap)s+ (dr +Gxd)

Gfds+ (1 +Gfp)
.

The inertia behavior can be completely annihilated (md = 0, ηm = ∞), resulting in a pure damper dd equivalence, by
setting the pole and root equal. Conditions that result in a pure damper dd are:

Gxp = 0

Gad = 0

dr +Gxd
1 +Gfp

= dd

Gfd
1 +Gfp

=
mr +Gap
dr +Gxd

.

This cancels the HF zero of (4.1) with its pole, which is allowed because both numerator and denominator have stable
roots for positive coe�cients. Because this cancellation occurs around zero phase delay, the passivity of the system is
robust against parameter estimation errors.
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Appendix C

Appendix to Chapter 5

C.1 De�nition: Starred Transform
The de�nition of the starred transform as given by Jury [68] is the in�nite sum of transfers transposed by the sample
frequency ωs:

[H(s)]∗ =
1

T

+∞∑
n=−∞

H(s+ iωsn), ωs =
2π

T
. (C.1)

Splitting the sum into a numeratorN(s) and denominatorD(s) shows that the resulting transfer has in�nitely many of
the original poles, but transposed. This is illustrated for two terms of the in�nite series:

+∞∑
n=−∞

H(s+ iωsn) =
N(s)

D(s)
+
N(s+ iωs)

D(s+ iωs)
+ ..., D(s) = K(s− p1)(s− p2)...

The starred transform in a single fraction is thus

N(s+ iωs)D(s) +N(s)D(s+ iωs) + ...

D(s)D(s+ iωs)...
,

which has poles

D(s)D(s+ iωs)... = (K(s− p1)(s− p2)...)(K(s+ iωs − p1)(s+ iωs − p2)...)

The real parts of the poles are unchanged, and therefore stability is maintained. This is also an implicit result from C.8,
because if the starred transform preserves passivity then it preserves stability as well.

C.2 Rigid Robot With Discrete-Time Controller Transfer
Fig. 5.1 can be rewritten to the block diagram in �g. C.1, from which attempting to determine the transfer from F (s) to
V (s) is more obvious:

V (s) = Yr(s)F (s)− Yr(s)D̃(z) [N(s)V (s)]
∗ (C.2)

Multiply both sides byN(s) and star-transform each side

[N(s)V (s)]
∗

= [N(s)Yr(s)F (s)]
∗ − [N(s)Yr(s)]

∗
D̃(z)[N(s)V (s)]∗

Solving for [N(s)V (s)]∗:

[N(s)V (s)]∗ =
[N(s)Yr(s)F (s)]∗

1 + [N(s)Yr(s)]
∗
D̃(z)

Substitute back into the right hand side of (C.2) gives the result

V (s) = Yr(s)F (s)− Yr(s)
D̃(z) [N(s)Yr(s)F (s)]

∗

1 + D̃(z) [N(s)Yr(s)]
∗
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Figure C.1: Fig. 5.1 rewritten to a simple feedback loop to attempt to determine the relationship between f and v.

C.3 Rigid Robot Discrete-Time Position Feedback Passivity (Alternative to
[1])

The loop gain of discrete-time position feedback is:

Lx(s) = D̃x(z)[Hx(s)]∗ = D̃x(z)

[
1

s2

1

Zh(s) + Zr(s)

]∗
.

De�ne the admittance as Yhr(s):

Yhr(s) =
1

Zh(s) + Zr(s)
.

Colgate [1] recognized that for arbitrary passive Zh(s) ∈ Z0 in the RHP this admittance is bound to a frequency inde-
pendent complex region for every frequency, here denoted by Yhr:

Yhr(s) ∈ Yhr.

This region is always a disk from the origin to 1/dr as shown in �g. C.2. Using (C.5), the loop gain can be shown to lie in:

Lx(s) ∈ Lx(s) = D̃x(z)

[
1

s2

]∗
Yhr.

And the starred transform of the double integrator can be found to be [70]:[
1

s2

]∗
=

1

2

T

cos(ωT )− 1
.

The loop gain is then contained in:

Lx(s) = D̃x(z)
1

2

T

cos(ωT )− 1
Yhr.

This is visualized in �g. C.2 as the product of the left-hand side with the circular region of the right-hand side. The
unambiguously worst-case scenario to contain−1 is when Lx(s) is purely real and the most negative. This occurs when
D̃x(z)[ 1

s2 ]∗ is most negative, because Yhr is a static circular region.
Let Re{·} denote the purely real part of a function, where Im{·} = 0. From �g. C.2 it is seen that after multiplying

both parts the left bound is:

min Re{Lx(s)} = −
GxpT/2 +Gxd

dh
, Gxd ≥ 0

min Re{Lx(s)} = −
GxpT/2−Gxd

dh
, Gxd ≤ 0

Regardless of the sign ofGxd , the minimum is the following, which must be larger than−1 for Nyquist stability:

min Re{Lx(s)} = −
GxpT/2 + |Gxd |

dh
≥ −1

Rearranging gives the known result:

dh ≥ Gxp
T

2
+ |Gxd |, Gxp > 0
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(a) (b)

Figure C.2: The two multiplied parts (a) and (b) of the discrete-time position feedback loop gain Lx(s) in the complex plane. Note that changing the
sign ofGxd swaps part of the left locus but leaves the same bounds.

C.4 Rigid Robot Discrete-Time Force Feedback Passivity
The loop gain of discrete-time force feedback is:

Lf (s) = D̃f (z)[Hf (s)]∗ = D̃f (z)

[
1

s

Zh(s)

Zh(s) + Zr(s)

]∗
.

De�ne the impedance ratio asA(s):

A(s) =
Zh(s)

Zh(s) + Zr(s)
.

Given that the human impedance spans the RHP (Zh(s) ∈ Z0), this is a division of the numerator RHP with an o�set
RHP in the denominator. This o�set is determined byZr(iω) = iωmr+dr , whereωmay be anything. The o�set is thus
a constant dr along the real axis and may be anything along the imaginary axis. The division of a RHP by another RHP
arbitrarily shifted along iω spans the entire complex plane, because any point in the RHP may be rotated by [−π2 ,

π
2 ].

Consequently, the division of a RHP by another RHP arbitrarily shifter along iωmr +dr spans the entire complex plane
except for the purely real negative strip.

Excluding of the negative real strip can be illustrated by substituting the worst-case environment for spanning as far
left as possible: a purely imaginary elementZh(s) = iyh(ω) which can be arbitrary large. Substituting leads to:

A(s) =
yh(ω)(mrω + yh(ω)) + idryh(ω)

d2
r + (mrω + yh(ω))2

.

On the negative real strip the imaginary part is zero, which is only when yh(ω) = 0, for assumed nonzero dr . However,
for yh(ω) = 0 the real part is always zero and thusA(s) can not be negative purely real. In contrast, on the positive real
strip the imaginary part is zero too, but this can be attained for yh(ω) =∞ for e.g. a spring at DC frequency.

Because A(s) spans the complex plane (except the purely real negative strip) any rotation of A(s) by 1/s or D̃f (z)
will include −1, meaning that there always exists a destabilizing Zh(s). This means the system is active and there is no
non-zero D̃f (z) and thus force feedback gain that maintains passivity.

Assumptions must be made about the environment Zh(s) to get insight into stability. Two cases are shown here,
which together give su�cient stability conditions for the environment having simple parallel form:

Zh(s) = mhs+ dh + kh/s.
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(a) (b)

Figure C.3: The two multiplied parts (a) and (b) of the discrete-time force feedback loop gainLf (s) in the complex plane ifZh(s) is su�ciently damped.

C.4.1 Limited Resonance
If the parallel form has su�cient damping:

dh(dh + dr) ≥ kh(2mh +mr),

then the impedance ratioA(s) is positive real according to app. C.5 and is in the RHP:

A(s) ∈ Z0.

Using (C.5) the loop gain is contained in:

Lf (s) ∈ Lf (s) = D̃f (z)

[
1

s

]∗
Z0.

And the starred transform of the single integrator is:[
1

s

]∗
=

1

1− e−sT
=

1

h̄(z)T
,

which cancels out with the �nite di�erence in D̃f (z). The loop gain is then contained in:

Lf (s) =
Gfp + h̄(z)Gfd

T
Z0.

This product is visualized in �g. C.3. The only way for Lf (s) with positive Gfp to contain −1 is when the left part
becomes negative real. reveals that for positiveGfp the condition for to never touch−1 is:

0 < Gfp
T

2
+Gfd , Gfp ≥ 0

Thus, for any positive control parameters the system should be stable, althoughGfd may be negative.

C.4.2 Pure Environmental Sti�ness
If the environment is assumed to be a pure spring

Zh(s) = khs
−1,

substituting into (5.5) reveals that the problem becomes analogous to the discrete-time position feedback problem in C.3,
because the continuous-time part of the loop gain is then:

Hf (s) =
1

s−1 + k−1
h Zr(s)

s−2,
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which is analogous to the position feedback continuous-time part:

Hx(s) =
1

Zh(s) + Zr(s)
s−2.

Such that now the human Zh(s) is replaced by an integrator and the robot dynamics are scaled by kh. Then, a su�cient
stability condition is analogous too and can be substituted directly as:

dr
kh

>
GfpT

2
+ |Gfd |, Gfp ≥ 0.

C.5 Lemma: Positive Realness Condition of A(s)
Starting with the impedance ratio

Zh(s)

Zh(s) + Zr(s)
,

and evaluating numerator and denominator for s = iω with the parallel environmentZh(s) = mhs+ dr + kh/s:

Zh(iω) = dh + i(mhω − kh/ω)

Zh(iω) + Zr(iω) = dh + dr + i((mh +mr)ω − kh/ω).

The sign of the real part, according to app. A.3, is determined by:

dh(dh + dr) +mh(mh +mr)ω
2 +

k2
h

ω2
− kh(2mh +mr).

Given that the polynomial terms ofω are always positive because they are squared, a su�cient condition for this function
to be positive regardless of ω is:

dh(dh + dr) ≥ kh(2mh +mr).

In that case the impedance ratio is guaranteed positive real:

Re

{
Zh(s)

Zh(s) + Zr(s)

}
≥ 0.

C.6 Minimal Passive Impedance for Combined Discrete-Time Position and
Acceleration Feedback

For discrete-time position feedback the passivity condition using the conceptually split robot is:

(1− µ)dr > Gxp
T

2
+ |Gxd |, Gxp ≥ 0.

When impedance reduction is the target, negativeGxd can compensate inherent damping dr and the rewritten condition
is:

Gxd > Gxp
T

2
− (1− µ)dr, Gxp ≥ 0, Gxd < 0.

And discrete-time negative acceleration feedback, when using approximate condition (Ωhybrid,a), results in:

Gap ≤ 0, Gad ≤ |Gap |
T

6
,

Gap +Gad
2

T
> −µmr

2
(1− e−

dr
2mr

T ).

The combination of these condition can be denoted Ωhybrid,x,a. For maximum inertia reduction,Gap should be minimized,
using maximum allowed positiveGad :

Gap ≤ 0, Gad = |Gap |
T

6
,

After substitution the condition is:

Gap + |Gap |
1

3
> −mr

2
(1− e−

dr
2mr

T ).
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Which, due toGap < 0, results in:

Gap > −µ
3mr

4
(1− e−

dr
2mr

T ).

Substituting both conditions:

Zhybrid, x, a, min(s) = mr

(
1 + µ

3

4

(
e−

dr
2mr

T − 1
))

s+

(
µdr +

GxpT

2

)
+ µGxps

−1.

Here, the apparent inertia, damping and rendered sti�ness are all tradeo�s of µ. For impedance reduction, typically no
spring rendering is required and thusGxp is set to zero.

C.7 Discrete-Time Part of Loop Gains
The general discrete-time part D̃n(z) of each loop gain is:

D̃n(z) = h̄(z)(Gnp +Gnd h̄(z)).

This function is periodic and has the following two properties, using positiveGnp :

If
|Gnd | ≤ Gnp

T

2
1©,

the function is positive real:
min Re{D̃n(z)} = 0.

If
Gnd ≥ −Gnp

T

6
2©,

the positive real maximum of the function is

max Re{D̃n(z)} =

(
Gp +Gd

2

T

)
2

T
.

In these two cases the cycloid is in a predictable rectangle in the complex plane bounded by 0 and this maximum real value.
These conditions are shown visually in �g. C.4. The multiplication of D̃n(z) with other complex functions have easily
predictable consequences if both of these conditions are true.

Figure C.4: The shape of D̃n(z) when violating conditions (1) and (2).
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C.8 Lemma: Sampling of RHP Passive and RHP O�set Systems
Sampling a function is by the de�nition of app. C.1 an in�nite sum of the same function transposed over complex fre-
quency.

Intuitively, summing complex functions that lie to the right of a positive real value (such as passive systems according
to the PRC) will always result in the summed function moving to the right of that plane. The analogue holds for complex
functions that lie to the left of a negative real value as well. Therefore, sampling a positive real (passive) transfer function
maintains passivity. A more exact proof is as follows.

Any complex function of the Laplace variable can be split up into its real and imaginary part:

Z0(s) = x0(ω, σ) + iy0(ω, σ),

and let the real part always be larger than some positive value γ,

x0(ω, σ) ≥ γ ≥ 0, σ ≥ 0 (C.3)

for all ω and positive σ. The function Z0(s) thus lies completely to the right of this value. Then the real part of the
sampled function, using (C.1), is the in�nite series of only the real parts:

Re{[Z0(s)]∗} =

∞∑
n=−∞

x0(ω + nωs, σ).

This is a summation of arguments all larger than γ for all ω, for all nωs and positive σ by assumption of (C.3):

x0(ω + nωs, σ) ≥ γ, σ ≥ 0.

Summing values which are all larger than γ surely results in a value larger than γ. Thus, if the unsampled system is con-
tained in some RHP with positive o�set γ, so is its sampled version:

Re{Z(s)} ≥ γ ⇒ Re{[Z(s)]∗} ≥ γ

∀ω, σ ≥ 0

The de�nition of a passive system from (A.1) is a single case of this statement (γ = 0), and therefore output sampling a
passive system yields a passive system.

C.9 Combined Hybrid and Mixed Loop Marginal Stability for Spring En-
vironments

Because the hybrid system is still linear, although not time-invariant, the parallel loop gains of �g. 5.2 can be added to
obtain the combined loop gain. From the combined system loop gain then, stability margins can be derived given an
environment model. Adding the separate loop gains de�ned in (5.3), explicitly de�ning as a function of kh:

L(s, kh) = Lx(s, kh) + Lf (s, kh) + La(s, kh)

Thekh that makesL(s, kh) pass through−1 is then the marginally stable spring. Even though it is unlikely that there exist
a compact analytical solution when solving forkh due to the sampling in�nite sum, numerically the lowestkh that touches
critical point can be found. Because the loops gains contain the starred transform, this numerically requires approximating
the de�nition of C.1, in this work done up to order n = 100. The approximate marginally stable spring is numerically
found by increasing the spring from zero up to where the loop gain is purely real−1:

k̂h = min kh such that L(iω, kh) = −1 ∀ω = [0, ωN ]

And because the loop gain is periodic, even though the apparent impedance is not periodic, it only has to be evaluated
up to the Nyquist frequency. This is implemented in Matlab as a one dimensional search problem that minimizes the
following cost:

k̂h = arg min
kh

J, J =

{
k−1
h , if min Re{L(iω, kh)} > −1

kh, if min Re{L(iω, kh)} < −1
∀ω = [0, ωN ]

Where min Re{·} is the minimum purely real part, such that Im{·} = 0, the used function interpolates where this
crossing happens since numerically Im{·} = 0 and −1 are never exactly reached. If the currently tested kh leads to an
stable loop (the top case), the cost is lowered by increasing the candidate sti�ness. If the currently tested kh leads to an
unstable loop (the bottom case), the cost is lowered by lowering the candidate sti�ness. This �nds where the negative real
axis is crossed for smallest kh, converging from both sides.
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C.10 Complex Region Product Sampling
If some complex term un is bound to a corresponding complex region Un:

un ∈ Un ⊆ C

Then an arbitrary series of un is bounded as well as:∑
n

un ∈
∑∑∑
n

Un

Where the right-hand summation of regions is the complex Minkowski sum. This results in another region consisting of
all combinations of elements in all Un. For two elements for example the Minkowski sum is:

C = A⊕B = {a+ b | a ∈ A, b ∈ B}

The same must hold when both are functions as well, if

un(ω) ∈ Un(ω) ∀ω,

then their sums are: ∑
n

un(ω) ∈
∑∑∑
n

Un(ω) ∀ω. (C.4)

These functions can be chosen as follows:

un(ω) = X(ω + nωs)Y (ω + nωs)

Un(ω) = X(ω + nωs)�Y,

where the latter operation is de�ned as

C(ω) = A(ω)�B = {A(ω)b | b ∈ B}.

This results in a regionUn(ω) as a function ofω, due to the multiplication of frequency independent regionY scaled
and rotated by the complex functionX(ω + nωs).

Evaluating (C.4) with the chosen functions gives:

∞∑
n=−∞

X(ω + nωs)Y (ω + nωs) ∈
∞∑

n=−∞
X(ω + nωs)�Y,

which is equal to
[X(ω)Y (ω)]

∗ ∈ [X(ω)]
∗ �Y ∀ω. (C.5)

Where the left-hand side is the starred transform of the functions’ product and the right-hand side is the multiplication
of region Y scaled and rotated by the complex function [X(ω)]∗.

The direct reasoning for (C.5) used by [1] is that samplingX(ω)�Y does not a�ect Y, because it is not dependent
on frequency, and therefore

[X(ω)�Y]∗ = [X(ω)]∗ �Y.

In the rest of this work the � operation is implied when multiplying a region in boldface with another function, and is
omitted in notation.
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C.11 Physical Interpretation of Uncoupled Pure Inertia Robot Acceleration
Feedback

Using (C.7) with the uncoupled robot Zh(s) = 0, solely robot inertia Zr(s) = mrs, and proportional feedback Gap
only, results in the simple loop gain:

[La(s)]∗ = h̄(z)Gap

[
1

s

s

mrs

]∗
.

Using the de�nition of the starred transform C.1 gives:[
1

s

s

mrs

]∗
=

∞∑
n=−∞

1

mr(s+ iωsn)
.

Each positive and negative term of n, its complex conjugate, can be combined as follows:

1

mr(s+ iωsn)
+

1

mr(s− iωsn)
=

(s− iωsn)

mr(s+ iωsn)(s− iωsn)
+

(s+ iωsn)

mr(s− iωsn)(s+ iωsn)
=

2s

mrs2 +mrω2
sn

2
.

Such that, after extracting n = 0 from the sum, the other terms can be added as follows:[
1

mrs

]∗
=

1

mrs
+

∞∑
n=1

2

mrs+mrω2
sn

2s−1
.

The terms in the sum can be interpreted as the admittances of masses with massmr/2 with springs with sti�nessmrω
2
sn

2/2.
The interpretation is shown in �g. C.5. Note that this is not a PE, only a partly physical interpretation of the e�ect of the
sampler.

Figure C.5: Physical interpretation of discrete acceleration feedback with the uncoupled robot Zh(s) = 0, solely robot inertia Zr(s) = mrs, and
proportional feedbackGap . Levers linearly add velocities, dots indicate in�nite sum of adding elements.
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C.12 Positive Discrete-Time Acceleration Feedback Passivity
The loop gain of discrete-timea cceleration feedback is:

La(s) = D̃a(z)[Ha(s)]∗ = D̃a(z)

[
1

Zh(s) + Zr(s)

]∗
. (C.6)

For arbitrary human impedance in the RHP Zh(s) ∈ Z0, following the same logic as app. C.3 and [1] yields that Ha(s)
always lies in a disk from the origin to 1/dr as shown in �g. C.2. Because sampling itself does not in�uence the positive
realness of a function according to app. C.8, the sampled version of the continuous-time dynamics then lies in the RHP
as well:

[Ha(s)]∗ ∈ Z0(s)

As seen in app. C.7, the discrete-time part D̃a(z) cannot rotate the RHP of [Ha(s)]∗ more than±π2 rad if:

|Gad | ≤ Gap
T

2
.

In that case,La(s) can never include the critical point−1, because it cannot be negative purely real.

C.13 Negative Discrete-Time Acceleration Feedback Passivity
The following derivation is �rst done for proportional acceleration feedback only, after which adding the derivative is
slightly easier.

Proportional feedback The loop gain of discrete-time acceleration feedback is:

La(s) = D̃a(z)[Ha(s)]∗ = h̄(Gap + h̄Gad)

[
1

s

s

Zh(s) + Zr(s)

]∗
. (C.7)

The area-loci argument of sec. 5.2.1 cannot be used here, such that the worst-type environment assumption must be used.
The worst type of environment is assumed to be captured in a mass, spring and damper:

Zh(s) = mhs+ dh + khs
−1.

The continuous-time dynamics are then of the form

Ha(s) =
1

Zh(s) + Zr(s)
=

1

ma

s

s2 + 2ζω0s+ ω2
0

.

Where

ma = mr +mh, da = dr + dh, ζ =
da

2maω0
, ζ̄ =

√
1− ζ2, ω0 =

√
kh
ma

.

This has the following starred transform [71]:

[Ha(s)]∗ = − T

maζ̄

−ζ̄ + z−1e−ζω0T sin
(
ζ̄ω0T + cos−1(ζ)

)
1− 2z−1e−ζω0T cos

(
ζ̄ω0T

)
+ z−2e−2ζω0T

, z = esT .

The loop gain is then:

La(s) = Gap
1− z−1

maζ̄

ζ̄ − z−1e−ζω0T sin
(
ζ̄ω0T + cos−1(ζ)

)
1− 2z−1e−ζω0T cos

(
ζ̄ω0T

)
+ z−2e−2ζω0T

,

which is a function of combined inertiama, combined dampingda, environmental sti�nesskh and sample timeT , linearly
scaled byGap , which is negative for inertia compensation.

Because this loop gain is always open-loop stable, for the same reasoning described in sec. 5.2, encirclement of−1 must
be the cause of instability. Let min Re{·} denote the minimum purely real gain of a function, thus where Im{·} = 0.
This is a useful value, because this is where the Nyquist plot crosses the negative real axis at minimum value. Thus the
Nyquist stability criterion requires, given that the open loop gains themselves are stable, that the critical point is never
encircled:

min Re{La(s)} ≥ −1.
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(a) (b)

Figure C.6: Numerical surface of minimum purely real (the inverse of the gain margin) value ofL(s) in (a) and select points with their corresponding
Nyquist loci (b) plotted up to the Nyquist frequency. For Gap = −1, Gad = 0,mr = 1, T = 0.1. The black curve traces the worst-case gain,
because kh may be anything. Loci lying on the black curve always have their minimum purely real value, indicated in (b) by the open circles, at the
Nyquist frequency.

This function is the inverse of the gain margin, because for minimal purely real gain this is where the system is closest to
instability.

The value of min Re{La(s)} is best investigated numerically, as done in �g. C.6 (a) and �g. C.7. Note that the z-axis
is negative here, to visualize minima better, appearing as maxima in the �gure. Each point on such a surface corresponds to
the minimum purely real gain for the loop gain at some choice of parameters. What these loop gains look like or at which
frequency the gain margin occurs is not visible in these surfaces, but shown for select points in �g. C.6 (b).

A wider view in �g. C.7 (a) reveals local minima (appearing as maxima) when the combined system natural frequency
is at the Nyquist frequency:

ω0 = (1 + 2n)ωN , n ∈ Z.

and for each set of parameters, the global minimum purely real is at the �rst peak, at the particular sti�ness

kh = mrω
2
N . (C.8)

This tunes the combined systems natural frequency to lie on the Nyquist frequency. This is the same worst-case environ-
ment found by Colgate [1] for discrete-time position feedback.

The minimum purely real gain min Re{La(s)} is a function of ma, kh, da, T . Of these variables, ma and da are
lower bound tomr and dr respectively, but may get in�nitely large. In contrast, sti�ness kh may be any positive number.

Figure C.7: A wider view of �g. C.6 (a), revealing returning peaks at springs tuned to integers of the Nyquist frequency as (C.8).
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Figure C.8: Minimum purely real gain when varyingma, T , each surface represents one of these combinations plotted on the same axes system.

Therefore, �gures here shows the maximum gain as a function of da by the black curve, because kh may be anything.
For low damping, the black curve is at spring sti�ness tuned to (C.8) while for higher damping, the black curve requires
larger sti�ness. Regardless, minimal da = dr yields the worst case gain if kh adjusts to always be on the black curve. The
additional surfaces of �g. C.8 show that lower T andma increase the black curve monotonically.

The loci that lie on these black curves all have the property that their maximum purely real function occurs when the
complex frequency is the Nyquist frequency ω = ωN , shown in �g. C.6 This property is useful because at the Nyquist
frequency, the minimum purely real gain is simpli�ed.

Combining these conditions (spring kh = mrω
2
N , minimal damping da = dr , minimal inertia ma = mr , and at

the Nyquist frequency ω = ωN ), the worst-case loop gain simpli�es to:

min Re{La(s)} = min Re{La(iωN )} = Gap
2

mr ζ̄N

ζ̄N + e−ζNπ sin
(
ζ̄Nπ + cos−1(ζN )

)
1 + 2e−ζNπ cos

(
ζ̄Nπ

)
+ e−2ζNπ,

for negativeGap and where

ζ̄N =
√

1− ζ2
N , ζN =

drT

2mrπ
.

The right-hand side equation is denotedR, wheredr andT only occur in multiplication, such thatdrT behaves as a single
variable:

R(mr, drT ) =
2

mr ζ̄N

ζ̄N + e−ζNπ sin
(
ζ̄Nπ + c−1(ζN )

)
1 + 2e−ζNπ cos

(
ζ̄Nπ

)
+ e−2ζNπ

. (C.9)

An approximation when damping ratio is low (ζ ≈ 0, ζ̄ ≈ 1) is:

R(mr, drT ) ≈ R1(mr, drT ) =
2

mr

1

1− e−
drT
2mr

.

According to app. C.13.1, a conservative (with respect toR1 and the true condition) but simpler and less accurate approx-
imation is:

R(mr, drT ) ≈ R2(mr, drT ) =
2

mr

(
1 +

2mr

drT

)
.

Both approximations are shown in �g. C.10. The approximate passivity condition is then:

min Re{La(s)} = GapR(mr, drT ) ≥ −1, Gap ≤ 0
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Addition of Derivative Feedback The entire surfaces of minimum purely real gains scale linearly with Gap , but the
large peaks at (C.8) can be reduced by opposite sign Gad , as seen in �g. C.9 (a) and (b). However, when Gad becomes
too large, the maximum trajectory on the default right-hand side is replaced by a left-hand trajectory at lower kh, as seen
in �g. C.9 (c). This might seem favorable in increasing gain margin, but the default curve had relatively simple form and
approximation (C.9) because loci on that curve are maximized at ω = ωN , shown in �g. C.9 (d). Moreover, the addition
ofGad to the worst-case loop gains is simple whenω = ωN is the worst case frequency, because in that case the derivative
term is simple:

Gad h̄(eiωNT ) = Gad
2

T
.

Thus, when the worst-case curve is the right curve, the minimum purely real values are simply:

min Re{La(s)} = min Re{La(iωN )} =

(
Gap +

2

T
Gad

)
R(mr, drT )

Here, it is conjectured, but not proven 1, that

Gad ≥ −|Gap |
T

6
, (C.10)

is a su�cient condition for the minimum curve min Re{La(s)} to follow the predictable right-hand peak.
A su�cient stability condition for the worst-case environment, and thus passivity condition, for negativeGap is then:

−
(
Gap +

2

T
Gad

)
R(mr, drT ) ≥ −1, Gap ≤ 0, 0 ≤ Gad ≤ |Gap |

T

6

1A proof, if it exists, is likely based on fractions such as T
2
, T
4
, T
6

, because they all have geometrical interpretations for the general discrete controller
as shown in C.7. Therefore, T

6
is chosen to be on the safe side, to give a safe su�cient condition.

(a) (b)

(c) (d)

Figure C.9: Maximum purely real loop gains for negative discrete-time acceleration feedback of Gap , and increasing positive Gad for (a), (b) and (c).
The original peak completely vanishes for Gad = −|Gap |T/2. In (c) the maximum curve is the left black curve instead of the original dotted right
curve. Points on either curve of (c) are shown in (d) up to the Nyquist frequency. The loci on the dotted curve are maximized at the Nyquist frequency.
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C.13.1 Lemma: Conservative Approximation
The proposed inequality

1

1− e−x
≤ 1 +

1

x

can be manipulated into
1 + x ≤ ex,

which is proven conveniently for positive x by the series de�nition of e:

ex := 1 + x+
x2

2!
+
x3

3!
+ ...

Figure C.10: FunctionR of (C.9); inverse of the gain margin for proportional feedback. Plotted as a function of damping and sampling drT and robot
inertiamr for the exact condition and two approximationsR1,R2.
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Appendix D

Appendix to Chapter 6

D.1 Root Separation
If for a polynomial

P (s) = Ans
n + ...+An

subsequent factors of coe�cients are decreasing in magnitude su�ciently∣∣∣∣An−1

An

∣∣∣∣� ∣∣∣∣An−2

An−1

∣∣∣∣� ...�
∣∣∣∣ AkAk+1

∣∣∣∣ 6� ∣∣∣∣Ak−1

Ak

∣∣∣∣� ...�
∣∣∣∣A0

A1

∣∣∣∣
then the roots of the polynomial are approximately those factors themselves:

P (s) ∝
(
s− An−1

An

)(
s− An−2

An−1

)
...

(
Ak+1

Ak−1
s2 +

Ak
Ak−1

s+ 1

)
...

(
s− A0

A1

)
.

The factors for which the separation by magnitude is untrue, the roots cannot be separated. If such a single pair is the
other way around:

...� | Ak
Ak+1

| � |Ak−1

Ak
| � ...

then that pair of roots is a complex conjugate pair (z1, z
∗
1) with much larger imaginary part:

Re{z1} ≈ −
Ak

2Ak+1
� Im{z1} ≈

√
Ak−1

Ak+1
,

according to the quadratic equation.

D.2 Flexible Link Robot Numerator Root Separation
Applying the theory of D.1 to theZN (s) terms of order 1,2 and 3 in table 6.1:

k(Ga2p +mr)

kGa2d +m2d̄1 + d(Ga2p +mr)
� d̄1

(Ga2p +mr)
.

This yields that due to naturally large k the numerator can be written as two second-order polynomials:

ZN (s) ∝ (n2s
2 + n1s+ 1)(N2s

2 +N1s+ 1).
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D.3 Quadratic-Quadratic Polynomial
For a fourth-order real and even polynomial

p(x) = a2x
4 + a1x

2 + a0 ≥ 0

to be purely positive real requires that its leading- and lowest order coe�cient are positive and that there are no purely real
roots , these conditions are:

a0 > 0

a2 > 0 (D.1)

a1 > −
√

4a0a2.

The �rst two requirements are straightforward for the polynomial to be positive at zero and in�nity , the third requires
some explanation. This condition for the the non-existence of purely real roots is found easiest when inverting the condi-
tion for all roots to be purely real.

The four zeros of the polynomial are the square roots of the quadratic formula solutions:

z = ±

√
−a1 ±

√
∆

2a2
, ∆ = a2

1 − 4a0a2.

At least one of z is purely real if and only if the content of the outer square root is purely positive real, because the
square root of any complex or negative number is complex. Given that the second requirement of D.1 must hold, the
numerator must then be purely positive real. For a purely positive real numerator, the content of the inner square root
must surely be positive:

∆ > 0.

And for all roots to be purely real, both of the numerator roots must be purely positive real. Because purely positive real
∆ is always smaller than a1 for the �rst and second requirement of D.1, the only way for this to be positive purely real for
all roots is

a1 < 0.

Rewriting the former requirement
|a1| >

√
4a0a2,

and requiring that a1 is negative
a1 = −|a1|

Yields
a1 < −

√
4a0a2.

The condition for the non-existence of purely real roots is then the inverse of this requirement, shown in D.1.

D.4 Flexible Link Robot Continuous-Time Controller PE Without Deriva-
tives

The �exible link PE for proportional force and acceleration feedback is derived in a number of steps by the rules of app.
A.4. Black boxed equations are the retrieved simple physical elements (mass, spring or damper), as impedance (Z) or
admittance (Y ) in the structure of �g. D.1. Top-right notation names these transfers.

1 The transfer of 6.1 can immediately be split into two impedances, of which one is the end e�ector mass:

Z(s) =
(Ga2

s+ Z̄1 + Z2)Z12 + Z̄1Z2

(Gf + 1)Z12 + Z̄1
= Z2 +

(Ga2
s+ Z̄1 −GfZ2)Z12

(Gf + 1)Z12 + Z̄1

ZA

2 The right side impedance invertedZA is

YA =
(Gf + 1)Z12 + Z̄1

(Ga2
s+ Z̄1 −GfZ2)Z12

=
Gf + 1

Ga2
s+ Z̄1 −GfZ2

YB
+

Z̄1

(Ga2
s+ Z̄1 −GfZ2)Z12

YC

Of which the left side YB has the following parallel mass and damper impedance

ZB =
Ga2s+ Z̄1 −GfZ2

Gf + 1
=

d̄1

Gf + 1

ZB1

+
Ga2 +m1 −Gfm2

Gf + 1
s

ZB2
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3 The right side YC has the following parallel impedance from whichZ12 can be extracted:

ZC =
(Ga2

s+ Z̄1 −GfZ2)Z12

Z̄1
= Z12 +

(Ga2
s−GfZ2)Z12

Z̄1

ZD

4 The remaining inverted admittance YD can be split into two parts

YD =
Z̄1

(Ga2s−GfZ2)Z12
=

d̄1

(Ga2s−GfZ2)Z12

YE
+

m1s

(Ga2s−GfZ2)Z12

YF

Of which one has the impedance of a parallel mass and damper

ZE =
(Ga2

s−GfZ2)Z12

d̄1
=

(Ga2
−Gfm2)ds

d̄1

ZE1

+
(Ga2

−Gfm2)k

d̄1

ZE2

And the other has the impedance of a parallel damper and spring

ZF =
(Ga2

s−GfZ2)Z12

m1s
=

(Ga2
−Gfm2)d

m1

ZF1

+
(Ga2

−Gfm2)k

m1s

ZF2

Figure D.1: Derivation of the �exible link PE, see �g. 6.3 (b) for the substituted parameters.
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D.6 Flexible Link Continuous-Time Controller (Noise) Transfer
The force balance on either inertia in the Laplace domain, from �g. 6.1, is:

Z1V1 − Z12(V2 − V1)− Fm = 0

Z2V2 − Z12(V1 − V2)− F = 0,

Here, the dependence on s in notation is omitted. The motor force is the linear addition of signals and their noise sources:

Fm = Gf (F + Ξ̄f ) +Gx1(s−1V1 + Ξ̄x) +Ga(sV2 + Ξ̄a),

where the noise is de�ned in sec. 3.5 as Ξ̄n = MnσnΞn. Substituting to obtain the system equation between end e�ector
velocity V2 and force F :

V2ZN = FZD + Z12(Gf Ξ̄f +GxΞ̄x +GaΞ̄a), (D.2)

where
ZN = (Gas+ Z2 + Z̄1)Z12 + Z̄1Z2

ZD = (Gf + 1)Z12 + Z̄1.

The signs of Ξ̄n do not matter because they are random signals, and are therefore chosen positive. The apparent impedance
from (D.2) is thus:

F

V2
=
ZN
ZD

=
(Gas+ Z2 + Z̄1)Z12 + Z̄1Z2

(Gf + 1)Z12 + Z̄1
,

where
Z̄1 = Z1 +Gxs

−1.

The noise transfers, de�ned in sec. 3.5 for a locked output V2 = 0 are then from (D.2):

Wn,�ex =
F

Ξn
=

Z12GnMnσn
Z1 +Gxs−1 + Z12(1 +Gf )

.

D.7 Second Order Transfer Phase Requirement
For a numerator and denominator that are both second order systems, the general description is:

Z(s) =
s2 + 2ζnωns+ ω2

n

s2 + 2ζdωds+ ω2
d

.

The condition for the phase to never be larger than zero is the same as checking that

Im{Z(s)} ≤ 0,

of which it is shown in A.3 that it is su�cient and necessary to check

PI(ω) ≤ 0.

Substituting s = iω here is equal to:

PI(ω) = (ω2
n − ω2)(2ζdωdω)− (ω2

d − ω2)(2ζnωnω)

PI(ω) = 2ω3(ζnωn − ζdωd) + 2ω(ζnωnω
2
d − ζdωdω2

n).

Then both coe�cients must be purely positive for the polynomial to be positive for positive ω. These conditions can
respectively be rewritten to:

ζn
ζd
≥ ωd
ωn

ωn
ωd
≥ ζn
ζd

Which can be combined into
ωn
ωd
≥ ζn
ζd
≥ ωd
ωn
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D.8 Flexible Link Robot HF PRC
The �exible mode in the HF is approximated by:

Z(s) =
s2 + 2ζnωns+ ω2

n

s2 + 2ζdωds+ ω2
d

,

where

ζn =
kGad +m2d̄1 + d(Gap +mr)

2
√

(m1m2 + dGad)(Gap +mr)k
, ζd =

kGfd + d̄1 + d(Gfp + 1)

2
√

(m1 + dGfd)(Gfp + 1)k

ωn =

√
(Gap +mr)k

m1m2 + dGad
, ωd =

√
(Gfp + 1)k

m1 + dGfd
.

Here,mr = m1 +m2. Passive pole/zero cancellation requires that ωn = ωd and ζn = ζd.

Undamped In the case that there is no damping (ζn = ζd = 0), the equalized magnitudes are:√
(Gap +mr)k

m1m2
=

√
(Gfp + 1)k

m1
.

Which, when solving yields

Gfp =
Gap +m1

m2
.

Underdamped In the case that there is damping, the only condition that equalizes both ωn = ωd and ζn = ζd is:

Gad = Gfdm2.

This can be veri�ed by substitution.

D.9 Flexible Link Robot with Continuous-Time Controller PRC
As shown in A.3, an equivalent but simpler condition for the PRC is:

PR(ω) > 0.

For the fourth order system of 6.1 this results in a fourth order even polynomial as a function of ω:

PR(iω) = a2ω
4 + a1ω

2 + a0.

Thus, the three conditions of D.1 obtain the PRC. These conditions are found to be:

Gfp + 1 > Gfd
k̄1

d̄1

Gap +m1 +Gad
k

d
> m2

(
Gfp +Gfd

k

d

)
(dd̄1

2
+ d2d̄1 − 2dk̄1m1)−Gfp(Gadk

2 + d̄1km2) +Gfdk
2(Gap +m1 +m2) +Gap d̄1k −Gadk2 >

−
√

(d̄1k2(Gfp + 1)−Gfdk2k̄1)(dm2
1 −Gfpdm1m2 −Gfdkm1m2 +Gapdm1 +Gadkm1).

First condition a0 > 0 The constant coe�cient condition is:

a0 = (k̄1 + k(Gfp + 1))(dk̄1 + d̄1k)− kk̄1(d̄1 +Gfdk + d(Gfp + 1)) > 0.

Expanding this simpli�es to:
dk̄1

2
+ d̄1k

2(Gfp + 1) > Gfdk
2k̄1.

When assuming large k this is approximated by:

d̄1k
2(Gfp + 1) > Gfdk

2k̄1.

Rewriting then yields the approximate �rst condition:

Gfp + 1 > Gfd
k̄1

d̄1
.
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Second condition a2 > 0 The higher order coe�cient and condition are:

a2 = (Gfdd+m1)(Gadk + d̄1m2 + d(Gap +m1 +m2))− (Gadd+m1m2)(Gfdk + d̄1 + d(Gfp + 1)) > 0.

Collecting by feedback gains:

a2 = dm2
1 −Gfp(Gadd

2 + dm1m2) +Gfd(Gapd
2 + d2m1 + d2m2 + dd̄1m2 − km1m2) +Gapdm1 +Gad(km1 − d2 − dd̄1).

When assuming large k this is approximated by:

a2 = dm2
1 −Gfpdm1m2 −Gfdkm1m2 +Gapdm1 +Gadkm1.

Rewriting then yields the approximate second condition:

Gap +m1 +Gad
k

d
> m2

(
Gfp +Gfd

k

d

)
.

Evaluate a1 Before the third condition can be evaluated a1 must be determined:

a1 =(dd̄1 + k̄1m2 + k(Gap +m1 +m2))(d̄1 +Gfdk + d(Gfp + 1))−
(k̄1 + k(Gfp + 1))(Gadk + d̄1m2 + d(Gap +m1 +m2))−
(dk̄1 + d̄1k)(m1 +Gfdd).

Rewritten

a1 =(dd̄1
2

+ d2d̄1 − 2dk̄1m1)+

Gfp(d2d̄1 + dk̄1m2 −Gadk2 − d̄1km2)+

Gfd(k2(Gap +m1 +m2)− d2k̄1 + kk̄1m2)+

Gap(d̄1k − dk̄1)−
Gad(k2 + kk̄1).

Assuming large k

a1 = (dd̄1
2

+ d2d̄1 − 2dk̄1m1)−Gfp(Gadk
2 + d̄1km2) +Gfdk

2(Gap +m1 +m2) +Gap d̄1k −Gadk2.

Third condition The approximate third condition is then, using the approximate a0, a1, a2 is:

(dd̄1
2

+ d2d̄1 − 2dk̄1m1)−Gfp(Gadk
2 + d̄1km2) +Gfdk

2(Gap +m1 +m2) +Gap d̄1k −Gadk2 >

−
√

(d̄1k2(Gfp + 1)−Gfdk2k̄1)(dm2
1 −Gfpdm1m2 −Gfdkm1m2 +Gapdm1 +Gadkm1).

Because all parameters are both in and outside of the square root, solving for any parameter requires solving the quadratic
equation again, leading to very cumbersome solutions.

D.10 Flexible Link Robot Literature Comparison
The systems of publications by Ott. et al. [25], Albu-Schae�er et al. [24] at the german aerospace center (DLR) and general
SEA structure of [72] are compared to the systems of this work in D.2. For clarity, these �gures only include inertia and
sti�ness.

D.10.1 DLR
The DLR inner torque loop is used to reduce motor inertia, where a de�ecting harmonic drive is used as the torque sensor.
This loop is equivalent to the rigid systems studied in ch. 4 and ch. 5. Even though link compliance and passive cartesian
impedance control is considered in their work, those elements are part of the environment in �g. D.2 (a). Their reduction
is thus limited to motor inertia, and link compliance is outside of the DLR reduction scope.

In contrast, �g. D.2 (c) corresponding to ch. 6 attempts inertia reduction over a structure including compliance. If
there were additional compliance between the motor and harmonic drive, the model of ch. 6 applies. In practice however
this is designed to be a much more rigid connection than the harmonic drive. Thus, the model of ch. 6 is likely not limiting
in the DLR inner torque loop.

However, the model of ch. 5 is relevant because most practical controllers are discrete-time controllers. The results of
that chapter thus apply directly. This work can therefore be seen as a subset the DLR motor inertia reduction. It explains
why the DLR inner torque loop might be fundamentally limited due to unaccounted gear �exibility, but most likely by
discrete-time control.
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Figure D.2: Comparison of the systems studied in this work in ch. 4, ch. 5, ch. 6, the work of the DLR [25], [24], and the SEA structure [72]. Here, the
SEA structure is assumed to measure force directly over the compliance.

D.10.2 SEA
A SEA robot assumes that motor and end e�ector positions can be measured on either side of a compliance. After cali-
bration, the measured interaction force is then controlled by position control of the motor, driving the measured force to
a desired force. This is a key di�erence in design philosophies: the SEA focuses on minimizing a force error in real time, in
addition to impedance reduction.

Although the measuring principle is the same as a load cell, a load cell is considered practically rigid. In contrast, the
SEA with higher compliance is a design element, rather than a derogatory feature. This causes the di�erence between
models �g. D.2 (a) and (b): the former ignores the compliance because it is much lower. Still, inertia reduction by force
feedback lowers the LF apparent robot impedance of both.

The work in ch. 6 considers serial robots that cannot accurately measure end e�ector position. This means that
the internal force is not measured explicitly in the same way as a SEA. Instead, force sensing is done after the internal
compliance, seen in �g. D.2 and (c). Additionally, the load cell is considered rigid.

The very general controller of a SEA [72] in shown in �g. D.3 in comparison to the controller of ch. 6. SEA literature
often considers torque tracking of a desired torque τd, whereas this work does not. To compare control strategies, a torque
command τd must be generated for the SEA. Here, this is assumed to be done with the target impedance Zd(s). The
resulting apparent impedancesZ(s) can then be compared directly. The conceptual di�erence is that the SEA in real-time
tries to enforce Zd(s) by the force error explicitly. In contrast, in this work impedance shaping is implicit. This results in
a much simpler control scheme, but does not minimize any error in real time.

It can be seen that the second inertia is not included in the SEA model. However, because the end e�ector only
experiences inertia (no damping) and acceleration, forces are related through:

τe = m2al + τl (D.3)
τl = k(θl − θm).
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Figure D.3: The general SEA controller from [72] in grey, feeding back interaction force τl, end e�ector position θl and acceleration al. The latter two
are used in a virtual model to obtain τd. Acceleration and force are fed back either before or after the PD and feedforward controller by η, γ. In blue is
the controller used in ch. 6. System boundaries are di�erent; the SEA at ZSEA(s) does not consider the end e�ector to have inertia, while this work
does atZ(s).

App. D.11 �nds that the equivalence between these controllers is:

Ga2 = (η1 + CFF (η2 +md) + CPD(η2 +md)− m̄2(γ1 + CFF γ2 + CPD(γ2 − 1) + 1/k̄(CFF + CPD)(kd + ddsd)))

Gf = γ1 + CFF γ2 + CPD(γ2 − 1) + 1/k̄(CFF + CPD)(kd + ddsd)

Gx1 = (CFF + CPD)(kd + ddsd).

There are then multiple parametrizations that lead to equivalent solutions for the low-frequency shaping of Ψideal. If the
controllersCPD, CFF only include a proportional and derivative gain (e.g. no �ltering), these equivalences can be further
split into the PD gains of this works.

D.11 Derivation of Flexible Link Robot and SEA Equivalence
For the following section bar notation ·̄ is used for an estimated parameter, and tilde notation ·̃ for a measured variable.
This more clearly di�erentiates between methods. The motor force of this work using D.3 is:

fm = Ga2
ãl +Gf τ̃e +Gx1

x̃m. (D.4)

To rewrite the SEA method to the format of D.4, its control is rewritten �t intoGx1
, Ga2

, Gf . The motor torque of the
SEA is:

τm = η1ãl + γ1τ̃l + CFFTd + CPD(Td − τ̃l)
Td = η2ãl + γ2τ̃l + τd.

The real time virtual impedanceZd(s) is computed in real time:

τd = (kd + ddsd)θ̃l +mdãl,

where sd is digital di�erentiation to obtain the velocity. The control schemes are shown in D.3. This more clearly shows
that he system boundaries are di�erent and that the SEA does not consider the end e�ector to have inertia, while this work
does.

When all are substituted into the motor torque:

τm = η1ãl + γ1τ̃l

+ CFF (η2ãl + γ2τ̃l + (kd + ddsd)θ̃l +mdãl)

+ CPD(η2ãl + γ2τ̃l + (kd + ddsd)θ̃l +mdãl − τ̃l).

Collecting feedback variables by the measured SEA signals:

τm = ãl(η1 + CFF (η2 +md) + CPD(η2 +md))

+ τ̃l(γ1 + CFF γ2 + CPD(γ2 − 1))

+ θ̃l(CFF + CPD)(kd + ddsd).
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The SEA motor torque can then be rewritten to that of (D.4) using the relationship of (D.3). The relationship between
sensed variables (D.3) rewritten is:

τl = τe − m̄2al

θl = θm − alm2/k + τe/k.

Substituting and collecting feedback variables by sensed variables:

τm = ãl(η1 + CFF (η2 +md) + CPD(η2 +md)

− m̄2(γ1 + CFF γ2 + CPD(γ2 − 1) + 1/k̄(CFF + CPD)(kd + ddsd)))

+ τ̃e(γ1 + CFF γ2 + CPD(γ2 − 1) + 1/k̄(CFF + CPD)(kd + ddsd))

+ θ̃m(CFF + CPD)(kd + ddsd).

The equivalence is thus:

Ga2 = (η1 + CFF (η2 +md) + CPD(η2 +md)− m̄2(γ1 + CFF γ2 + CPD(γ2 − 1) + 1/k̄(CFF + CPD)(kd + ddsd)))

Gf = γ1 + CFF γ2 + CPD(γ2 − 1) + 1/k̄(CFF + CPD)(kd + ddsd)

Gx1 = (CFF + CPD)(kd + ddsd).
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Appendix E

Appendix to Chapter 8

E.1 Flexible Link Discrete-Time Controller (Mixed) Stability Tradeo�
Because the mixed system contains the sampler, the stability analysis of the hybrid system of app. C.9 is used. Approximate
noise spectra are obtained by adding the ZOH and discrete controller to the �exible link spectra of sec. 6.5:

Wn,mixed(s) =
Z12(s)h(s)G̃n(s)Mn(s)σn

Z1(s) + h(s)G̃x(s)s−1 + Z12(s)(1 + h(s)G̃f (s))
.

The optimization problem is de�ned the same, as in (3.8):

min

(
α ||Wmixed(s)||2 +

1− α
k̂h

)
, α ∈ [0, 1],

where k̂h is the marginally stable spring following from the stability conditions and α is a linear tradeo� between costs.
Fig. E.1 (a) shows an example of all gains, �g. E.2 shows each reduction case and the derived optimal curves. Fig. E.1

(b) shows the combination of all four the optimal curves. Almost all results from this optimization are analogous to those
of the hybrid system, such that all comments of ch. 5.6 apply. In addition, the top-right bending curves of �g. E.2 indicate
quickly reducing stability. Because the marginally stable spring quickly becomes more compliant, the system is less stable
for large gains. Simulation stability results of Controllab’s 20-sim are shown in either �gure, and have good agreement
with the numerical approach of less than 1% error on average.

(a) (b)

Figure E.1: Noise norms versus marginally stable sti�ness, for varying gains. The sti�ness axis is inverted such that the bottom and left is more desirable.
(a) shows an example of the e�ect of increasing Gad , Gfd . (b) is the combination of optimal curves derived from the graphs of type a., shown in �g.
E.2.
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(a) (b)

(c) (d)

Figure E.2: Noise norms versus destabilizing sti�ness for varyingGfp , Gfd , Gad and four di�erent ηm, ηd. Optimal paths are obtained by following
the bottom-most and left-most curves, and are shown slightly o�set for visibility reasons. Note that (d) has di�erent axes.
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