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ABSTRACT  
Each customer goes through a decision process when shopping online. It is up to the 
companies to offer touchpoints that connect them to the (potential) customer. Besides 
traditional phone hotlines, chats are becoming an increasingly popular method to 
make contact to customers. In these chats, some organizations are using bots (with 
artificial intelligence and natural language processing), some are using human 
assistants to chat with a (potential) customer. This research tries to investigate in 
which occasion (either pre-transaction, transaction, or post-transaction) which 
method (either a chatbot or an employee as a human assistant) is more satisfactory 
for the customer. 
It is important to note that besides the satisfaction of a customer, which this research 
focusses on, other factors such as operating costs should also be considered when 
deciding which service to offer. 
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1. INTRODUCTION 
According to Shawar and Atwell, chatbots are a chat application, 
which interface can be used to get answers from an artificial 
intelligence for questions that can be rather simple or more 
complex (Shawar & Atwell, 2003). While the conversation can 
be either held per voice or with chat messages, this study focusses 
solely on the latter. The chat based chatbots get increasingly 
important for companies trying to offer a contact possibility for 
customers, as more than 80% of all businesses are considering 
working with chatbots until 2024 (Hildebrand & Bergner, 2019). 
According to Moore (2019), from 2020 on 25% of the customer 
interactions are managed through virtual assistants or chatbots. 
Empirical studies proved anthropomorphism positively 
influences the willingness to interact with a chatbot (Moriuchi, 
2021). In addition, a study of Hildebrand and Bergner (2019) 
showed that customers were almost twice as willing to buy more 
costly options and add-on services when they were offered by a 
human-like chatbot. If the interface is similar to the consumers 
characteristics, this increased even more.  
However, this does not mean that making a chatbot more human-
like is solving the general issue that customers generally tend to 
avoid chatbots rather than using them. As shown in previous 
studies, the disclosure at the end or at the beginning of a 
conversation that a customer is interacting with artificial 
intelligence (AI) reduces the purchase rate by up to 79.7% (Luo, 
Tong, Fang & Qu, 2019). Assuming that such disclosure is 
inevitable, this leaves companies up to decide on for which 
occasion they should use their resources to implement an AI 
chatbot on their website or focus on another way of customer 
contact, such as the chat with an actual employee. 
It seems like there is a research gap in previous studies. When 
testing the customer's denial or acceptance of anthropomorphic 
chatbots, they measured the impact of a chatbot on the customer 
experience along the customer decision-making process (Hoyer 
et al., 2020). The customer decision process steps pre-
transaction, transaction, and post-transaction categorize these 
situations. The impact of a chatbot on the customer experience 
along the customer decision process was measured. In all 
decision process steps, the impact was equal to or higher than 
other technologies such as AR (Augmented reality), VR (Virtual 
reality), MR (mixed reality) or IoT (Internet of things). The 
research paper shows that the impact of chatbots on the customer 
experience along the customer journey is high in both the pre-
transaction and transaction steps. At the same time, it is medium 
in the post-transaction step. This underlines the effectiveness of 
a chatbot and leads to the assumption that a customer might be 
more willing to interact with a chatbot in the first two steps than 
in the post-transaction step. Nevertheless, it is left open, how the 
impact itself is measured and how a chatbot compares to chat 
assistance with a human assistant. 
Additionally, the competences a chatbot needs to have differ 
depending on the customer journey. For example, before a 
transaction takes place, companies can target advertisement with 
the help of chatbots via Facebook messenger (Facebook, 2018). 
There, chatbots can send sponsored messages via the Facebook 
Messenger app to people that were previously in contact with a 
certain company. In contrast, when a purchase is already made, 
a chatbots skills need to be tailored more to the customers after-

sales service requests. This leads to the following research 
question: 
To what extent does the stage of the customer decision making 
process affect the customers interaction with a chatbot? 
 
With this research, companies could distinguish between 
different occasions (the customer-decision process stages) when 
they should either implement a chatbot on their website or better 
use a real assistant. Theories of user experiences with interactive 
systems highlight pragmatic and hedonic aspects as important 
factors to rate the user experience (Hassenzahl, Vermeeren & 
Kort, 2009). Therefore, to measure the impact of a chatbot versus 
a real assistant in each customer-decision process stage, impact 
is measured in pragmatic- and hedonic attributes of a chatbot/real 
assistant, perceived by the contestants. The concentration on 
pragmatic attributes as criteria is also supported by results of a 
study from Brandtzaeg and Følstad, which pointed out the 
importance of productivity as a key motivator for users to use a 
chatbot (Brandtzaeg, Følstad, 2018). Consequently, a conclusion 
about the impact of a chatbot in each customer-decision process 
stage can be made. The contribution is important because it gives 
companies advice on using a chatbot rather than providing chat 
assistance by a real human. It serves as guidance to efficiently 
allocate resources. 

2. THEORETICAL BACKGROUND 
A (potential) customer can interact with a chatbot by using either 
voice or text. For instance, some chatbots are triggered by 
specific actions, meaning that if certain commands or patterns are 
typed in, a previously defined response is triggered (Bieliauskas 
& Schreiber, 2017). With artificial intelligence, chatbots have 
become more complex. They become capable of engaging in a 
meaningful conversation with a user. For this, techniques of 
natural language processing (NLP) and artificial intelligence (AI) 
are needed (Io & Lee, 2017). In customer service areas e.g., a 
chatbot uses NLP to understand the intentions and more complex 
demands of users (Liddy, 2001). Fully developed, in an ideal 
scenario, a chatbot can imitate the conversation partners' 
language to stimulate the conversation (Shawar & Atwell, 2005).  
This study builds upon the customer decision process's three 
steps (Hoyer et al., 2020). The process helps to identify which 
needs of the customer a chatbot should satisfy, depending on 
which stage he/she is currently in. The overall goal is to 
determine in which stage a chatbot is accepted the most and 
therefore has the most impact. 
The first phase is the pre-transaction. In this step, the companies 
need to trigger the next decision-making process steps if there is 
a customer need. Selecting, advising, and customizing is the 
crucial task of a chatbot. For such advisory and customization, 
recommendation agents can be used (Häubl & Murray, 2003; 
Benbasat & Wang, 2005). With an information overload, a 
chatbot can successfully filter the information and successfully 
give advice while taking the users' individual needs and 
preferences into account. Customer service chatbots are even 
able to answer fact questions using in-page product information 
(Cui, Huang, Wei, Tan, Duan & Zhou, 2017). 
The second step in the customer decision-making process is the 
transaction. Here, a chatbot's key role is to partner and negotiate 
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as part of the transaction. It can help execute a transaction; 
security issues play an important role (Bhuiyan, Islam, Razzak, 
Ferdous, Chowdhury, & Tarkoma, 2020).  
In the customer decision's post-transaction stage, effective 
marketing aims to satisfy both high and low-involvement 
purchase decisions. In contrast, the most cognitive dissonance 
comes up with high-involvement purchases. The goal is to reduce 
the buyer's remorse (if present) or even recommend another 
product based on recommendation techniques from the pre-
transaction. 

3. LITERATURE REVIEW AND 
HYPOTHESIS DEVELOPMENT 
In a customer’s journey, chatbots are becoming increasingly 
important. According to Jain, Kota, Kumar & Patel (2018), social 
media services like Facebook Messenger, Skype etc. are hosting 
a total of more than one million chatbots. According to a report 
on emerging technologies and marketing by Oracle (2018), in 
80% of all customer interactions chatbots will play a significant 
role for customer interaction by 2020. 
To increase the likelihood that a transaction takes place, chatbots 
can enhance the online shopping experience. For example, a 
chatbot makes the customer feel that he is served at the right time, 
increasing the perception of employee presence (Wang et al., 
2007). 
When shopping, customers move through different phases from 
information gathering to purchase and, finally, the evaluation of 
the purchase (Howard & Seth,1969; Neslin et al., 2006; Neslin 
& Shankar, 2009; Pucinelli et al., 2009). Studies have shown that 
it is possible to subdivide the customer decision process into 
different stages. Under Lemon and Verhoef (2016) and Shankar 
et al. (2016), Hoyer et al. (2020) conceptualized the decision-
making process into the three steps "pre-transaction, transaction, 
and post-transaction." They contribute managerial implications 
for marketeers for chatbot usage in each step. These marketeer 
implications can be applied to how a chatbot can act in each 
decision-making process step. The hypothesis is that the extent 
of a customer's interaction with a chatbot, also called impact, 
varies depending on the phase of decision-making he/she is 
currently in. Therefore, there might be a variance between the 
chatbots versus real human assistants' impact and the customer 
decision process stage. 
Another study supports this assumption, which investigated 
people's motivation for using chatbots (Brandtzaeg, Følstad, 
2017). Its results show that productivity is the most common 
reason people use chatbots. The priority to use a chatbot to obtain 
information quickly and efficiently reasons the assumption that 
in the phase of information search (pre-transaction), a chatbot is 
more likely to be used and perceived as effective by a potential 
customer than in the post-purchase evaluation of the decision. 
In contrast to this, another conference paper shows that chatbots 
are the 84.6% preferred consumer channel to get answers to 
"simple questions" (Di Gaetano & Diliberto, 2018). This means 
it is preferred over email or online form, phone, or chat with 
operators. Again, the framing "simple questions" indicates that 
the user's extent of use may vary with the occasion, suggesting to 
structure customers' use occasions into the decision-making 
process. Di Gaetano and Diliberto's conclusions also promote the 
assumption that chatbots are more effective in certain stages. A 
study of Lugar and Sellen (2016) connects to this finding. In their 
study, virtual assistants failed to meet users requests for more 
complex tasks and therefore were only used for rather simple 
tasks. Even though this supports the previous assumption, it 
needs to be interpreted with caution. The study is from 2016, AI 
became more advanced since then. Moreover, they used VA’s 

from Apple, Google, and Microsoft, which are not as limited in 
their area of application as chatbots.  
A study of Piccolo, Mensio & Alani (2019) concluded that 
chatbots can potentially be used for emotional needs, addressing 
sensitive topics with privacy and in humanitarian contexts. This 
is supported by Di Gaetano & Diliberto, who found out that 
chatbots allow us to face sensitive topics without affecting users' 
sensitivity, which might be relevant for the decision-making 
process stage "post-purchase evaluation of the decision" (Di 
Gaetano & Diliberto, 2018, p.62-70). In this third stage, also 
customer service takes place (Lemon & Verhoef, 2016; Kelly & 
Davis, 1994). A study of Xu, Liu, Guo, Sinha, and Akkiraju 
(2017) researched on the quality of chatbots for customer service, 
using social media chats as a platform. Their conclusion, that 
chatbots are performing equally as good as human agents in 
helping users to cope with emotional situations, indicates that 
chatbots are also satisfying at more complex tasks. In addition, 
Nuruzzaman & Hussain (2018) show that chatbots have the 
advantage of shorter response times and more relevant answers 
in customer service in comparison to live chats. The fact that 
chatbots are available 24 hours per day is a main driver positively 
affecting the user satisfaction (Johannsen, Leist, Konadl & 
Basche, 2018). The conclusion on the application of chatbots for 
the customer service area of Adamopoulou & Moussiades 
(2020), is that with ongoing development, chatbots will soon 
dominate the customer service industry. 
Therefore, not only for simple tasks, but also at different stages 
of the customer decision process chatbots have a high potential 
to be effective and satisfying the customer needs. As 
development continues to enhance the artificial intelligence of 
bots and their algorithms, research shows that they become 
capable of coping with tasks (of the health care sector, for 
example). Nevertheless, humans still feel another human would 
do better (Horgan, Romao, Morré & Kalra, 2019), even though 
algorithms can well analyze the conversation partner's reactions 
(Kodra, Senechal, McDuff, & ElKaliouby, 2013).  
To assess and evaluate the customers satisfaction with a virtual 
assistant, a research of Følstad and Brandtzaeg (2020) on users' 
experience with chat assistants is used to further define pragmatic 
and hedonic aspects and provide a framework for scale items. It 
categorized pragmatic attributes of the assistants into help and 
assistance (perceived usefulness, practical value and 
helpfulness), information and updates (benefit for general 
information searches, routine updates, and support for finding 
general information), and negative pragmatic attributes of the 
assistant (Interpretation issues, inability to help, repetitiveness). 
Hedonic attributes were defined by the entertainment factor 
(entertainment value, extent of stimulation), inspiration and 
novelty factors (engaging topics), social factors (social value 
creation, enjoying the situation), and negative hedonic factors 
(strange or rude responses, unwanted events, and boredom). The 
fact that emotional, hedonic attributes play an important role is 
also supported by a study of Costa (2018), where users see 
chatbots as friendly companions and not just mere assistants. 
Moreover, 40% of the users requests are rather emotional than 
informative (Xu, Liu, Guo, Sinha & Akkiraju, 2017). 
Taking all findings into account, there is a gap of finding the right 
scenario/occasion for using a chatbot. Companies may need to 
distinguish between the different customer decision making 
process stages, when deciding whether they should use a human 
assistant or a bot as a chat assistant. With the following 
hypotheses, the customers overall satisfaction when using either 
a bot or a human assistant can be compared in each stage of the 
decision-making process based on pragmatic and hedonic 
attributes. 



3.1 Conceptual Framework 

 
Figure 1: Conceptual Research Model. Original creation, with 
the “Pragmatic and hedonic attributes” as defined by Følstad and 
Brandtzaeg (2020) and the customer decision process “Pre-
transaction, transaction and post-transaction” as defined by 
Hoyer et al. (2020). 

3.2 Hypotheses 
H1: Which decision process stage a consumer is currently in, has 
an effect on how he/she rates the chat in terms of 1a) pragmatic 
and 1b) hedonic attributes. 
H2a: Whether the consumer is chatting with a bot or a human, 
influences how he/she rates the chat in terms of pragmatic 
attributes. 
H2b: Whether the consumer is chatting with a bot or a human, 
influences how he/she rates the chat in terms of hedonic 
attributes. 
H3: In which decision process stage a consumer is in, influences 
whether he/she preferably chats with a human or a bot. 

 
Figure 2: Hypotheses. Green=H1, Orange=H2a/b, Blue=H3. 

4. METHODOLOGY  
4.1 Design 
The experimental research design consists of the three customer-
decision process stages to contextualize the testing situation. 
Either a human chat assistant- or chatbot chat-history is given as 
a stimulus to the contestants. The hedonic and pragmatic 
attributes (explained in detail in the literature review) are the 
dependent variables. They are influenced by the independent 
variable “interaction” with either a) a chatbot or b) a real human 
assistant. The latter has the function of a control group.  
Therefore, the interaction with chatbots can be compared against 
interaction with human assistants in each customer-decision 
process stage (pre-transaction, transaction, post-transaction) by 
creating six groups of contestants. Each group gets assigned to 
one decision-process stage and either a sample of a chat with a 
chatbot or a chat with a human chat assistant in the case of the 
control group. This means the study is built up as a between-

subjects study design so that each person is only exposed to a 
single user/chat interface. 
The chat (either from a bot or a human assistant) is a screenshot 
at the beginning of the questionnaire. The screenshots are taken 
from conversations on websites. The occasion and topic of each 
chat depends on the customer decision-process step. Hoyer et al. 
(2020) described the tasks of a virtual assistant or chatbot per 
stage as following: 
In the pre-transaction phase, the human assistant/chatbot is 
responsible for assisting, advising, and customizing. In the 
transaction phase, it should partner and negotiate with the 
customer as part of the transaction. Lastly, it should give 
feedback in the post-transaction phase and recommend additional 
consumption. Therefore, the chat history- and content is built up 
according to these schemes, and the topic is adapting to these 
needs. This serves as a part of the conceptual framework. 
Then, each contestant of a group must rate the chat based on 
different groups of pragmatic and hedonic attributes with suiting 
items on 7-point Likert scales (McKnight, Choudhury & 
Kacmar, 2002). With the pragmatic and hedonic attributes, it is 
possible to categorize whether the chatbot or virtual human 
assistant satisfies the customer and makes a high impact on the 
users satisfaction in the respective customer decision-process 
step. The attributes and the resulting scale items are based on the 
research findings of customers driving factors in a virtual 
assistant conversation from Følstad and Brandtzaeg (2020). 
 

 
Figure 2: Experimental design  

4.2 Operationalization 
4.2.1 Pragmatic attributes 
To test the group of the pragmatic attributes for "help and 
assistance," contestants need to rate each the perceived 
usefulness, the practical value, and the perceived help from 1-7, 
whereas a 7 is the best score possible (in this case, the assistance 
is the most helpful). This will reflect on the perceived usefulness 
or practical value of a certain chat conversation. 
The group of pragmatic attributes, "information and updates," is 
tested with scales rating the three items pragmatic benefit on 
general information, the benefit of routine updates, and support 
for retrieving general information. This shows how much the 
selected chat conversation assists the user with more general 
information searches and basic routine updates, rather than the 
help in particular situations tested in the previous group of “help 
and assistance”. 
The group of “negative pragmatic attributes” of the assistance is 
tested with three 7-point Likert scales for the items interpretation 
issues, inability to help, and repetitiveness. With this, pragmatic 
issues occurring in the chat can be evaluated. For example, with 



the Likert scale the contestants perceived interpretation issues or 
repetitiveness that occur when he/she is reading through the chat 
are measured. 

4.2.2 Hedonic attributes 
While the attributes connected to pragmatism focus on usability 
and utility, the hedonic attributes focus on entertainment. In a 
chat conversation, not every single message necessarily needs to 
deliver highly useful information. For a good and involving 
interaction, the chat should be stimulating and engage the user 
into the conversation. 
The group of hedonic attributes "Entertainment" is tested with 
the items entertainment value, stimulation, and fun-factor on a 
scale from 1-7, 7 being the most entertaining. These criteria test 
how happy and entertained a respondent feels. 
How potentially evocative the character of the chat partner is, is 
tested with the items of the group of the hedonic attribute 
"Inspiration of novelty and social". The items are inspiration, 
engaging topics, and social value. A seven means the chat is more 
inspirational or social.  
The group of “negative hedonic attributes” is tested on scales 
with the items strange or rude responses, unwanted events, and 
boredom. In this case, a score of seven represents the least 
negative hedonic attributes shown possible. 

4.3 Questions and Stimuli 
Table 1: Scale 

Scale 
Pragmatic attributes – adapted from Følstad and Brandtzaeg 
(2020) 
HA1: I perceive a high usefulness of this chat. 
HA2: This chat has a practical value.  
HA3: I perceive this chat as helpful. 
IU1: There is a pragmatic benefit on general information. 
IU2: There is a benefit of routine updates with this chat. 
IU3: This chat gives support for retrieving general 
information. 
NP1 There is a low amount of interpretation issues in this 
chat. 
NP2: The inability to help in this chat is low. 
NP3: There is a low amount of repetitiveness in this chat. 
Hedonic attributes – adapted from Følstad and Brandtzaeg 
(2020) 
E1: This chat has a high entertainment value. 
E2: I perceive this chat as highly stimulating. 
E3: This chat has a high fun-factor. 
IN1: This chat is inspirational. 
IN2: The chat partner is coming up with engaging topics. 
IN3: The chat partner is creating social value. 
NH1: The responses in this chat are neither strange nor rude. 
NH2: There are no unwanted events occurring in this chat. 
NH3: The chat is boring. 
Note: HA=Help and assistance; IU=Information and updates; 

NP=Negative pragmatic attributes; E=Entertainment; 
IN=Inspiration of novelty and social; NH=Negative hedonic 

attributes 

The questions can be found in appendix 1: Survey. While the 
questions remain unchanged, the stimuli changes with each one 
of the six surveys. Each stimulus is a screenshot of an actual chat 
conversation, the screenshots can be found in appendix 2: Stimuli 
– Chat conversation. The topic and content of the stimulus varies 
with the decision process step the customer is in. 

4.4 Data Collection and Analysis 
The questions were sent in a google survey form to random 
participants via multiple online platforms such as WhatsApp, 
Instagram, Facebook groups (specialised on exchanging surveys) 
and Survey. It was approved by the Ethics committee of the 
University of Twente. The survey is in English, but respondents 
can have any nationality. The only requirement is that they speak 
English. Five out of the six screenshots of chat conversations are 
in German but were also translated below each screenshot. To 
avoid that the translation influences the outcome, the contestants 
are asked whether they speak fluently German (Level C2 or 
higher) or not. Besides gender and age, no other demographic 
factors are tested in the experiment.  

4.5 Reliability and Validity 
With a total of six groups, each group consisted of at least 30 
respondents, counting a total number of more than 180 
respondents. To ensure the scale validity, a manipulation check 
was conducted at the end of the survey. It proves whether the 
stimuli were perceived as intended. For this, contestants were 
asked whether they have seen a chat conversation or a phone call 
in the beginning. After excluding all contestants that did not 
answer the control question correctly (stating that they have seen 
a phone call), the data set consists of 191 respondents. This 
sample size establishes sufficient evidence of reliability in terms 
of size. 

The collected data was analysed in SPSS. To check the 
consistency and relation of the items from a variable, the measure 
of scale reliability Cronbach’s alpha of 0.7 is applied. The 
Chronbach’s alpha values of both attributes are far above the 
recommended value of 0.7. Therefore, the statistical test implies 
that there is a good inter-item reliability. The tables of the SPSS 
output can be found in appendix 11.3 “Chronbach’s alpha”. The 
overall values for each attribute can be found below in table 2. 

Table 2: Chronbach’s Alpha 

 CHRONBACH’S 
ALPHA 

NUMBER OF 
ITEMS 

PRAGMATIC 
ATTRIBUTES 

0.881 9 

HEDONIC 
ATTRIBUTES 

0.805 9 

4.5.1 Gender, Age and Language 
The homogeneity control was done to check if the groups were 
equally distributed. 
The gender distribution within the total data set was relatively 
equal. Out of 192 total answers, 92 (47.92%) were female, 98 
(51.04%) were male. One (0.52%) identified as diverse but was 
left out in the analysis since the size of one does not make it a 
significant group. The distributions variance within the different 
scenarios was slightly higher, but with a Chi-Square of 0.622 and 
a Levene’s test Sig. (equal variances assumed) of 0.069 being 
greater than α=0.05, the H0 hypothesis can be accepted. This 
means that the homogeneity is supported. The cross table 
containing a detailed overview with the gender distribution in 
each scenario, the Chi-Square table as well as the Levene’s test 
table can be found in appendix 11.4 “Gender”.  



With a valid 80.63% of the contestants being in the age of 18-30, 
the majority of the sample group is considered as young. A more 
detailed overview of the age distribution is portrayed as a table 
in appendix 11.5 “Age”. The effects this might have are 
discussed in the part “Research limitations”.  

Since five out of the six chat conversations took place in German, 
a translation to English was provided to the contestants. Because 
it might influence the outcome that 20.94% (40 out of 191) of the 
contestants did not speak German, the effects are discussed in the 
part “Research limitations”.  

5. RESULTS 
The answers to all surveys have been imported to and were 
analysed with SPSS 25. The most relevant tables are included in 
the text, further detailed tables are in the appendix. 
To check the research question and hypotheses, the collected data 
was examined using a multivariate analysis of variance 
(MANOVA). This part focusses on the main findings of the 
analysis as well as the means and standard deviations. 

5.1 Customer decision process stages 
In the tests of between-subjects effects, the pragmatic attributes 
show no overall significant difference in each stage (F(2.185) = 
1.86, p=.159). The same is valid for the hedonic attributes 
(F(2.185) = 1.559, p=.213). The pragmatic attributes score a 
statistical significance value (Sig.) of 0.159, the hedonic 
attributes score 0.213, as shown in table 3. Both values are above 
the statistical significance value (Sig.) of α=0.05, so the outcome 
is considered as not significant. The α value of 0.05 is also used 
as a critical value for the following test results. The results are 
supported by the multivariate tests, of which all three tests 
(Pillai’s Trace .081, Wilks’ Lambda .081 and Hotelling’s Trace 
.082) show an α above 0.05. The mean of the respondents votes 
for pragmatic- as well as hedonic attributes shows no large gap 
when comparing the decision process stages to each other. More 
detailed information can be found below in table 5 – means and 
standard deviations: Stages. Therefore, the hypothesis that the 
decision process stage influences how users rate the chat in terms 
of 1a) pragmatic and 1b) hedonic attributes can be rejected. The 
process stage itself is neither affecting 1a) pragmatic attributes 
nor 1b) hedonic attributes. 
Additionally, comparing the means (M) of each attribute in table 
5 to each other confirms the previous observation from the 
MANOVA test. The three values from each attribute lie close to 
each other and show no significant difference. 
Table 3 – MANOVA effects: Stages 

Dependent 
measures 

Sum 
of sq. 

Df Mean 
sq. 

F Sig. 

Pragmatic 
attributes 

3,418 2 1,709 1,858 ,159 

Hedonic 
attributes 

2,867 2 1,433 1,559 ,213 

Table 4 - Multivariate Tests: Stages 
Multivariate test Sig. 
Pillai's Trace .081 
Wilks' Lambda .081 
Hotelling's Trace .082 

 
 
 
 

Table 5 – Means and standard deviations: Stages 
Dependent 
variable 

Decision 
process 
stage 

Mean SD 

Pragmatic 
attributes 

Pre-
transaction 

5,143 ,114 

Transaction 5,148 ,125 
Post-
transaction 

5,433 ,123 

Hedonic 
attributes  

Pre-
transaction 

4,113 ,114 

Transaction 3,847 ,125 
Post-
transaction 

3,871 ,123 

5.2 Employee (human assistant) versus bot 
The employee (human assistant) versus bot test of between-
subjects shows significant differences in hedonic attributes 
ratings (F(1.185)=23.853, p=.000), while it has no significant 
differences in pragmatic attributes rating (F(1.185)=2.275, 
p=.133). This indicates that contestants saw a significant 
difference in the behaviour and expression of the chat partner. 
However, pragmatic attributes, which contribute to how the task 
itself was done, how questions were answered, and customers 
were provided with answers, do not seem to differ significantly 
on whether a bot or an actual employee is chatting. Based on 
these findings, the hypothesis 2a) that whether the consumer is 
chatting with a bot or a human, influences how he/she rates the 
chat in terms of pragmatic attributes, can be rejected. In contrast, 
the hypothesis 2b) whether the consumer is chatting with a bot or 
a human, influences how he/she rates the chat in terms of hedonic 
attributes, can be accepted. 
An additional observation is that those contestants who were 
assigned to an actual employee, rated the chat on average better 
for both the pragmatic attributes (Employee M=5.35, SD=.10; 
Bot M=5.14, SD=.10) and the hedonic attributes (Employee 
M=4.28, SD=.10; Bot M=3.60, SD=.10). This finding is also 
addressed again in the discussion part. 
Table 6 – MANOVA effects: Employee or bot 

Dependent 
measures 

Sum 
of sq. 

Df Mean 
sq. 

F Sig. 

Pragmatic 
attributes 

2,092 1 2,092 2,275 ,133 

Hedonic 
attributes 

21,853 1 21,853 23,761 ,000 

Table 7 – Means and standard deviations: Employee or bot 
Dependent 
variable 

Decision 
process 
stage 

Mean SD 

Pragmatic 
attributes 

Employee 5,346 ,101 
Bot 5,136 ,096 

Hedonic 
attributes  

Employee 4,284 ,101 
Bot 3,604 ,096 

5.3 Customer decision process stage 
combined with employee versus bot 
There is a significant difference between the stage and whether 
the chat partner was an employee (human assistant) or a bot. For 
hedonic attributes, the difference is significant with a Sig. of .030 



(F(2.185)=3.584, p=.030), for pragmatic attributes it is even 
higher with .000 (7.1564E-7) (F(2.185)=15.291, p=.000). This 
means it makes a significant difference which stage you are in 
and whether you use a bot or a human assistant in each stage. 
Table 8 – MANOVA effects: Stage*employee or bot 

Dependent 
measures 

Sum 
of sq. 

Df Mean 
sq. 

F Sig. 

Pragmatic 
attributes 

6,592 2 3,296 3,584 ,030 

Hedonic 
attributes 

28,127 2 14,063 15,291 ,000 

For pragmatic attributes, the bot has a higher mean in the pre-
transaction stage (5.293 M bot vs 4.993 M employee), while the 
employee scores better in the other two stages. A higher mean 
indicates that the chat partner (bot/human) was rated better by the 
contestants on the scale from one to seven. As explained before, 
due to the warm start method a higher score implies a more 
positive impact. 
Taking a closer look at the attributes, the same observation 
continues to be validated for the hedonic attributes. The bot 
scores a higher mean in the pre-transaction stage (4.30 M bot vs. 
3.92 M employee), while in the transaction and post-transaction 
stage (with an even higher difference between the means) the 
human clearly sets itself positively apart from the bot (3.196 M 
bot vs. 4.498 M employee in the transaction stage, 3.313 M bot 
vs. 4.429 M employee in post-transaction stage). This can be 
reasoned by the fact that a (potential) customer is looking for 
simple information delivery in the pre-transaction phase as 
explained before, more complex tasks following in the second 
and third stage seem to need more social interaction and 
sensitivity. This was also explained before in the literature and 
methodology section and was defined by Hoyer et al. (2020). 
Based on these findings, the hypothesis 4 “In which decision 
process stage a consumer is in, influences whether he/she 
preferably chats with a human or a bot”, can be accepted. 
Moreover, the hedonic attributes scored a significantly lower 
mean in every scenario than the pragmatic attributes. This means 
both human and bot lack of entertainment, fun-factor etc., but are 
better in delivering useful information, being helpful and giving 
support.  
Table 9 – Means and standard deviations: Stage*Employe or 
bot 

Dependent 
variable 

Decision 
process stage 

Employee 
or bot 

Mean SD 

Mean of 
pragmatic 
attributes 

Pre-transaction Employee 4,993 ,170 
Bot 5,293 ,154 

Transaction Employee 5,410 ,178 

Bot 4,885 ,175 
Post-
transaction 

Employee 5,636 ,178 
Bot 5,229 ,170 

Mean of 
hedonic 
attributes 

Pre-transaction Employee 3,924 ,170 

Bot 4,302 ,154 
Transaction Employee 4,498 ,178 

Bot 3,196 ,175 
Post-
transaction 

Employee 4,429 ,178 

Bot 3,313 ,170 

Note: Green highlights the higher mean score when comparing 
bot versus employee in each stage. This visualizes that the bot 
scored better in the first stage for both attributes, while the 
employee did so in the second and third stage of the decision 
process. 

6. DISCUSSION AND CONCLUSION 
This research aimed to investigate the extent to which the 
customer decision process is affecting the interaction with a 
chatbot. 
As mentioned in the results, according to the statistical test 
results, it makes a significant difference whether someone uses a 
bot or a human chat assistant, depending on which stage of the 
customer decision process he/she is in.  
This can be decisive because it builds on the previous findings of 
the literature review. The type of task and especially its demands 
from the user to the chat partner, which differ with the process 
stage, seem to match the preference of having contact with either 
a bot or a human. In the pre-transaction stage, simple information 
requests used to base a purchase decision on are demanded by 
the customer. Due to the significantly higher mean for both 
hedonic and pragmatic attributes for a bot, users seem to prefer 
it over a human assistant in this stage. This is not only confirmed 
by the observation of the mean values themselves in table 9, but 
also by the statistical significance (Sig.) values of table 8, which 
are below the critical value of 0.05. This can be explained with 
the research of Brandtzaeg and Følstad (2017), according to 
which users prefer chatbots to obtain information quickly and 
efficiently. As assumed in the literature review, this supports the 
assumption that in the information search phase, a chatbot is a 
preferred medium. At the same time, for more complex tasks 
such as transaction requests, negotiation, or post-transaction 
requests handling customer care and service, a human can shine 
with the necessary social sensitivity for taking care of unique and 
more individual customers' requests. For example, in the 
transaction phase, the human assistant came up with more 
personalized offers suiting the customers' situation (such as 
student discounts, e.g.). Simultaneously, the bot answered with a 
somewhat standardized answer stating several options on how to 
get a discount. The bot shortly listed several solutions for the 
existing problem in the post-transaction stage and even 
recommends getting in contact with an actual employee from the 
customer service if the answers are not helping any further. 
Therefore, the answers stay broad, and the individual problem 
could not be fully approached in detail. On the other hand, the 
human assistant was able to solve the individual problem and 
even offered a coupon code as an excuse for the issues.  
These approaches to dealing with customer requests is also 
reflected in the statistical test results. According to the 
MANOVA analysis for stage versus employee or bot, there is a 
significant difference for the pragmatic attributes in each 
decision process stage. An even higher significant difference for 
the hedonic attributes is observed for whether a customer uses a 
bot or an employee in each stage. As mentioned in the results, 
this is also noticeable by comparing the means. A bot having a 
significantly higher mean in the pre-transaction stage and a 
human employee having a higher mean in the other two stages 
for both attributes emphasizes a correlation between the usage of 
either a bot or an employee and the respective decision process 
stage. The first MANOVA test for solely the stages, as shown in 
table 3, proves that there is no significant difference in neither of 
the attributes rating when comparing the stages to each other 
without considering the chat partner being an employee or bot. 
But when adding the variable of the chat partner (bot or 
employee), there is a significant difference in the contestants 



mean rating between each decision process stage (as shown in 
table 8 and 9). 
Therefore, the users extend of interaction depends heavily on the 
type of chat partner, bot or human, and the customer decision 
process stage. 
When solely comparing the bot against the human, without 
taking the decision process stages into account, the human scores 
a higher mean for hedonic attributes than the bot, and the 
MANOVAs Sig. value in table 6 confirms that this difference 
between the means is significant. But it also shows that there is 
no significant difference between bot and human when they are 
compared in terms of pragmatic attributes. This reasons the 
assumption from the literature review, that bots can be used for 
productivity, because they are equally as good as a human chat 
assistant in terms of the mean for pragmatic attributes. However, 
the significant difference in the means for hedonic attributes, 
where the human scored higher, reasons that a bot cannot cope 
with emotional situations. This contradicts with the conclusion 
from a study of Xu, Liu, Guo, Sinha, and Akkiraju (2017), 
mentioned earlier in the literature review. They assumed that the 
opposite is the case, that chatbots are capable of coping 
emotional situations. 
For the means of pragmatic attributes, generally both the bot and 
the human score a higher mean than for the hedonic attributes. 
This demonstrates two things. Firstly, a chat conversation with 
(potential) customers is better for providing help and assistance 
and information and updates, rather than having a social and 
emotional interaction with the customer. Secondly, this shows 
that no matter for which type of attributes, a bot receives 
significantly higher overall ratings in the pre-transaction stage, 
while a human assistant does so in the transaction- and post-
transaction stage.  
This underlines the previous assumption from the literature 
review about using chatbots for efficiency reasons and connects 
it to the customer decision process stages. While a customer 
focuses on obtaining information quickly and efficiently in the 
pre-transaction stage, he/she concentrates on social sensitivity 
(hedonic attributes) in the transaction and post-transaction stage 
for more individual interactions. 
Furthermore, as shown in table 7, when not considering the 
different decision-making process stages, the employee is rated 
better on average than the bot. This is due to the fact, that it is 
getting the better rating in two out of three stages. 
Finally, taking all statistical test results as well as the discussed 
comments into account, the following conclusion can be made: 
With the research question, this study aimed to investigate to 
what extent the stage of the customer decision-making process is 
affecting the customers' interaction with a chatbot. Based on the 
statistical tests from the sample groups, it can be said that there 
is a significant extent to which the decision process stage is 
affecting the interaction with a chatbot. With the help of the 
previous hypotheses, results show that customers preferably use 
a chatbot for tasks of the pre-transaction stage over a chat with a 
human employee. In contrast, the human chat assistant is 
preferred in both the transaction and post-transaction stage.  
Additional findings of the significant differences between a bot 
and a human for hedonic attributes are discussed in the future 
research section. 

7. IMPLICATIONS FOR THEORY AND 
PRACTICE 
This study opens possibilities for companies and organizations to 
use the growing technology of chatbots when in contact with 
customers. Whereas a bot was used before by companies to 

handle multiple types of customer requests, it is now possible to 
formulate more narrow fields of activity for bots and human chat 
assistants. Using the theory of the decision-making process 
stages defined by Hoyer et al. (2020), taking the variables of 
pragmatic and hedonic attributes from Følstad and Brandtzaeg 
(2020) and combining this with a real bot and employee chat 
interactions, a decisive theoretical contribution is made. 
Furthermore, it serves as a guideline to distinguish between the 
different tasks a chatbot can perform, in which scenario it is more 
effective than a human and where it is not. 
The overall conclusion that a chatbots impact is higher than a 
human one in the pre-transaction stage, and vice versa for the 
transaction and post-transaction stage, comes with the following 
practical implications for companies offering contact 
possibilities via chat: 
For customer advisory and customization in the pre-transaction 
step, this research shows that the usage of a bot is more effective 
than a human employee as a chat partner. Companies could use 
product pages and other web pages for advertising their products 
to implement the possibility for the customer to chat with a bot. 
For example, when a customer needs assistance with comparing 
different versions of products from a particular company, a 
chatbot is more effective to compare these and assist with 
additional data and information than a chat with a human 
assistant. Additionally, the Skyscanner example from the survey 
shows that not only customer goods advisory and customization, 
but also the service sector can make use of the chatbot 
technology. It can take over the work for a potential customer of 
clicking through websites and their filters, settings etc., which 
tend to increase in complexity. In contrast, the customers online 
demands get more complicated and diverse over time. 
For customer requests in the transaction stage, on the other hand, 
a trained human employee should chat with the customer. 
Negotiation as part of the transaction is a crucial task in this 
stage. Companies can offer chat support when a customer already 
has articles in their shopping cart on their website or is about to 
check out. Even when items are removed from the shopping cart 
or with the help of cookie tracking, it is noticed that the customer 
is switching websites or spends time with comparison, offering a 
chat to negotiate and offer discounts could increase the likelihood 
of a sale. This research shows that a human assistant is better than 
a bot for this, because it seems to be better not only at the 
pragmatic task itself but is also more effective concerning social 
skills. This research shows that the latter (besides all other 
hedonic attributes) are significantly important and should be 
considered when training the employees. 
Furthermore, the recommendation to use a human assistant holds 
true for the post-transaction stage. The research shows that a 
human is more effective at giving after-sales service and support 
than a bot. In the real example of the survey, the employee even 
came up with a coupon code for the next purchase, stimulating 
additional consumption. As Hoyer et al. (2020) wrote, giving 
feedback and recommending additional consumption is precisely 
the task that should be performed in the post-transaction stage. 
Therefore, companies should offer the possibility to chat with an 
actual human assistant when the customer already made the 
purchase. This offer should be implemented for example, on the 
company’s customer service center website, where he/she can 
manage his/her purchases. Nevertheless, also on product/service 
FAQ websites, the chat could serve as an offer to answer more 
complex questions.  



8. RESEARCH LIMITATIONS AND 
FUTURE RESEARCH 
This study has significant limitations, which simultaneously 
open a set of possibilities for future research.  
Firstly, the test results rely on the different types of stimuli given 
to each sample group. Each stimulus was a screenshot from an 
actual chat conversation with a real human or a real bot. 
Therefore, the research is limited to the meaningfulness of each 
chat conversation sample. Therefore, the answers are still solely 
dependent on each screenshot showing the conversation. Due to 
limited resources, it was not possible to program a chatbot or hire 
a trained employee as a trained chat assistant, which contestants 
could interact with in each customer decision process stage. 
Future research could take this experimental setup as a 
fundament and add more chat samples for stronger 
representativeness. Alternatively, even better, a chatbot could be 
programmed, or an already programmed chatbot could be used 
and given to the contestants to chat with. For the comparison, a 
real employee could be hired to chat with the control group. In 
general, the gap for future research lies within the requested task 
area for each scenario in this research and further tasks which 
could be requested from a customer when chatting. 
Secondly, as another limitation, the demographics show that 
80.63% of the contestants' age was between 18-30. A different 
age group could have different requirements and requests for the 
chat partner. This should be tested in combination with the before 
suggested individual test setting. Additionally, 20.8% of all 
contestants did not speak German but English and used the 
translation of the chat (which can also be found in appendix 2: 
Chat conversations). Therefore, the results of this research are 
partly limited to the extent to which the translation is correct. 
Furthermore, as mentioned in the results section, both human and 
bot are scoring low compared to other variables when it comes 
to entertainment and fun factors and other hedonic attributes. 
Future research should compare these attributes ratings with 
other customer service and contact tools and compare in which 
scenarios these might be even more effective (also in terms of 
sales and additional profit generation).  
While there is already research about how bots can show 
emotion, this research indicates a lack of hedonic attributes for 
the bots, especially in the transaction and post-transaction stage 
creates new narrow fields and areas of application for a necessary 
anthropomorphisation of bots. 
Most importantly, this study focussed solely on the impact and 
effectiveness of a chatbot compared to a human employee. It is 
crucial for companies to consider cost factors coming with each 
method. It is important to counterweight the added value of an 
employee and chatbot against the added costs. The latter can be 
for example wage of an employee, or programming costs of a 
chatbot. While this study suggests using a bot in the pre-
transaction stage and an employee in the other two in terms of 
effectiveness, this recommendation might differ from the final 
decision in reality. For example, even though an employee was 
perceived as more effective by the contestants in this study for 
the post-transaction phase, his/her wage might be higher than the 
profit it is adding by selling additional products. 
Counterweighting the costs against the added value is therefore 
a crucial task for future research.  
Last but not least, as mentioned in the literature review, the 
technology of artificial intelligence and bots is under constant 
development. The experimental conditions were tied to the 
available technology. With further development, which 
especially for artificial intelligence gets better with data 

collection, the herewith measured impact might change in favour 
of the chatbots. 
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11. APPENDIX 
11.1 Appendix 1: Survey 
This is a questionnaire for a study, which aims to investigate to what extent the stage of the customer decision making 
process is affecting the customers interaction with a chatbot. For this, you are being randomly assigned to one out 
of six groups. Each group gets a different chat conversation. Please read it carefully and answer all questions 
honestly. 
The study is conducted by Antonius Brühöfner, a 3rd year IBA student from the University of Twente. Your 
participation is voluntary and you can withdraw at any time. Please answer the questions honestly according to your 
own personal opinion. 
There are no risks involved in participating in this study. Your data will be collected and stored anonymously. It is 
not possible to trace your answers back to you. 
If you have any questions, please contact: a.bruehoefner@student.utwente. 
I consent voluntarily to participate in this study. I have read the information above and agree with the terms. I 
understand that it is possible to withdraw from this study at any time. 
( ) I agree with the above-mentioned terms and conditions. 
1. What is your gender? 

a. Male 
b. Female 
c. Diverse 

2. What is your age? 
a. <18 
b. 18-30 
c. 31-40 
d. 41-50 
e. >50 

Do you speak fluently German (Level C2 or native speaker)? 
a. Yes 
b. No 

(Here, a screenshot of either a chatbot or virtual chat with a human assistant is shown, taking place in either the 
pre-transaction, transaction, or post-transaction phase) 
Please rate the next questions on a scale from 1 (strongly disagree) to 7 (strongly agree): 
Group “help and assistance” (Følstad and Brandtzaeg, 2020) 
Q1 I perceive a high usefulness of this chat. 
Q2 This chat has a practical value.  
Q3 I perceive this chat as helpful. 
Group “information and updates” (Følstad and Brandtzaeg, 2020) 
Q4 There is a pragmatic benefit on general information. 
Q5 There is a benefit of routine updates with this chat. 
Q6 This chat gives support for retrieving general information. 
Group “negative pragmatic attributes” (Følstad and Brandtzaeg, 2020) 
Q7 There is a low amount of interpretation issues in this chat. 
Q8 The inability to help in this chat is low. 
Q9 There is a low amount of repetitiveness in this chat. 
Group “entertainment” (Følstad and Brandtzaeg, 2020) 
Q10 This chat has a high entertainment value. 
Q11 I perceive this chat as highly stimulating. 
Q12 This chat has a high fun-factor. 
Group “Inspiration of novelty and social” (Følstad and Brandtzaeg, 2020) 
Q13 This chat is inspirational. 
Q14 The chat partner is coming up with engaging topics. 
Q15 The chat partner is creating social value. 

mailto:a.bruehoefner@student.utwente


Group of “negative hedonic attributes” (Følstad and Brandtzaeg, 2020) 
Q16 The responses in this chat are neither strange nor rude. 
Q17 There are no unwanted events occurring in this chat. 
Q18 The chat is boring. 
For the following question, please select either a) or b): 
Q19 What did you see in the beginning? 
 a. A chat conversation 
 b. A phone call 

11.2 Appendix 2: Stimuli - Chat conversations 
11.2.1 Pre-transaction, Employee 

 



Translation:  
A: Welcome at Apple. What can I do for you today? 
B: Hello, am I talking to a bot or an employee? 
A: You are now being redirected to an Apple chat-specialist. Please wait a moment. 
 
A: Hello and welcome at Apple. My name is Steffi. I am happy to assist you with questions. 
B: Hi, the MacBook Air and MacBook Pro are both having almost similar specs, why should I choose the Pro model? 
A: I am made out of flesh and blood- hello and good afternoon! 
B: Thats great! 
A: Yes, great that you are interested in the Macbooks. The Macbook Pro is a bit more professional in the audio 
system and is suitable for multitasking thanks to the built-in cooling system. It also has a touch bar. The battery 
autonomy is 2 hours higher for the Pro - it is stated to be up to 20 hours. 
B: If youre talking about multitasking, do you mean browsing the internet with multiple tabs opened where the 
Macbook Pro is better? Or are the advantages more significant if you open multiple programs? 
A: Exactly, it refers to the simultaneous execution of 7 programs or more. In that case, the MacBook Air would heat 
up. 
B: Ah, I think in that case the MacBook Pro is the better choice for me. Thanks a lot! 
A: Great. I wish you a lot of fun with your new MacBook Pro! 
B: Thanks, have a great day! 
A: Thanks for the nice conversation, have a good day and goodbye! Stay healthy! 
 
 
 



11.2.2 Pre-transaction, Chatbot 

 



11.2.3 Transaction, Employee 

 
Translation: 
A: Welcome at Apple. What can we do for you today? 
B: Hi, I would like to buy a MacBook Air. Is it possible to get a discount? 
A: You are now being redirected to an Apple Specialist. Please wait a moment. 
 
A: Welcome at Apple. My name is Sarah and I’m happy to assist you today! That’s a great question. Unfortunately 
our only offer is our store with refurbished models. But at the moment, this store is in progress. At 13:00 it is available 
again for shopping. In addition, there is an education store. 
B: Alright, but the refurbished models are used and therefore don’t come with warranty, right? And what is that 
education store you mentioned? 
A: The refurbished models also come with our warranty. They are as good as new :) You receive a device, which is 
“as good as new”, with original components, which was cleaned and inspected thoroughly. Refurbished iOS devices 



come with a new battery and new case. The education store is accessible via UniDays or you create a shopping cart 
in this chat :)  
B: Ah, I’m actually a student. I’ll take a look at the education store. Thanks! :)  
A: Ah great, I’m happy to hear that! Should I look up the prices for you or do you want to sign up for yourself at 
UniDays?  
Oh wait, I’m sorry - At the moment, I can’t look up the prices. I also have to wait until 13:00 :)  
B: No Problem, I’ll just have a look by myself after 13:00 and sign up. Thanks anyways!  
A: Great, thanks :) best regards and have a good day!  
B: The Same to you!  
A: Thanks. 



11.2.4 Transaction, Chatbot 

 
Translation: 
A: Hi you are talking with Baby-Walz. How can I assist you? 
B: I’d like to buy a baby carrier. Is it possible to get a discount?  



 
A: Please make your question more specific. Suggestions: “Are there current discount offers?”, “We just gave 
multiple births. Are we getting a special discount as baby Walz FAMILY & FRIENDS members?”, “Do you get 
points for everything?”... “my question is not listed”.  
B: Are there current discount offers?  
A: For this, simply visit our discount page, where you get information about current coupon and discount offers: 
www.baby-Walz.de/aktionen  
B: We just gave multiple births. Are we getting a special discount as baby Walz FAMILY & FRIENDS members? 
A: Members at baby baby-Walz FAMILY & FRIENDS can be happy: As parents of multiple kids and even already 
while being pregnant you receive a discount of 10%. Until the second birthday of your kids the discount is taken off 
all your orders automatically. Books and gift cards are not included. The discount is not transferable and can not be 
combined with other offers nor can be used at our corporation partners. Please bear in mind that the discount cannot 
be applied to existing orders. Employees are not included in this offer. Before your order tell us that you are expecting 
to give birth of multiple children and send us your mother pass after the birth and copies of the birth certificates via 
mail. If you have any further questions you can reach our service hotline 07524 / 703 307. 
This offer is only valid for members of the baby Walz FAMILY & FRIENDS. Not a member yet? Sign up here for 
free: (...) 
 

11.2.5 Post-transaction, Employee 

 
A: Hello Christine Brühöfner, I am happy to assist you.  
B: Hello. I ordered Birkenstock sandals in size 48, but the ones in the package I received are size 39.  
A: Oh, that won’t fit, can you tell me your order number?  
B: 101(...). Is it possible to simply send my order back? Because there is a completely other pair of sandals in this 
package. The original article is still specified on the delivery note. 
A: You are welcome to return the package, we will inform our partner that the wrong size and model has been 
delivered.  Please note the wrong deliveries on the return slip. I'll also get you ready for an email and a voucher :)  
B: All right that’s nice. Thanks, I’ll do that :) 
A: You’re very welcome, do you have any further questions? :)  
B: No, that’s it. My mail address is (...)! Have a nice day :) 



11.2.6 Post-transaction, Chatbot 

 
Translation: 
A: How can i help you? 
B: Hi, my order is not displayed in the customer account.  
A: You will find your order shortly after it has been completed in the overview of your orders in the customer 
account.  
It may take a moment until all information is visible.  If you still cannot find your order after a while, please contact 
our customer service and have the order number ready.  



The order number was communicated at the end of the order.  
You also received it from us by email. 
B: Alright, thanks. 
A: You’re welcome. 
 

11.3 Chronbach’s Alpha 
11.3.1 Variable pragmatic attributes 
 

Reliability Statistics 

Cronbach's 

Alpha 

Cronbach's 

Alpha Based on 

Standardized 

Items N of Items 

,881 ,885 9 

 
11.3.2 Variable hedonic attributes 
 

Reliability Statistics 

Cronbach's 

Alpha 

Cronbach's 

Alpha Based on 

Standardized 

Items N of Items 

,805 ,791 9 

 
 

Item-Total Statistics 

 

Scale Mean 

if Item 

Deleted 

Scale 

Variance if 

Item Deleted 

Corrected 

Item-Total 

Correlation 

Squared 

Multiple 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

entertainment_value 

entertainment value 

32,20 67,837 ,781 ,783 ,746 

stimulating stimulating 32,01 68,247 ,794 ,703 ,745 

funfactor fun-factor 32,32 68,357 ,742 ,792 ,751 

inspirational 

inspirational 

32,40 68,695 ,778 ,706 ,747 

engaging_topics 

engaging topics 

31,84 67,954 ,770 ,688 ,747 

social_value social 

value 

31,83 68,165 ,714 ,572 ,754 

neither_strange_nor_ru

de neither strange nor 

rude 

29,95 81,997 ,354 ,389 ,802 



no_unwanted_events 

no unwanted events 

30,26 83,634 ,268 ,386 ,812 

Boring Boring 31,46 109,629 -,534 ,307 ,892 

 
11.4 Gender 
 

Scenario N % % Male % Female 

1 32 16.8 40.6 59.4 

2 29 15.3 55.2 44.8 

3 29 15.3 62.1 37.9 

4 38 20.0 57.9 42.1 

5 30 15.8 46.7 53.3 

6 32 16.8 46.9 53.1 

 
 

Chi-Square Tests 

 Value df 

Asymptotic 

Significance (2-

sided) 

Pearson Chi-Square 8,069a 10 ,622 

Likelihood Ratio 7,367 10 ,690 

N of Valid Cases 191   
a. 6 cells (33,3%) have expected count less than 5. The minimum 

expected count is ,15. 

 
11.5 Age 
 

Age * Stimuli Crosstabulation 
Count   

 

Stimuli Stimuli 

Total 

1 

Employee, 

Pre-

transactio

n 

2 

Employee

, 

Transactio

n 

3 

Employee

, Post-

Transactio

n 

4 Chatbot, 

Pre-

transactio

n 

5 Chatbot, 

Transactio

n 

6 Chatbot, 

Post-

transactio

n 

age 

Age 

<18 0 2 0 0 1 0 3 

>50 >50 3 6 4 0 1 5 19 

18-30 

18-30 

28 18 25 38 22 23 154 



31-40 

31-40 

0 0 0 1 5 2 8 

41-50 

41-50 

1 3 0 0 1 2 7 

Total 32 29 29 39 30 32 191 

 
 

Age 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid <18 3 1,6 1,6 1,6 

>50 >50 19 9,9 9,9 11,5 

18-30 18-30 154 80,6 80,6 92,1 

31-40 31-40 8 4,2 4,2 96,3 

41-50 41-50 7 3,7 3,7 100,0 

Total 191 100,0 100,0  
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