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Summary

Model-based approaches for image reconstruction, analysis and interpretation have been very
popular in the past. However, in the last decade, with the availability of large amounts of ima-
ging data and the increase in computing power, machine learning, in particular deep learning,
has become more popular. Within a deep learning network, in standard descriptions of con-
volutional neural networks, the first layer is considered as an image feature extractor. Often,
it is assumed that they extract features like edge, line, and spots. Despite this assumption, the
kernels of these networks usually do not really resemble an edge, line, and spots detection.
Therefore, the optimality of these layers can be questioned.

The model-based and data-driven approaches are not perfect; each has their strength and
shortcomings. This thesis revisits a novel statistical approach to keypoint, specifically line and
edge detection, using the covariance model based image feature detector. This research ex-
plores the implementation of covariance model-based image feature detection and any of its
intermediate results in combination with deep learning approaches. The result shows that in-
corporating such prior information is useful in making more robust, non-spurious detections.
Moreover, in the exploration of the CVM operator, a feature descriptor was designed that makes
use of the CVM convolution kernels. This descriptor shows a rotation and limited scale invari-
ant capability, which has shown to be useful for keypoint matching.
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1 Introduction

Model-based approaches for image reconstruction, analysis and interpretation have been very
popular in the past. Many of these approaches are based on mathematical, physical, or biolo-
gical models. The challenge for the model-based approaches is the modelling of the problem
with an appropriate level of details. However, in the last decade, with the availability of large
amounts of imaging data and the increase in computing power, machine learning, in particu-
lar deep learning, has become more popular (Rueckert and Schnabel, 2019). Data-driven ap-
proaches have become more widespread for use in different tasks of reconstruction, analysis
and interpretation.

A big part of image processing comes in image feature detection. It is used for semantic seg-
mentation of the image and keypoint detection. Depending on the type of detection, these
could be line, edge, corner, or points of interest. A found point of interests is often used fur-
ther for the localisation of descriptors. The use of descriptors is often much related to keypoint
matching, an operation that is the base for image registration, object tracking, and a lot more
(Hassaballah et al., 2016).

Commonly, a keypoint detector has a raw image input. Some known model-based keypoint
detectors are SIFT, SURF, FAST, BRISK, and KAZE (Lowe, 1999; Bay et al., 2006; Trajković and
Hedley, 1998; Leutenegger et al., 2011; Alcantarilla et al., 2012). An alternative method that
has been popular as of late is deep learning network trained for image segmentation, such as
FCN, VGG16, and UNet (Long et al., 2014; Simonyan and Zisserman, 2015; Ronneberger et al.,
2015). The model-based and data-driven approaches are not perfect; each has their strength
and shortcomings. However, the shortcomings of one could possibly be overcome when used
in conjunction with the other.

Within a deep learning network, in standard descriptions of convolutional neural networks,
the first layer is considered as an image feature extractor (Lecun et al., 2015). This is similar to
the concept of a front-end vision, a concept where the first image captured through the retina
is the edge or line elements (ter Haar Romeny, 2003). Despite these assumptions, the kernels
of these networks usually do not resemble an edge or line detection. An example of model-
based kernels for edge and line detector is given in Figure 1.1. For comparison, the figure also
shows the kernels of a first layer (front-end vision) of a semantic segmentation network. As a
network is considered optimal after training, the effects of such kernels are questioned. Would
a model-based filter in the front end vision have a better performance in comparison?

(a) Leung-Malik filter bank (b) Deep Learning first convolutional layer

Figure 1.1: Comparison of model-based filter and deep learning front end vision

This thesis revisits a novel statistical approach to image feature detection, specifically line and
edge detection, using the covariance model, which was proposed by van der Heijden (1992).
This research will explore the further implementation of covariance model-based feature de-
tection and any of its intermediate result in combination with deep learning approaches.
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2 Covariance Model Based Keypoint Detector Development

Moreover, in the extension of exploring the covariance model, the possibility of making a
descriptor out of the covariance model will also be explored.

1.1 Related Work

Rueckert and Schnabel (2019) did a survey on model-based and data-driven approaches in
medical image computing. In the survey findings, the deep learning approaches are heavily
emphasised to have revolutionised the field of medical image computing. This is especially so
as more image databases are becoming available. However, it is often hard to generalise bey-
ond the training data, and this generalisation is difficult to predict. Even so, deep learning can
be very versatile, and often the same neural network architecture can be trained for different
purposes. It mentions that despite this recent success of data-driven approaches, it is likely
that the combination of data-driven and model-based approaches will be needed to have even
better results. This is because the combination of both approaches is likely to advance in the
challenges of generalisability, explainability, and data efficiency.

In the survey that looks into both model-based and data-driven approaches of deraining by
Yang et al. (2019), data-driven methods generally perform better than the model-based meth-
ods. However, the paper still mentioned a few problems, specifically in the data-driven method.
The data-driven methods are lacking in fusing physics models and real rain images, an accurate
rain model, and the real application of deraining itself still needs further developments.

Therefore, the idea of combining model-based and data-driven approach is not new. This
has been proposed before, and yet it is still in the exploratory stage. Andrade-Loarca et al.
(2020) have previously used shearlet as the model-based methods and combine it with their
own design convolutional neural network for semantic edge detection. The result of the paper
shows an improvement in the performance of edge extraction and classification when using
the shearlet transform for model-based feature extraction to feed the network. However, the
paper also mentions that explorations in this combination of approaches are not in-depth yet,
and it will likely be fruitful in the coming years.

The approach of Andrade-Loarca et al. (2020) is similar in idea to Clough et al. (2019) who
use the concept of persistent homology to obtain topological characteristics of segmentation
results. This is differentiable with respect to the pixelwise probability of being assigned to a
given class. This acts as additional prior knowledge to the network, information that is often
needed when dealing with small amounts of labelled data. The result shows that it improves
segmentation performance in terms of topological correctness without sacrificing pixelwise
accuracy.

Lee et al. (2019) introduce the concept of template transformer networks. This network takes
the underlying structure of interest and deforms it. This is then incorporated into the pixelwise
binary classification network, in this case, UNet. The template shape is given as an additional
input channel, which acts as prior shape enforcement for the network where it will be incor-
porated. According to the paper, this approach reduces the number of false positives.

An interesting implementation of both model-based and data-driven approach was done by
Oktay et al. (2018) to get super-resolution reconstruction. The approach was to incorporate
prior anatomical knowledge into CNNs to do cardiac image enhancement and segmentation.
The resulting super-resolution image reconstruction has better robustness. This is especially
the case where the images are corrupted or contain artefacts.

Another approach was done by Uzunova et al. (2017) who made use of the known model to
synthesise realistic ground truth training data for CNN based image registration. The paper
also shows that the network learnt from the generative model outperform the one trained on
classical image registration.
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CHAPTER 1. INTRODUCTION 3

Jung and Sundström (2017) have a paper on a combined data-driven and model-based resid-
ual selection algorithm for fault detection and isolation. This is not specifically for images.
However, it still holds significant conclusions. In the paper’s findings, the importance of good
training data is repeatedly stressed, and finding a suitable set is crucial to achieving satisfactory
performance. For this particular case, this was achieved by generating the data-driven training
data using the model-based approach.

In conclusion, data-driven methods benefit from having more information. This is especially
the case for prior information that model-based methods can supply. This combination allows
for a more robust network training, which shows better results in most cases compared to when
the training is done on its own.

1.2 Research Question

There are two main research questions corresponding to the main goal and the secondary goal.
These two research questions are:

1. To what extent can a data-driven approach, which is fed by information derived from a
model-based approach, outperform the purely data-driven approach or purely model-
driven approach?

2. In a feasibility study, to what extent are the features that are intermediate results of the
CVM operator usable as a descriptor?

The proposed hypothesis is that the incorporation of a covariance model-based method will
improve the performance of a data-driven method of feature detection. This hypothesis will
be investigated by means of several experiments. There are several research sub-questions that
can be answered which leads to this hypothesis.

Within a 1-dimensional model, there are already several aspects that will be addressed. The
CVM operator is a model-driven approach to detect features within a record of a signal/im-
age. The CVM operator is built with some input parameters (density, inhibition distance, etc.),
which are called the design parameters. The CVM operator is tested with signals which are gen-
erated using the same model on which the CVM operator was designed. The values of these test
parameters are not necessarily the same as the one which were used to build the CVM operator.

(i.a) Given the set of design parameters, which equals the set of test parameters, to what ex-
tent is it advantageous to numerically optimise the weights of the designed CVM oper-
ator?

(i.b) Given a set of test parameters with which test signals are generated, to what extent is it
advantageous to numerically optimise the design parameters of the CVM operator?

(i.c) To what extent can a data-driven approach, such as a convolution neural network, out-
perform the model-driven approach?

(i.d) To what extent can a data-driven approach fed by signals derived from a model-based ap-
proach outperform the purely data-driven approach or purely model-driven approach?

In the 2-dimensional case, the CVM operator should be able to detect the spots, line, and edge
elements.

(ii.a) How is the performance of the covariance model feature detector on spots, line, and edge
detection compared to the literature?

(ii.b) To what extent can a data-driven approach, such as a convolution neural network, out-
perform the model-driven approach?

Robotics and Mechatronics Kevin Rafael Indrawijaya



4 Covariance Model Based Keypoint Detector Development

(ii.c) To what extent can a data-driven approach, which is fed by information derived from a
model-based approach, outperform the purely data-driven approach or purely model-
driven approach?

In addition to the experiment done on combining the covariance model with the deep learn-
ing method, further experimentation on covariance model output will be done. Keypoints and
their descriptors are often used for geometrically associating one image with another. A dis-
placement field is needed to describe the geometrical transform between the images. This
geometrical transform can be a rigid affine transform or a projective transform.

(iii.a) To what extent are the features that are intermediate results of the CVM operator usable
as a descriptor?

(iii.b) Can these descriptors be made rotational invariant?

(iii.c) Can these descriptors be made scale invariant?

(iii.d) To what extent can the features/descriptors of the CVM operator be used for keypoint
matching?

1.3 Organisation of the Thesis

As there are several topics on the research questions, the thesis will be divided into several
chapters. Each of the chapters will discuss a sub-topic containing one or more of the research
questions. This will be started with some backgrounds. Then, the next few chapters are a series
of experiments that leads to the main goal of exploring the CVM operator incorporation into a
deep learning framework. Afterwards, the CVM feature descriptor is explored. This thesis will
finally be closed with a showcase of the results and a general conclusion.

Chapter 2 shows the theoretical background of the covariance model-based keypoint detec-
tion.

Chapter 3 looks into Research Questions (i.a) and (i.b), where numerical optimisation in the
1-dimensional cases are explored.

Chapter 4 looks into Research Questions (i.c) and (1.d), discussing 1-dimensional data-driven
feature detector performance in comparison to the model-based approach.

Chapter 5 looks into Research Questions (ii.a) and (ii.b), the extension of the covariance model
into 2-dimensional feature detector.

Chapter 6 looks into Research Questions (ii.c) and (ii.d), discussing 2-dimensional data-driven
feature detector performance in comparison to the model-based approach.

Chapter 7 looks into Research Questions (iii.a), (iii.b), (iii.c), and (iii.d), exploring the possibility
of using the CVM features as a descriptor, along with the combination of keypoint matching.

Chapter 8 draws the general conclusion from this thesis. The hypothesis and the main goals
will be re-addressed and discussed in this chapter.

Kevin Rafael Indrawijaya University of Twente



5

2 Background

This section will go into the details on the theoretical background behind the work of this thesis.
The key point detector in this section will be based on the covariance model as proposed by
van der Heijden (1992). The proposed value of using this covariance model is that using condi-
tional covariance matrices allows for detection and localisation of image discontinuities. This
development will follow along with the development from 1-dimensional to a 2-dimensional
case. The development of this key point detector starts with the detection of step and pulse in
a 1-dimensional case.

2.1 1-dimensional Covariance Model Keypoint Detection

This section starts by introducing the waveform model, an inhibited generalised Poisson point
process. This is a process in which events occur in a defined space. Events appear as a sequence
of point ξk ∈R. The process is called inhibited if it is known that the distance between any pair
of events is larger than a so-called inhibition distance. That is |ξk −ξl | > ri for any pair k 6= l .
With each event k, an amplitude ak is associated.

It is assumed that ak has a zero mean and standard deviation σa . The process is observed
by means of a point spread function s(x). That is, an event ξk is observed as ak s(x − ξk ). All
functions, taken together, form shot noise. The whole composition is observed as a waveform,

w(x) =∑
k

ak s(x −ξk )+b +n(x) (2.1)

where n(x) is observation noise, and b is an unknown offset. An example of a point spread
function and the waveform model can be seen in Figure 2.1.

Figure 2.1: PSF and waveform of the model

The method to find the position starts with finding the autocovariance functions. This autocov-
ariance function was derived in the book of Papoulis et al. (2002). The point process is assumed
to have zero mean and is therefore described by the following autocovariance function

Rw (x1, x2) = Rp (x1, x2)+σ2
b +Rn(u) (2.2)

where u = x2 − x1. Rp () is associated with the point process. σ2
b reflects the unknown back-

ground b. The autocovariance function of the noise n(x) is then given by Rn(u).

The point process can then be defined as

Rp (x1, x2) =σ2
a

∫ ∞

α=−∞
λ(α)s(x1 +α)s(x2 +α)dα (2.3)

If the density is constant, λ(x) =λ0, this simplifies to:

Rp (x1, x2) =σ2
aλ0

∫ ∞

α=−∞
s(x1 +α)s(x2 +α)dα

=σ2
aλ0

∫ ∞

α=−∞
s(x1 −x2 +α)s(α)dα

(2.4)

Robotics and Mechatronics Kevin Rafael Indrawijaya



6 Covariance Model Based Keypoint Detector Development

This leads to the autocovariance function for the case where density is constant, except for an
interval in which it is zero:

Rp (x1, x2|¬X ) =σ2
aλ0

∫ ∞

α=−∞
s(x1 −x2 +α)s(α)dα−σ2

aλ0

∫ X

α=−X
s(x1 +α)s(x2 +α)dα (2.5)

The autocovariance itself is then separated into two cases. The first case, the null hypothesis,
is for the case of no events within a small interval. The other case, the alternative hypothesis,
is for the case of an event within a certain interval. The probability that there would be two or
more events in a small interval is assumed to be zero due to the inhibition. This results in the
following equation, where the visualisation can be seen in 2.2.

R0(x1, x2) = Rp (x1, x2|¬1

2
∆)+σ2

b +Rn(x1 −x2)

R1(x1, x2) = Rs(x1, x2)+Rp (x1, x2|¬ri )+σ2
b +Rn(x1 −x2)

(2.6)

Where Rs(x1, x2|ξ) =σ2
a s(x1 −ξ)s(x2 −ξ) and therefore Rs(x1, x2) =σ2

aEξ[s(x1 −ξ)s(x2 −ξ)]

Figure 2.2: Covariance of the model

As it is a discrete model and not a continuous variable, the waveform is observed at a number
of N = 2K +1 discrete positions xk = k∆, called samples: wk = w(xk ) with k =−K , · · · ,+K . This
defines an N-dimensional vector w. Therefore the covariance matrices of the discrete model
can then be described as

R0(k,`) = R0(k∆,`∆)

R1(k,`) = R1(k∆,`∆)
(2.7)

To test the hypotheses whether the pixel at x = 0 contains a point, ideally, the posterior prob-
abilities under the two hypotheses are compared. However, this can also be done using the
log-likelihood, which under Gaussian assumption is a sufficient statistic as it contains all the
information of w. This can be seen in the following equation, where T is a threshold of a con-
densed constant parameter.

v(w)
>< T with: v(w) = wT (R−1

0 −R−1
1 )w (2.8)

Kevin Rafael Indrawijaya University of Twente



CHAPTER 2. BACKGROUND 7

A further simplification is introduced by application of a simultaneous decorrelation tech-
nique, applied to the vector w using the two covariance matrices. After this simultaneous de-
correlation, the log-likelihood ratio becomes:

v(w) = uT (
I−Γ−1)u with u = Tw (2.9)

Elementwise, the equation can be noted down as

v(w) =
N∑

n=1

(
1− 1

γn

)
u2

n where uT = [
u1 · · · uN

]
(2.10)

where γn is the n-th diagonal element in the matrix Γ. The elements un are features derived
from w.

The effectiveness of these features can then be quantified by Bhattacharyya distance. Following
this argument, the elements with no or negligible contribution can therefore be discarded. The
calculation of Bhattacharyya distance and the visualisation of an example of this can be seen
in Equation 2.11 and Figure 2.3.

Jb(N ) =
N∑

n=1
Jn with : Jn = 1

2
l og

1

2

(p
γn + 1p

γn

)
(2.11)

Figure 2.3: Distance and Weight of features

In the previous sections, it was assumed that the continuous waveform is observed as a finite
sequence consisting of N = 2K + 1 samples that are enumerated either by n = 1, · · · , N , or by
k = −K , · · · ,+K . The hypothesis was only tested on the middlemost sample at k=0, or n=K+1.
The procedure can be made applicable to all sample by modifying the D ×N matrix T and the
D×D diagonal matrix Γ. The transformation of the finite sequence w can then be rewritten by:

ud =
N∑

n=1
Td ,nwn with d = 1, · · · ,D (2.12)

If w represents an infinite sequence, then the feature extraction is applied to finite selections of
the sequence

ud (m) =
N∑

n=1
Td ,nwm−K+n−1 (2.13)

Up to now, the discussion about the position ξ of a point was restricted to only the middlemost
pixel within a finite sequence. However, in a Poisson point process, many events are gener-
ated, and we want to detect them all. If at a certain sample m, the log-likelihood exceeds the

Robotics and Mechatronics Kevin Rafael Indrawijaya



8 Covariance Model Based Keypoint Detector Development

threshold, v(m) > T , then this is not a sufficient condition for detection since a neighbouring
sample might have an even larger log-likelihood ratio. Hence, non-local-maximum suppres-
sion must be applied. A detection only takes place if the v(m) exceeds the threshold and is
larger than its two neighbours

a point is detected at m if : vm > T and vm−1 < vm and vm+1 < vm (2.14)

Figure 2.4 shows the log-likelihood ratio in comparison to the waveform. It also includes the
detected points in comparison to the true reference points. The error rate in this case is 12%,
where there is 6 missed detection out of 50, where all 6 of them are spurious.

Figure 2.4: Result of the key point detector

2.2 Extension into 2-dimensional

The next thing is to extend it into a 2-dimensional case. This can be done by extending the
domain of the Poisson point process into R2. The points θk on the real axis become 2D points
θk = (xk , yk ). The densityλ(x) becomes a 2D functionλ(x, y), and the autocovariance functions
become 4D, where the integrals extend over the 2D space. For instance,

Rp (x1, x2, y1, y2) =σ2
a

∫ ∞

β=−∞

∫ ∞

α=−∞
λ(α,β)s(x1 +α, y1 +β)s(x2 +α, y2 +β)dαdβ (2.15)

The 1D neighbourhoods, e.g., n = 1, · · · , N become 2D N×N structures must be reshaped to 1D
N 2 ×1 structures to enable a description in terms of covariance matrices. This can be done by
reshaping the N columns to just one large column with M 2 elements.

The shape of the psf also needs to be adapted to the 2-dimensional psf. Some of the example
of these psf can be seen in Figure 2.5.

A more extensive discussion of this extension process will be discussed in the chapter itself.
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CHAPTER 2. BACKGROUND 9

Figure 2.5: Examples of point spread function (van der Heijden et al., 1997)

2.3 Performance Evaluation

In order to evaluate the performance, there is a need to assess the detected keypoint. The de-
tected keypoint can be classified as a correct detection, spurious, localisation error, or missed.
In general, a localisation error is less bad than a spurious or a missed detection. Should a per-
formance evaluation be based on incorrect detection, localisation error should therefore have
less weight than a spurious or missed detection.

One way to do this performance evaluation is to do a Figure of Merit calculation, as proposed
by van der Heijden (1992). The computational structure of this FOM method can be seen in
the following diagram in Figure 2.6. This method works by first having the two signals, the de-
tected signals and the reference signals. Then detected signals is subtracted from the reference
signals. This will create a distinction between spurious and missed with the localisation error.
After passing the signal through a low pass filter, the error should be calculated by taking the
squared value then averaging them based on the number of reference points.

Figure 2.6: Computation structure of the figure of merit performance measure

The feature of this method is that the smearing caused by the low pass filter makes sure that
a minor localisation error has a lower weight than a large localisation error. Localisation error
still has less error weights than spurious or missed detection. All of these depend on the value
of the σ of the Gaussian filter. This σ affects what would be considered a localisation error. The
illustration of this method can be seen in Figure 2.7. It can be seen that the filtering caused
some of the localisation error to mostly nullify each other.

(a) Reference (b) Detected (c) Error (d) Filtered Error

Figure 2.7: FOM Steps
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10 Covariance Model Based Keypoint Detector Development

3 Numerical Optimisation in 1-Dimensional CVM

3.1 Introduction

Although the feature detection has a decent error rate, it is still not optimal. Within a 1-
dimensional model, there are still several questions that still need to be investigated. The CVM
operator is a model-based approach to detect features within a record of a signal/image. The
CVM operator is built with some input parameters (density, inhibition distance, etc.) called
the design parameters. The CVM operator is tested with signals which are generated using the
same model on which the CVM operator was designed. The values of these test parameters are
not necessarily the same as the one which were used to build the CVM operator.

From this knowledge, this chapter would explore the extent to which the CVM operator can
improve by optimising the weights and the parameter. The research question of this section, as
mentioned in Chapter 1, are

1. Given the set of design parameters, which equals the set of test parameters, to what ex-
tent is it advantageous to numerically optimise the weights of the designed CVM oper-
ator?

2. Given a set of test parameters with which test signals are generated, to what extent is it
advantageous to numerically optimise the design parameters of the CVM operator?

This chapter will start with the methods to answer the research questions. In this section, the
experimental setups are provided. In the following section, the results of the experiments are
presented. The discussion will follow, starting with the interpretation of the result. There will
also be discussions on the limitation of the study along with a future recommendation. Finally,
the conclusion will close this chapter.

3.2 Methods

This section presents the procedure on which the research question is answered. In this sec-
tion, the analysis and the experimental setup is discussed. The research question will be in-
vestigated by means of experiments. These experiments are done on a 1D CVM operator with
varying signals and varying parameters. The 1D CVM operator is the same one that has been
discussed in the background. The performance measure here is FOM which has also been dis-
cussed previously.

One of the main reason that the performance is still not optimal is the limited amount of train-
ing resources. With only a length of 1000, the test signal is not able to be optimised properly.
The numerical optimisation on a larger training set will have a more general and unbiased res-
ult. The numerical optimisation attempts to minimise the FOM value by taking the weights
or parameters as a multivariable function. This operation makes use of fminsearch func-
tions of MATLAB. This fminsearch functions makes use of Nelder-Mead simplex algorithm
by Lagarias et al. (1998). This procedure can be seen in Figure 3.1 where the parameter adjust-
ment can be either the weights of the CVM operator or the design parameter of the CVM.

3.2.1 Experimental Setup

Parameters Influence on CVM Operator Behaviour

Before the numerical optimisation is done, the first experiment will be conducted to observe
the operator’s behaviour. A varied design parameters will allow for more comparison and, con-
sequently, insight into the operator’s general behaviour. These insights can be useful to inter-
pret the results of the numerical optimisation that will be performed later.
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CHAPTER 3. NUMERICAL OPTIMISATION IN 1-DIMENSIONAL CVM 11

Figure 3.1: Structure of the numerical optimisation

The experiments will then see the resulting weights and response to varying parameters on a
common signal. This signal will be a block shape signal which can be seen in Figure 3.2a.

The design parameters will be the variable in this experiment. These include the density, points
amplitude, inhibition distance, and white noise. These values are given in Table 3.1. In this
study, x̄ denotes the original design value of a parameter. Variation of these values will be used
to experiment. Points amplitude and noise are especially related as the ratio between them
(σa/σn) forms the Signal to Noise Ratio used in the results.

Table 3.1: Design Parameters and their Default Value

Parameters Value
density ( ¯λ(x)) 0.05

standard deviation of points amplitude (σ̄a) 1
inhibition distance (R̄i ) 4

standard deviation of white noise (σ̄n) 0.05

Numerical Optimisation on Weights of CVM Operator

The next experiment will be to do numerical optimisation on the resulting weights. This exper-
iment will be done on a much larger training set, with a length of 500000. The weights of the
CVM operator will then be numerically optimised.

For the numerical optimisation on the weights of the CVM operator, the experiments will be
performed on several types of signals. This experiment will use three types of signals: block
shape, modulated shape, and edge shape. These three signals shape can be seen in Figure 3.2.

(a) Block Shape Signal (b) Modulated Signal (c) Edge Shape Signal

Figure 3.2: Examples of Common Signals

Moreover, to understand the influence that the parameters have on the FOM performance,
the weights numerical optimisation will be performed on varying values of parameters. The
experiment will be conducted by keeping all other parameters constant while modifying one
parameter value. This will result in an overview of the parameter influence in the weights op-
timisation.
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12 Covariance Model Based Keypoint Detector Development

Numerical Optimisation on Parameters of CVM Operator

The last experiment in this section is numerical optimisation on the design parameter. Several
parameters construct the CVM operator. These parameters can be different on the test signal
when compared to the design parameter. This experiment attempts to minimise the FOM by
modifying the value of the design parameter.

This experiment follows a similar approach as optimising the weights, however, with a signal
of length 100000 instead of 500000 due to limited computation power and time efficiency. The
experiment will be performed on the same three common signals, which can also be found in
Figure 3.2.

This experiment will start by providing a default parameter as seen in Table 3.1. The wave will
then be generated on the varied parameter value. This results in a measure of the numerical op-
timisation performance. The result’s extension is the possibility of getting the unknown design
parameter out of the numerical optimisation.

3.3 Results

3.3.1 Parameters Influence on CVM Operator Behaviour

The responses of the CVM operator when modifying a parameter are shown in Figure 3.3. These
figures show the influence that parameter has on the CVM operator response. First, on the
density of the points. Then the next one on the SNR (σa/σn) is done by modifying the value
of the standard deviation of points amplitude. The third and final one is on the inhibition
distance.

(a) density (b) SNR based on si g maa (c) inhibition distance

Figure 3.3: CVM operator responses with varied parameters on block shape signals.

From the figures, it seems that the density mainly affects the amplitude of the response. The
SNR itself affects the amplitude and the width of the response. The inhibition distance affects
the width of the response, where there is a ’valley’ which means that there will be no response
near to each other.

3.3.2 Numerical Optimisation on Weights of CVM Operator

On the common case, the three signals with default design parameter value, the numerical
optimisation can be seen in Table 3.2.

Table 3.2: Results of Weight Optimisation on Common Signals

Block Shape Modulated Shape Edge Shape
Original FOM 0.156 0.098 0.063

Optimised FOM 0.135 0.073 0.061

The following results are on the influence that the parameters have on the optimisation. The
first parameter that will be modified is density. The effect of this parameter on FOM and the
optimisation can be seen in Figure 3.4. The figures show that with higher density, the detection
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CHAPTER 3. NUMERICAL OPTIMISATION IN 1-DIMENSIONAL CVM 13

got worse. However, the optimisation compensates for that, as it shows a more stable FOM
result.

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 3.4: FOM performance on various density value for weight optimisation

The following result comes from the varied value of SNR. Figure 3.5 visualise the results. This
experiment shows that the variance of this parameter improves the FOM significantly until a
value of around 20. After this range, optimisation does not improve the result as much any-
more. However, there is still a trendline of improvement when the value of the parameter is
higher.

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 3.5: FOM performance on various SNR value for weight optimisation

The FOM result for the various inhibition distance can be seen in Figure 3.6. The FOM might
not necessarily decrease all the time without optimisation. However, after optimisation, the
FOM have a trendline to go down as the inhibition distance increase.

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 3.6: FOM performance on various inhibition distance value for weight optimisation

3.3.3 Numerical Optimisation on the Parameters of CVM Operator

In numerical optimisation of the design parameters, there might be differences in the para-
meter of the constructed wave to the design parameter. Table 3.3 show the optimisation done
on the common example where the wave is constructed using the same design parameter as
the initial input to the CVM operator. It can be seen that there is still some improvement that
can be achieved even on the same design parameter.
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14 Covariance Model Based Keypoint Detector Development

Table 3.3: Results of Parameter Optimisation on Common Signals

Block Shape Modulated Shape Edge Shape
Original FOM 0.159 0.091 0.063

Optimised FOM 0.130 0.065 0.062

The following results are on optimisation possible when inputting default value parameters for
the varied parameter value. The first parameter that will be modified is density. The FOM and
optimised FOM on these varied values can be seen in Figure 3.7. As the density goes up, the
FOM results also go up.

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 3.7: FOM performance on various density value for parameter optimisation

The following results are on the FOM results given varied value of the SNR. Figure 3.8 visualise
the results. This parameter shows a better FOM on a higher parameter value. The figures also
show greater improvement on the higher parameter value.

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 3.8: FOM performance on various SNR value for parameter optimisation

The original and optimised FOM result for the various inhibition distance can be seen in Figure
3.9. The optimised FOM shows improvement as the inhibition distance increase.

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 3.9: FOM performance on various inhibition distance value for parameter optimisation
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The last result of the parameter optimisation is the resulting parameter value after optimisa-
tion. The summarised version containing the Root-Mean-Square of the difference between the
design parameter value and the optimised parameter value can be seen in Table 3.4.

Table 3.4: RMS value between Design Parameter and Optimised Parameter

Block Shape Modulated Shape Edge Shape
density (λ) 0.0203 0.0047 0.0259

standard deviation of amplitude (σa) 0.2216 0.1797 0.4014
inhibition distance (Ri ) 1.3483 1.4185 0.8370

standard deviation of noise (σn) 0.0206 0.0295 0.0223

3.4 Discussion

There are several discussions to be made according to the results. The general result of the
experiment comes as expected. The parameter influence helps in understanding the behaviour
in the other experiments.

The result on the weight optimisation is also relatively expected as the improvement made on
more complex signals such as the modulated shape are higher when compared to the already
quite clear detection in edge shape signal. The same goes for the optimisation of the parameter.

The interesting observation from the experiment is that the general behaviour of the two meth-
ods of optimisation shows a similar result. This can be seen from the similar resulting beha-
viour between the weight and parameter optimisation. This could mean that a numerical op-
timisation could be done on either one of them to achieve a comparable result.

The observation on the density where the result gets worse over time corresponds to the found-
ing in the response behaviour with higher density. Figure 3.3a shows that with higher density,
the amplitude of the response gets lower. This makes for a harder decision and, therefore, a
worse detection.

Similar things can be said regarding the SNR. As seen in Figure 3.3b as the amplitude gets
higher, the response allows for an easier decision process. This corresponds to the founding
in the weight and parameter optimisation, which shows as the amplitude goes up, it is possible
to get a better result.

The inhibition distance prevents any events within a certain distance to another. Therefore, it
can be expected that with a higher inhibition distance, points can be more easily detected as
they are more likely to be in a certain space. This corresponds to the founding in the results.
Moreover, it can be expected that with a default density value of 0.05 and inhibition distance
of close to 20 would have an expected outcome of uniformly spread out events. This would
probably result in a very deterministic detection. This might not be desired for the numerical
optimisation as it would result in more missed detection.

Lastly, the optimisation on the parameter shows a very close optimised parameter when done
on an unknown design parameter. The difference in the inhibition distance might look quite
large. However, this is mostly caused by the larger inhibition distance, where it gets to a value
of 16. Therefore this result is still considered quite small in comparison.

3.4.1 Limitations and Recommendations

Due to limited time and resource, the experiment done on this chapter can only be done on
a small scale. The varied parameters were chosen on an exponential scale to show the gen-
eral behaviour. There can be more combination in the experiment, which can generate more
insight into the CVM operator behaviour.

Robotics and Mechatronics Kevin Rafael Indrawijaya



16 Covariance Model Based Keypoint Detector Development

According to the founding in this experiment, it seems that either the weight or parameter
optimisation is enough to get into the optimal result. However, this is still not verified. For
future study, the combination of weights and parameter optimisation can be explored.

Optimisation on the parameter on unknown input shows the possibility of doing the same
thing into the parameter of the signal. This means that the parameter of an unknown signal
that generates the wave can become known through optimisation on the signal parameter.
Therefore another interesting future study would be to explore the possibility of determining
an unknown input signal using numerical optimisation.

3.5 Conclusion

This experiment will be assessed based on the goals, which is how the CVM operator can im-
prove by optimising the weights and the parameter. This will be answered by answering each
of the research questions.

The improvement made on optimising the weights of the designed CVM operator depends
heavily on the type of signals and the parameters of the CVM operator itself. In a common
case scenario, 20% improvement can be expected out of the optimisation process. Meanwhile,
in an extreme case, the gain can be as high as 70%.

The improvement made on optimising the design parameter of the CVM operator is quite sim-
ilar to the improvement made on the weights optimisation. However, as expected, the amount
of improvement in the parameter optimisation depends on the difference the default para-
meter has compared to the unknown parameter. A larger difference means that there is more
room for improvement. This improvement can be as large as 77% improvement in some cases.

Moreover, in this experiments, many insights towards the behaviour of the CVM operator in a
1-dimensional case were made. The CVM operator’s response on various design parameters
allows for interesting observation and explanation towards the limits of optimisation.
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4 1-Dimensional Data-Driven Keypoint Detection

4.1 Introduction

Deep learning is very commonly applied in 1-dimensional data. Examples of a 1-dimensional
data-driven approach are speech recognition, waveform prediction, and waveform segment-
ation. Out of these examples, feature detection is part of waveform segmentation, where the
features are segmented with a different label compared to the rest of the signals.

This chapter will explore the use of a data-driven method for feature detection in a 1-
dimensional case. This can be a beneficial insight into the comparison that can be expected
from a model-based and data-driven approach in the 2-dimensional case. As mentioned in
Chapter 1, the research questions for this chapter are

1. To what extent can a data-driven approach, such as a convolution neural network, out-
perform the model-driven approach?

2. To what extent can a data-driven approach fed by signals derived from a model-based ap-
proach outperform the purely data-driven approach or purely model-driven approach?

This chapter will start with the methods to answer the research questions. In this section, the
experimental setups are provided. In the following section, the results of the experiments are
presented. The discussion will follow, starting with the interpretation of the result. There will
also be discussions on the limitation of the study along with a future recommendation. Finally,
the conclusion will close this chapter.

4.2 Method

There are several options of neural network that can be used for data-driven waveform
segmentation. Convolutional Network, or a variation of it, is more commonly used in 2-
dimensional data such as images (Albawi et al., 2018). However, it can be modified so that
it accepts a more 1-dimensional input. In comparison, for comparison of performance with
a type of network that is suitable for sequential or 1-dimensional input, the Long Short Term
Memory (LSTM) network will also be part of the experiment (Hochreiter and Schmidhuber,
1997).

CNN is usually well known to be used in image segmentation, where the main usages revolve
around training the network to find the weights that can output enough difference for clas-
sification. This will be done towards 1-dimensional data, which means that it will recognise
a certain pattern in the waveform to recognise the events. LSTM network, meanwhile, was
developed with sequential input as the primary purpose. It is well-suited for classification,
processing, and predictions on time series data. It is also commonly used for ECG wave seg-
mentation or prediction.

Both of these methods are constructed on MATLAB with further specifications listed in the
following experimental setup.

4.2.1 Experimental Setup

The data for this experiment will be generated using the Poisson Point Process (PPP). This data-
set will contain 1000 waveform of 5000 lengths each. This will be separated into 70% training
data and 30% test data. Moreover, this is done with three different event signal shape. There
are block shape, modulated shape, and edge shape signals. These signals are the same one that
is used in Chapter 3 and can be seen in the Figure 3.2
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18 Covariance Model Based Keypoint Detector Development

The MATLAB code used to set up the network and the training options used can be seen in
Appendix A.

The CNN networks are constructed on ten layers. However, there is a problem with MATLAB
deep learning library regarding 1-dimensional reference labels. When parsing a 1-dimensional
categorical reference, MATLAB recognises it as a vector that does not allow for image segment-
ation. This makes it impossible to have a purely 1-dimensional convolutional network. The
option that has been done was to concatenate the wave into a 2×N data format to accommod-
ates this network. The network then accepts a 2×N input with a 2×N categorical label to allow
semantic segmentation.

The network is composed of the input layer, which goes into the convolution layer. Afterwards,
there is a pooling section along with the ReLu layer. In the end, it makes use of a classification
layer with custom weights according to the inverse frequency of the class labels.

The LSTM networks are constructed on five layers in MATLAB. The first is a sequence input
layer, which allows for 1-dimensional input. The next is the bidirectional LSTM layer with 200
hidden units. Afterwards, there is a fully connected layer that has two outputs, denoting the
labels. Later, a softmax layer is used to normalise the output to a probability distribution over
the predicted output class. Finally, the classification layer computes the loss function.

The trained network will be used to do waveform segmentation. The resulting feature detection
is assessed using the Figure of Merit method, which was also used in the previous chapter.
This allows for performance comparison between only the CVM operator, only a 1-dimensional
neural network, and a combination of the two.

There will be two types of experiments following the different research questions. The first
one will be a network trained and tested on the Poisson point process generated waveform.
This will be the baseline performance of the data-driven method on 1-dimensional data. The
second one will be a network trained and tested on the log-likelihood ratio as the output of the
CVM.

1-dimensional Neural Network on Generated Wave

The first experiment will be more straightforward. The LSTM and CNN will both be trained
based on the original waveform and the reference. This training aims to let the neural network
recognise the shape of the event and therefore detect the feature.

The result of this experiment will be the FOM performance on the trained network. This will be
used to compare the FOM result in the previous chapter, allowing for a comparison between
model-based and data-driven performance.

1-dimensional Neural Network on CVM Output

The second experiment will make use of the CVM operator to have the log-likelihood ratio out-
put. This resulting log-likelihood ratio will be used to train and test the network. This incorpor-
ation of CVM into LSTM will be done twice, first on unoptimised CVM operator weights and
then finally on optimised weights of the CVM operators.

Optimisation of CVM weights is done on a 500000 length wave following the procedure done in
Chapter 3. This is to minimise the computation time in optimising 1000 generated waves. The
resulting optimised weights and their corresponding transformation matrices are used to get
the log-likelihood ratio on the dataset.

The experiment will result in FOM measures which will be used to assess the performance of
model-based and data-driven method used together. It will also show the differences between
a network trained and tested on unoptimised and optimised model-based output.
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4.3 Results

There are two sets of results on the 1-dimensional network on the generated wave. For the CNN
results, Figure 4.1 show the confusion matrix and Table 4.1 shows the FOM values on each of
the signals tested. Confusion matrices allow for an easy overview of correct, spurious, or missed
detections. The table shows the FOM results for each signal while also showing the standard
deviation among the test data results.

Table 4.1: FOM results of CNN network on generated wave

Signal shape mean FOM std FOM
block shape 60.7048 8.238

modulated shape 30.7213 4.498
edge shape 16.7142 1.460

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 4.1: Confusion Matrices of CNN network on raw waveforms with different signals

The second sets of results are on the LSTM network. Table 4.2 compares the results from the
LSTM on raw signal, unoptimised CVM into LSTM, optimised CVM into LSTM, and finally the
CVM operator itself for comparison. The table shows the FOM results for each signal while also
showing the standard deviation for the test.

Table 4.2: FOM results of LSTM network on various input, with CVM operator for comparison

Signal shape mean FOM std FOM
block shape 0.0442 0.02

LSTM with raw image modulated shape 0.0482 0.02
edge shape 0.2445 0.035
block shape 0.1779 0.035

LSTM with unoptimised LLR modulated shape 0.0824 0.02
edge shape 0.0593 0.02
block shape 0.1871 0.03

LSTM with optimised LLR modulated shape 0.0899 0.022
edge shape 0.1154 0.028
block shape 0.1356 0.026

optimised CVM modulated shape 0.0757 0.02
edge shape 0.0801 0.017

Figure 4.2 show the confusion matrix of the LSTM network detection on the raw test waveforms.

There are two sets of results on the 1-dimensional network on the incorporation of CVM into
deep learning. The first one is on the unoptimised CVM into LSTM. The second one is on the
optimised CVM operator weights into LSTM. Each sets will show the confusion matrices as
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(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 4.2: Confusion Matrices of LSTM network on raw waveforms with different signals

shown in Figure 4.3 and 4.5. Then there will be an example of a detection on the waveform for
each of the network as shown in Figure 4.4 and 4.6.

(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 4.3: Confusion Matrices of LSTM network on CVM output with different signals

(a) LSTM detected events

(b) CVM detected events

Figure 4.4: Detected events on log likelihood ratio of block shape PPP with unoptimised CVM weights
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(a) Block Shape (b) Modulated Shape (c) Edge Shape

Figure 4.5: Confusion Matrices of LSTM network on optimised CVM output with different signals

(a) LSTM detected events

(b) CVM detected events

Figure 4.6: Detected events on log likelihood ratio of block shape PPP with optimised CVM weights

4.4 Discussions

4.4.1 Interpretation of Results

From the result, as seen in Figure 4.1 and Table 4.1, CNN does not perform very well on 1-
dimensional data. There is too much spurious detection, as can be seen from the confusion
matrices. This is possibly due to the filter size, as it is harder to recognise the signal’s shape
with only a small filter. Efforts have been made to fix this by changing the filter size, but even
after varying the filter width from 2 to 20, this still does not improve the result.

Other efforts such as changing the CNN setup have also been made into other Fully Connected
Network architecture. This, however, still does not give any remarkable result. The result that
is presented for CNN is by no means the best result that was obtained. However, it is a general
representation of the CNN result where it simply does not converge or simply decide to classify
everything into one class. Basic hyperparameter tuning has also been attempted. However, this
does not result in any significant improvement.

LSTM, in comparison, is performing well and gives out promising results. Looking at the com-
parison at Table 4.2, it does, in fact, exceeds the performance of the CVM operator. There is
a minimal amount of error, which is an excellent result coming from a neural network. The
method of using log-likelihood to train artificial neural network has advantages and disadvant-
ages. The benefits being a faster training time. This is likely to be due to easier recognition of
the peak of log-likelihood ratio. It converges to a relatively stable state within around 20-30%
of the iteration of the PPP wave training.

However, there might be information loss due to the imperfections of the CVM models. This
might cause missed detection in pure CVM operator looking for local maxima; however, this
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problem can sometimes be solved with the deep learning method. This can be seen in Figure
4.4 where a missed detection in pure CVM is still detected in the combined method. Looking at
the final FOM result shown in Table 4.2, it shows a relatively good result, however, it is still not
perfect. This might or might not become better through more training.

An interesting observation seems to be that optimised weights on the CVM operator do not
seem to make the result better. This can be seen from the result in Table 4.2. The same reason
might cause this as before; optimising the weights allows for sharper responses. This would
cause the network to assume that peaks or local maxima should be categorised as an event,
which causes spurious detections. In this case, looking at Figure 4.4 and 4.6, it seems that it is
quite likely to cause double events detected in a single events. Therefore, it seems that there are
no real differences in doing the weights optimisation for the CVM operator if combined with
the deep learning network.

4.4.2 Limitations and Recommendations

There are some limitations to the study found in this chapter. The most obvious is that MATLAB
does not allow image segmentation using a vector-shaped matrix, forcing the input and output
of the network to be 2× N where N is the length of the signal. This is already getting into 2-
dimensional data instead of 1-dimensional data even though it highly simulates it.

The next things is the amount of training and the optimality of such training done on the net-
work. It is possible that with further training or optimisation on the hyperparameters, both
CNN and LSTM network will be able to have a better result.

Another thing that can be explored is the validation of the results in comparison to the other
state of the art feature detection. This could be done as a comparison of different state-of-the-
art model-based feature detection methods aside from CVM.

4.5 Conclusions

The goal of this experiment was to see the extent of the data-driven approach compared to the
model-based approach in a 1-dimensional case. This was done in the hope of more significant
insights for further experiments in the 2-dimensional case. The performance and limitation of
the data-driven method have been explored in this chapter.

The data-driven approach on PPP shows outperforms the performance of the model-based
approach in some cases. While CNN performs poorly, LSTM has better FOM results even when
compared to the CVM. It exceeds the CVM performance. However, in return, it takes time to
train a good network.

The combination of model-based and data-driven does not show improvement in terms of
FOM values. However, this method shows improvement in the training time of the network. It
reduces the training time by around 70% when compared to the training on the PPP. From the
experiment, the limitation seems to be on the double detection of a single event. An optimisa-
tion effort on the weights also does not seem to improve the result, as it only causes a sharper
peak on the log-likelihood ratio.

This experiment does not fully cover the extent of the 1-dimensional data-driven approach.
Nevertheless, for the scope of the study, these experiments show insights into the advantages
and disadvantages that can be expected in the 2-dimensional data-driven approaches later.
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5 2-Dimensional CVM Feature Detection

5.1 Introduction

A big part of image processing comes in image feature detection. It is used for semantic seg-
mentation of the image and keypoint detection. Depending on the type of detection, these
could be line, edge, corner, or points of interest. Some known model-based feature detectors
are Canny, Sobel, and Harris (Canny, 1986; Kanopoulos et al., 1988; Harris and Stephens, 1988).

This chapter will explore the extension of the covariance model-based feature detector, which
has been discussed in Chapter 2 into a 2-dimensional case. This method has previously been
explored by van der Heijden (1992). The CVM operator will first be designed for the spots, line,
and edge detector. As mentioned in Chapter 1, the research questions for this chapter are

1. How is the performance of the covariance model feature detector on spots, line, and edge
detection compared to the literature?

This chapter will start with the methods to answer the research questions. In this section, the
analysis and experimental setups are provided. In the following section, the results of the exper-
iments are presented. The discussion will follow, starting with the interpretation of the result;
there will also be discussions on the limitation of the study along with a future recommenda-
tion. Finally, the conclusion will close this chapter.

5.2 Method

5.2.1 The CVM Operators for Spots Detection

The extension into 2-dimensional cases starts with the extension into the spots detector. The
events in the 1-dimensional case can be seen as a spot in an image in the 2-dimensional case.
This also means that such events can be modelled in the CVM operator. The image model for
this condition can also be modelled with a 2D Poisson Point Process. This PPP can be defined
as follows,

w(x, y) =Σk ak s(x −ξk , y −ηk )+b +n(x, y) (5.1)

Where k denotes the events, s defines the specific events, a 2D Gaussian function, at a certain
location specified with ξ and η. These events are further modified by random Gaussian amp-
litude a. The whole image is then affected by unknown offset b and observation noise n. The
event itself is defined as a 2D Gaussian function, as seen in the following equation.

The autocovariance function needs to be modified such that it accommodates a 2-dimensional
case such as this. Following the methods used by van der Heijden (1992), the autocovariance
functions for the presence and absence of a spots in Anm such as shown in Section 2, 1D CVM
operator, can be defined. In these equations, vectors will be used to denotes coordinates such
as~xn = (xn , yn),~ξn = (ξn ,ηn), and ~α= (α,β).

Rw (~x1,~x2|~ξk ∉ Anm) = Rp (~x1,~x2|~ξk ∉ Anm)+σ2
b +Rn(~x1 −~x2) (5.2)

with

Rp (~x1,~x2|~ξk ∉ Anm) =σ2
aλ

∫ ∞

~α=−∞
s(~x1 −~x2 +~α)s(~α)d~α−σ2

aλ

∫
~α∈Anm

s(~x1 +~α)s(~x2 +~α)d~α (5.3)

Rw (~x1,~x2|~ξk ∈ Anm) = Rs(~x1,~x2|~ξk ∈ Anm)+Rp (~x1,~x2|~ξk ∈ Anm)+σ2
b +Rn(~x1 −~x2) (5.4)
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with
Rs(~x1,~x2|~ξk ∈ Anm) =σ2

a s(~x1 −~ξk )s(~x2 −~ξk ) (5.5)

Rp (~x1,~x2|~ξk ∈ Anm) =σ2
aλ

∫ ∞

~α=−∞
s(~x1−~x2+~α)s(~α)d~α−σ2

aλ

∫
|~α−~ξ|<Ri

s(~x1+~α)s(~x2+~α)d~α (5.6)

The measurement vector then need to be defined. This measurement vector is 2-dimensional
for the as it is a 2-dimensional observation, yet it needs to be 1-dimensional for the autoco-
variance function. This can be done by rearranging the M × M neighbourhood into a 1× N
neighbourhood. Elements of the measurement vector are then defined by,

~wnmi
= w(n∆+xi ,m∆+ yi ) i = 0,1,2, ..., N −1

xi = (i /M −M/2)∆

yi = (i %M −M/2)∆ N = M ×M where M is odd

(5.7)

In the 2-dimensional case of the CVM operator, a 2D neighbourhood has to be arranged in
such a way that it can fit into 1D data so that the autocovariance function can be calculated.
As known from the autocovariance function input, the autocovariance function of a 2D case
is a 4D input, and this is not usable in the CVM operator. Therefore, block-toeplitz is used to
arrange the vectors such that it can be treated as a 2D input. The 1-dimensional 1×N neigh-
bourhood will be a block-toeplitz in the autocovariance function. This is explained more in the
Appendix B. The detector for a single event can then be defined with the hypotheses as follows.

R0i j = Rw (~x1,~x2|~ξk ∉ Anm)

R1(0,0)i j = Rw (~x1,~x2|~ξk =~0)
(5.8)

The rest of the steps in the construction of the CVM operator follows from the 1-dimensional
CVM operator in Section 2. In short, it goes through simplification through principal compon-
ent analysis. The resulting log-likelihood ratio is then used for the statistical test. For these spot
detections, it is sufficient to check if the log-likelihood ratio is a local maximum as well as above
a certain threshold. This is seen in the following equation.

(n∆,m∆) is a spot element iff


vnm > threshold AND

vn,m−1 < vnm AND vn,m+1 < vnm AND

vn−1,m < vnm AND vn+1,m < vnm

(5.9)

5.2.2 The CVM Operator for Line Detection

The line detection follows through the spots detection. Some modification to the shape of
the events and the autocovariance functions are needed. A forgiving window function p(x) is
introduced in the shape model of a line, representing the uncertainty of existing line elements
nearby in a particular direction. The shape of the line is then defined as follows.

s(x, y,φ) = sl (x sinφ+ y cosφ)p(x cosφ− y sinφ) (5.10)

p(x) = exp

[
−x2

2σ2
p

]
(5.11)
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The autocovariance functions are also affected by the changes in the model. Most notably due
to the addition of the integration for the φ for the rotational invariant line detection. Then, for
example, the knowledge that a line element withφ ∈Φ exists in the region Anm will result in the
autocovariance function in the following equation.

Rs(~x1,~x2,~ξk ) = σ2
a

|Φ|
∫
φ∈Φ

s(x1 −ξk , y1 −ηk ,φ)s(x2 −ξk , y2 −ηk ,φ)dφ (5.12)

where |Φ| refers to the length of the interval Φ. This changes can also be applied towards the
Rp (~x1,~x2|~ξk ∉ Anm) and Rp (~x1,~x2|~ξk ∈ Anm).

Rp (~x1,~x2|~ξk ∉ Anm) = σ2
aλ

|Φ|
∫ ∞

~α=−∞

∫
φ∈Φ

s(~x1 −~x2 +~α)s(~α)dφd~α

−σ
2
aλ

|Φ|
∫
~α∈Anm

∫
φ∈Φ

s(~x1 +~α)s(~x2 +~α)dφd~α

(5.13)

Rp (~x1,~x2|~ξk ∈ Anm) = σ2
aλ

|Φ|
∫ ∞

~α=−∞

∫
φ∈Φ

s(~x1 −~x2 +~α)s(~α)dφd~α

−σ
2
aλ

|Φ|
∫
|~α−~ξ|<Ri

∫
φ∈Φ

s(~x1 +~α)s(~x2 +~α)dφd~α

(5.14)

The rest of the steps can then follow through the spots detection. However, on determining the
line elements based on the loglikelihood ratio, the condition needs to be adjusted. Instead of a
local maxima in both directions, the line elements is considered when it is a local maxima in at
least 1 direction. This can be seen in the following conditions.

(n∆,m∆) is a line element iff


vnm > threshold AND

vn,m−1 < vnm AND vn,m+1 < vnm OR

vn−1,m < vnm AND vn+1,m < vnm

(5.15)

5.2.3 The CVM Operator for Edge Detection

The edge detector can be done as an extension of the line detection. The main differences are
the step edges need two window functions. The additional window function is used to express
the uncertainty concerning the exact course of a boundary segment that passes through the
hypothesised edge. This change to the model shape can be seen in the following equations.

s(x, y,φ) = se (x sinφ+ y cosφ)pr (x sinφ+ y cosφ)pp (x cosφ− y sinφ) (5.16)

The rest of the steps follow the same methods as the line detection.

5.2.4 Experimental Setup

The experiment is done four times for spots, line, and edge detection. For each of the detector,
a set of 100 images are used as a test set. This ensures a statistically significant result. 2D
Poisson Point Process generates the data set for spots detection, Mikado test for line detection,
and Voronoi test for edge detection. Examples of these datasets can be seen in Figure 5.1.

The parameters for the CVM operator can be seen in the following Table 5.1.

The performance measure used in this experiment is the FOM. After obtaining the results with
the CVM operator, optimisation will then be done on the weights of the CVM operator. The

Robotics and Mechatronics Kevin Rafael Indrawijaya



26 Covariance Model Based Keypoint Detector Development

(a) 2D PPP (b) Mikado (c) Voronoi edge

Figure 5.1: Example of the Dataset Image

Table 5.1: Parameter Value of Various CVM Operators Feature Detector

Spots Line Edge Corner
density (λ) 0.02 0.04 0.04 0.04

SNR (σa/σn) 20 20 10 20
inhibition distance (Ri ) 2 3 3 3

width of projection function (σr ) 4 4 4
width of forgiving function (σp ) 4

Neighbourhood size (M ×M) 11x11 11x11 11x11 9x9
Orientation range (Φ) [0 π] [0 π] [0 π]

Second orientation range (Θ) [π/6 5π/6]

choice of only optimising the weights of the CVM operator follows from the conclusion in
Chapter 3 that optimisation on the weights and design parameter results in the same beha-
viour. Weights optimisation is more efficient to do compared to design parameter. This op-
timisation follows the same methods like the one used in Chapter 3. The weights will be the
variable while trying to look for the minimum FOM value.

The result that can be expected out of this experiment is the validation of the spots, line, and
edge detector performance in comparison to the one found in the literature using the same
FOM evaluation. These will all be compared to the results of the optimised weight.

5.3 Results

The main results from the experiments are the validation of the performance of the CVM oper-
ator on various tests. This result can be seen in the following Table 5.2.

Table 5.2: FOM value for various detections over 100 test data.

Spots Line Edge Corner
mean FOM 0.2090 0.3619 0.1640 0.98

std FOM 0.0140 0.0269 0.0085 0.0040
mean FOM (optimised) 0.2086 0.3248 0.1181 0.98

std FOM (optimised) 0.0147 0.0247 0.0047 0.0040

Examples of detection for each of the shape are shown in Figure 5.2. All of these images are
only a partial image of 100×100 pixels instead of the full images. The first column shows the
test images, the second one shows the reference, the third one shows the detection, and the last
one shows the detection based on the optimised weight.
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Figure 5.2: Example of the test results for spots, line, and edge (top to bottom) showing test image,
reference, CVM detection, and CVM detection with optimised weights (left to right)

Figure 5.3 show some examples of the detections on real life scenario. The left column shows
the image where the detections are performed. This is followed by the log-likelihood ratio and
the detections on unoptimised CVM operator. Then on the right would be the log-likelihood
and the detections on the optimised CVM operator.
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Figure 5.3: Example of real image spots, line, and edge detections (top to bottom). left to right: test im-
age, log-likelihood (unoptimised), detection (unoptimised), log-likelihood (optimised), and detection
(optimised).

5.4 Discussions

The result of the CVM operator on the spots detection falls shorts of the one found in the lit-
erature by van der Heijden (1992). The performance measure is different where this one uses
FOM while the one in literature uses error rate. However, it still does not justify the difference
in performance. This difference might be due to the difference in parameter while constructing
the CVM operator in addition to not optimising the design parameter.

The line and edge detection, however, seems to roughly have the same performance as found
in the literature. The literature uses FOM being divided over the size of the image, while the
one used here is divided over the number of reference points. Should this be done in the same
way, the line detection, for example, has a density of 0.04. This means that the result should
then be divided by 25, which results in a very close result to the one found in the literature.

Most of the problem with the detection seems to come from spurious detection. Based on ob-
servations, it appears that the responses have some positive values after the inhibition distance.
This caused a feature with a large amplitude to sometimes have a higher artefacts value than
other small amplitude features. Optimisation on the weights fixed some of these issues, as seen
in the better result on the optimised weights.

The real images application of the CVM operator goes mostly as expected with the results of
the testing. This is shown in Figure 5.3 The spots detection are able to detect most of the spots,
however, similar to the testing, optimisation does not seem to improve the detection. The line
and edge detections perform as expected from the other testing where the optimised one per-
form better.

Some other discussions on the edge detector comparison can be seen in Appendix D

5.4.1 Limitations and Recommendations

Optimisation on the spots, line, and edge detection has only been done on the weights of the
CVM operator. Similarly to the 1-dimensional case, optimisation can also be done on the para-
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meter of the CVM. However, this is very computationally intensive, as it took several minutes
to calculate all the integration needed for the CVM operator. The result in the 1-dimensional
case shows that optimisation on weights and parameter results in approximately the same per-
formance. This can still be validated by further experiment following the same procedure as
the 1-dimensional case.

line and edge detections has been done, to extend this detection techniques further, the corner
detection can be detected next. An idea for an approach would be to change the model shape
functions into a corner shape. This possibility has been explored and can be seen in Appendix
C, however it does not seems to be very promising.

Another idea for the approach, taking inspiration from popular corner detection method such
as Harris corner detection (Harris and Stephens, 1988), is to make use of two-directional line
detection in x and y direction to detect the corner. An experiment has also been done by van der
Heijden (1992) which shows the possibility of using two directional CVM operator in x and y
direction to get a complete edge detection.

The log-likelihood ratio of each directional line detection can be multiplied with each other,
which theoretically will result in a peak at the corner location. The result of this operation is
then filtered with a Gaussian filter. The result should have a peak value at roughly the location
of the corner. Early experimentation of this can be seen in Figure 5.4. However, this produces a
lot of localisation errors and still requires a lot more refinement on the approach.

(a) (b) (c) (d)

(e) (f )

Figure 5.4: Early experiment on two directional line detector to find corner. (a) image, (b) reference, (c)
x direction line detection, (d) y direction line detection, (e) combined llr, (f) gaussian filtered

5.5 Conclusions

This chapter aims to recreate and re-validate the result of the CVM operator on spots, line, and
edge detection. The second goal is to see if the CVM operator can be moulded into corner
detection. Both of these goals have been explored in this chapter.

The spots, line, and edge detection has been recreated, and it performs in roughly the same
order of magnitude as found in the thesis of van der Heijden (1992). It has an excellent per-
formance in general. The main problem found is when the convolution kernel leaves behind
some artefacts, which became detected when the amplitudes of the other events are not high
enough. However, this problem is commonly found in feature detection when the amplitude
of a feature is not high enough. Numerical optimisation on the weights of the CVM operator
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seems to improve this condition. The results show a significant improvement in performance
compared to the detection without optimisation.

In the end, this chapter shows that the CVM operator still has good performance on the spots,
line and edge detection. Numerical optimisation performed on the weights of this operator
shows improvement to the performance. Several suggestions for further explorations have
been mentioned in the discussion section.
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6 2-Dimensional Data-Driven Feature Detection

6.1 Introduction

This chapter will explore the use of a data-driven method for feature detection in a 2-
dimensional case. This relates to the main goal of this thesis, where the effects of combining
model-based and data-driven approach were asked. As mentioned in Chapter 1, the research
questions for this chapter are

1. To what extent can a data-driven approach, such as a convolution neural network, out-
perform the model-driven approach?

2. To what extent can a data-driven approach fed by information derived from a model-
based approach outperform the purely data-driven approach or purely model-driven ap-
proach?

This chapter will start with the methods to answer the research questions. In this section, the
analysis and experimental setups are provided. In the following section, the results of the exper-
iments are presented. The discussion will follow, starting with the interpretation of the result.
There will also be discussions on the limitation of the study along with a future recommenda-
tion. Finally, the conclusion will close this chapter.

6.2 Method

UNet is a fully convolutional network model, with a structure similar to shape U by Ronneber-
ger et al. (2015). UNet is built with image segmentation and feature localisation in mind. It
requires fewer training sets and has high segmentation accuracy. The architecture of UNet is
shown in Figure 6.1. As seen from the figure, it is composed of an encoder and decoder, which
are symmetrical with the symmetry axis of the intermediate layer. The encoder uses a convo-
lutional layer to extract image feature, followed by a down-sampling with a pooling layer. The
decoder conducts up-sampling of the feature images with the addition of a cross-layer connec-
tion, which helps to recover the details of the image.

In this particular implementation, the encoder extracts the information through 5×5 convolu-
tional layer, ReLU function, and 2×2 max-pooling layer. The choice of 5×5 filter size instead of
3×3 is chosen as it provides a larger amount of information to be captured. The advantage is
that it is likely to be more accurate, with the training time as a trade-off. Logically, a 5×5 with
two depth should capture the same information as 3× 3 UNet with three depths. The depth
chosen for this experiment is two depth for 5×5 filter size. The decoder performs up-sampling
by 2×2 transposed convolution layer and gradually recovers the image information. Finally, a
softmax along with a classification layer is used for the decision making of the network.

The CVM operator results in a log-likelihood ratio, which is then used by placing a threshold to
determine the location of the features. However, the log-likelihood ratio is only the final result
of the process. The image is convoluted with each of the CVM operator convolution kernels
to get the log-likelihood ratio. This convolution produces responses, which, when added up
according to its weights, results in the log-likelihood ratio. In other words, the convolution
kernels and the responses are also part of the CVM operator results.

An approach that can be taken aside from using the log-likelihood ratio is to make uses of the
responses of the image to the kernels. These responses can be used as a multi-channel input to
the UNet. This is likely to give more information and context to the network.

Another approach is to have the convolution kernels as pre-trained convolution network
weights. This idea comes from the fact that convolution network weights often is of unrecog-
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Figure 6.1: Architecture of UNet (Ronneberger et al., 2015)

nisable shape. This will explore the result if a known shape is used as a pre-trained parameter.
This approach will hopefully make the training time faster, have better accuracy, and be more
explainable.

6.2.1 Experimental Setup

The data set used in these experiments is based on the same one as used in 5.1. There are 2D
Poisson Point Process, Mikado, and Voronoi for spots, line and edge detection. While a network
can be trained to detect all three at once, the networks will be trained independently for each
type of detection for this experiment. This is done so that the networks can have a comparable
result to the CVM operator.

There will be several experiments conducted in this exploration. The first is the experiment
done on the raw data trained with UNet. In this experiment, the images along with the ref-
erences will be used to train the network to recognise the features. This will be the baseline
performance of feature detection using deep learning methods.

Afterwards, experiments are conducted in implementing the CVM operator as part of the
neural network. There will be three approaches to this. The first is done directly using the
log-likelihood ratio of CVM as the input for the UNet. This is where the network will be trained
using the log-likelihood ratio output of the CVM operator instead of the raw data.

The next one is done with responses of the CVM as the multi-channel input of the UNet. The
dataset and UNet need to be modified to allow for this experiment. The data set will now con-
tain nine-channel, where the first is the original test image, the last one is the log-likelihood
ratio from CVM. Between them will be seven responses from seven of the CVM convolution
kernels, which have the highest Batthacharya distance. An example of this data set on the line
detection experiment is given in Figure 6.2. The network will also need to be adjusted so that it
accepts nine-channel input. This can be easily done on the input layer of the network.

Finally, the convolution kernel of the CVM operator will be used as the weights of the first con-
volution network in the UNet. To do this, the convolution kernels are preloaded as the para-
meter for the convolution network layer. An example of the convolution kernels that will be
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Figure 6.2: Multiple responses of line test image as multi-channel input to the UNet

used in the line detection experiment is presented in Figure 6.3. The rest of the experiment can
be done in the same way as normal UNet training.

Figure 6.3: Convolution kernels of line CVM operator
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Further details on the generation of the training data for all of these experiments can be seen
in Appendix E.

The performance will be measured with FOM. This is done so that it can be compared with the
CVM operator feature detector. In the deep learning method, the result will be skeletonised so
that it shows only the most important component in case of multiple detections of a feature.
This allows for a fairer comparison with the CVM operator.

The expected result of this experiment is the comparison of the results produced with these
data-driven methods with the CVM operator for feature detection.

6.3 Results

The overview of the performance of various UNet approaches with all the feature detection can
be seen in Table 6.1. There is also the result from the model-based approach, CVM operator,
listed as a comparison.

Table 6.1: FOM value for various UNet and types of feature detections with additions of CVM perform-
ance

Approach Spots Line Edge
UNet raw data mean FOM 1.0766 0.3137 0.0707

std FOM 0.0369 0.0275 0.0033
UNet log likelihood ratio mean FOM 1.8822 0.4054 0.1115

std FOM 0.1196 0.0509 0.0102
UNet multi-channel input mean FOM 0.9003 0.2040 0.0899

std FOM 0.0595 0.0321 0.0044
UNet pretrained weights mean FOM 1.0003 0.2841 0.0683

std FOM 0.0036 0.0241 0.0035
CVM mean FOM 0.2090 0.3619 0.1640

std FOM 0.0140 0.0269 0.0085
Optimised weights CVM mean FOM 0.2086 0.3248 0.1181

std FOM 0.0147 0.0247 0.0047

This result can be better seen in boxplots. This can be seen in Figure 6.4, 6.5, and 6.6 each
corresponding to spots, line, and edge detection.

Figure 6.4: Boxplots of spots detection results

The examples of each of the approaches for spots, line, and edge detection respectively can
be seen in Figure 6.7, 6.8, and 6.9. Each of the Figure contain eight subfigures, where each of
them are (a) test image, (b) reference point, (c) CVM detection, (d) CVM optimised detection,
(e) UNet raw image detection, (f) UNet log likelihood ratio detection, (g) UNet multi-channel
input detection, and (h) UNet pretrained weight detection
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Figure 6.5: Boxplots of line detection results

Figure 6.6: Boxplots of edge detection results

(a) (b) (c) (d)

(e) (f ) (g) (h)

Figure 6.7: Result of spots detection with various approach, (a) test image, (b) reference point, (c) CVM
detection, (d) CVM optimised detection, (e) UNet raw image detection, (f) UNet log likelihood ratio
detection, (g) UNet multi-channel input detection, and (h) UNet pretrained weight detection

The pre-trained weights change from the original convolution kernel. These changes can be
seen in Figure 6.10, 6.11, and 6.12 for spots, line, and edge respectively. Each of them contains
two subfigure, the pre-trained weights which came from the convolution kernel of the CVM
operator and then the weights after the network is trained. The figure shown has each of the
weights value re-scaled to be displayed here.
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(a) (b) (c) (d)

(e) (f ) (g) (h)

Figure 6.8: Result of line detection with various approach, (a) test image, (b) reference point, (c) CVM
detection, (d) CVM optimised detection, (e) UNet raw image detection, (f) UNet log likelihood ratio
detection, (g) UNet multi-channel input detection, and (h) UNet pretrained weight detection

(a) (b) (c) (d)

(e) (f ) (g) (h)

Figure 6.9: Result of edge detection with various approach, (a) test image, (b) reference point, (c) CVM
detection, (d) CVM optimised detection, (e) UNet raw image detection, (f) UNet log likelihood ratio
detection, (g) UNet multi-channel input detection, and (h) UNet pretrained weight detection

6.4 Discussions

UNet spots detection are not successful. The result shows either spurious detections or simply
no detection. This behaviour has previously been observed in the 1-dimensional CNN. The
primary cause of this is likely to be the large gap between the class label amount. Improvement
was not achieved even when the weights of the classification layer were adjusted.

The performance of line and edge UNet is comparable or better than the CVM operator,
whether it is optimised or unoptimised. This can be seen in Figure 6.5 and 6.6. The result
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(a) pretrained weights (b) weights after training

Figure 6.10: Comparison of spots pretrained weights before and after network training

(a) pretrained weights (b) weights after training

Figure 6.11: Comparison of line pretrained weights before and after network training

(a) pretrained weights (b) weights after training

Figure 6.12: Comparison of edge pretrained weights before and after network training

shows that, especially in edge detection, UNet outperform the CVM operator. Meanwhile, in
UNet line detection, the result is more comparable.

Incorporating CVM operator intermediate results into UNet has shown improvement in terms
of more robust, decisive results. This can be seen in Figure 6.8 and 6.9 where (g), the multi-
channel input approach has way less spurious detection compared to (e), the UNet on raw
data. The multi-channel input approach has less spurious detection compared to the rest of
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the approaches. This is likely to be the direct consequences of more prior information given to
the network when compared to the rest of the network.

The pre-trained weights on the first convolution mean that result of the first convolution is
similar to the log-likelihood ratio. However, as the weights can change, the result shows that it
can perform better than simply feeding the log-likelihood ratio from the CVM operator to the
network. This is due to the logical belief that the log-likelihood ratio approach causes some in-
formation loss due to model inaccuracies of the CVM operator itself. This is validated in Figure
6.5 and 6.6 where the performance of the pre-trained weights outperform the log-likelihood
ratio approach.

One of the main ideas of using the pre-trained weights approach is to make the UNet more
understandable. However, observing the changes in the weights, the results are not very recog-
nisable. The spots detection weights stay mostly the same in Figure 6.10, but the classification
layer decided to classify everything into one class. As shown by no detection in the result. The
weights of line and edge detection changes a lot as seen in Figure 6.11 and 6.12. However, the
result is not really recognisable and, unfortunately, is not understandable, which does not help
in further understanding of the UNet.

The approach of multi-channel input seems to perform the best when considering that it has
considerably fewer spurious detections. In the line detection it clearly has a better result as
the boxplot in figure 6.5 shows. Although the FOM performance is slightly lacking in edge de-
tection, it is within a reasonable range as all of them actually perform quite well. It has less
spurious detection than the rest of the approach, so if a slight localisation error is better, this
approach can be considered better than the other approaches. This type of improvement when
incorporating a model-based approach into a data-driven approach similar to the findings in
several papers, such as Oktay et al. (2018) and Lee et al. (2019).

6.4.1 Limitations and Recommendations

The spots detection with UNet did not works. As the main reason is believed to be the large gap
in the number of the two labels, further exploration could be done to circumvent this issue. One
such investigation could be done with blob detection, where multiple spot labels are clustered
together instead of stand-alone spots that it is currently. After the detection, a shrink operation
could be done to the result to get the spots. Further tuning on the hyperparameters could also
be done to see if it could resolve such issues.

The current experiment was done only on 5×5 UNet with a depth of only two. This is not a very
deep network. The maximum size of the filter in this method is only 7×7, which sometimes
might not be enough for wider line segments or bigger spots. Therefore, further exploration
could be done on UNet architecture with more depths. This will also further increase the pos-
sible tuning as there is more convolution layer within the network. However, this exploration
comes at the cost of computation time.

A basic tuning of hyperparameters was done in this experiment. However, it is believed that it
is still not optimal. Further exploration of the performance limits could be done using optim-
isation of the hyperparameters using grid search or bayesian optimisation.

6.5 Conclusions

This chapter aims to explore the performance of the data-driven approach compared to the
CVM operator. The performance of pure data-driven and incorporation of CVM operator has
been explored, and the results have been discussed.

In general, the performance of the data-driven method, in this case, UNet, is comparable to
the model-based approach, the CVM operator. The spots detection does not perform well with
UNet and causes spurious detections or no detection; this problem has been discussed in the
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previous section. The line and edge detection of UNet is slightly better, although not very sig-
nificant, compared to the CVM operator.

Incorporation of CVM results into the UNet shows improvement in performance. The main
approach that works well is the multi-channel input approach where the image, multiple re-
sponses out of CVM convolution kernels, and the log-likelihood ratio of the CVM is concat-
enated into multi-channel data. With this approach, the spurious detection is observed to be
much less compared to the other approaches. This good result is likely due to the amount of
prior information available to the network.

The other approach of incorporating the CVM operator into UNet seems to be comparable
to the performance of UNet on its own. Training the network on just the log-likelihood ratio
appears to not be the optimal choice in this case, likely to be caused by the information loss
due to the inaccuracy of the CVM operator model. The pre-trained weights perform well and
perform comparable, if not slightly better, to the UNet on the raw image. However, some of the
resulting weights after training have changed into unexplainable shapes, which does not help
understand the UNet further.
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7 Covariance Model as a Feature Descriptor

7.1 Introduction

Key points detectors are often used in conjunction with descriptors to associate an image to
another geometrically. This process is called feature matching. CVM has been able to produced
keypoints, especially in terms of line and edge. This chapter explores the possibility of using
the results, including any intermediate results of the CVM Operator, to be used as a descriptor
for feature matching.

This chapter attempts to explore the possibility of using CVM operator output to construct a
descriptor. These are the research questions of this chapter,

1. To what extent are the features that are intermediate results of the CVM operator usable
as a descriptor?

2. Can these descriptors be made rotational invariant?

3. Can these descriptors be made scale invariant?

4. To what extent can the features/descriptors of the CVM operator be used for keypoint
matching?

This chapter will start with the methods to answer the research questions. This method section
contains the analysis and experimental setups. The results of the experiments are presented in
the following section. The discussion will follow, starting with the interpretation of the result,
then discussions on the limitation of the study along with a future recommendation. Finally,
the conclusion will close this chapter.

7.2 Method

7.2.1 Feature Descriptor and Matching

There are generally two methods to represent images, global descriptor and local descriptor.
In this experiment, the local descriptor will be used. Feature descriptors encode interesting
information about a feature into a series of numbers. That is, the descriptor is a vector charac-
terising local visual appearance or local structure of image’s patches (Hassaballah et al., 2016).
The descriptor acts similarly to a numerical ’fingerprint’ to differentiate one feature from an-
other.

In the most simple situation, a descriptor could be the neighbourhood of the local feature.
However, a more versatile descriptor in terms of scale and rotation invariant often used a deriv-
ation of the image on the neighbourhood or vectors representing the region’s neighbourhood.

Feature matching is an act of establishing a relation between two images of the same
scene. This is done by making use of the previously mentioned feature descriptors. Feature
descriptors from two images are extracted to be compared with each other. This results in
matching features that can further be used, such as image registration, image stitching, cam-
era calibration, and object recognition.

Feature matching can be done in many ways. It is often optimised for specific descriptors to
ensure the best result. In general, the approach of feature matching can be divided into two
main approaches, brute force matcher and nearest neighbour matching (Hassaballah et al.,
2016). Brute force matcher can be quite simple in that it mainly makes use of the sum of ab-
solute difference or sum of squared difference. Meanwhile, nearest neighbour matching has
some most efficient algorithm: the randomised k-d forest and the Fast Library for Approximate
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Nearest Neighbours (FLANN). Moreover, RANSAC optimisation can be used to filter the outlier
in the results.

7.2.2 Scale and Rotation Invariant

From the literature, scale invariant was seemingly only achievable when the descriptors are in
scale with the information of scale-space extrema (Hassaballah et al., 2016). The neighbour-
hood in the descriptor needs to represent a magnitude in the same scale of the scale-space
extreme so that it can be compared to another scale-space extrema detection and still produce
a match. This is not something that can be directly applied using the intermediate result of the
CVM operator. Therefore, the descriptor is likely not to be scale invariant. An attempt to resolve
this issue is to have multiple features at a location containing information of different scale.

Rotation invariant is often achieved by making use of the gradient of the image descriptor,
such as in HOG. However, rotation-invariant can be quite easily achieved by orientating the
descriptor into the dominant gradient in a general use case. For example, a gradient of black
to white can be rotated so that the white always face upwards. If done to all the descriptors, all
descriptor should be rotation invariant. Therefore, the descriptor is likely possible to be made
into rotation invariant.

This, however, has to be accompanied by a process that is also rotation invariant. If the image
is convoluted with a non-symmetrical shape, then the resulting convolution might not be ro-
tation invariant. This can be seen in the following example shown in Figure 7.1. The top row
contains the convolution kernels, the left columns are the image and the rotated image. The
rest of them shows the convolution results. It can be seen that with the convolution kernel two
and three, when the image is rotated, the convolution result differs. This can be seen in the last
row, where, ignoring the convolution at the edge, the non-symmetrical convolution results in a
different value when the convolution kernel is non-symmetrical.

Figure 7.1: Examples of non rotation invariance with non symmetrical kernel. top row: convolution
kernels, left column: original image

Therefore, when applied globally, convolution kernels need to be symmetrical. Another option
would be to only apply the convolution on the local image patch that has been rotated accord-
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ing to the local image patch. This ensures that the convolution response is the same, which
also allow for a more diverse convolution shape to be used.

7.2.3 CVM Feature Descriptor

The CVM feature descriptor approach can be defined as bins of magnitudes, making use of
convolution results as a bin of information. This method was inspired by the use of bins in
SIFT descriptor (Lowe, 1999). However, instead of storing gradients in the descriptor as in SIFT,
the convolution results are arranged into feature vectors which later are concatenated to each
other, making the complete feature descriptor.

The computational structure of the CVM feature descriptor can be seen in Figure 7.2. It starts
with sampling the points around the keypoint detected. Afterwards, a limited scale invariant
should be able to be achieved by re-sampling the image patch at a different scale. Then, to
achieve rotation invariance, the local image patch needs to be aligned to the dominant gradi-
ent. This is first achieved by getting the orientation by making use of a histogram of the gradient
within a circle fitted into the image patch. This is to make sure that the process of alignment
on other orientation results in the same histogram. With the histogram, the dominant gradient
orientation is identified. Should there be more than one dominant gradient, it can be converted
into a new feature, each with its respective orientations.

Afterwards, sampling is done at the centre of the aligned image to prevent artefacts from ro-
tation. The resulting image patch will go through a set of convolution. This is where the CVM
operator contributes, the CVM operator convolution kernels are used for the convolution. Each
convolution kernel will act as a bin, where the convolution result will then be resized/pooled
into a 4×4 patch. This will then be reshaped into a 1×16 feature vector. Should there be eight
convolution kernels, this will result in 128 element vector. The result would then be normalised
so that it can be invariant to illumination.

Figure 7.2: Computational Structure of CVM Feature Descriptor

The kernels that will be used for the CVM feature descriptor is from the 11×11 CVM operator.
This can be seen in Figure 7.3. It was chosen based on the most distinct shape from the line
CVM operator kernel.

7.2.4 Experimental Setup

Invariant Descriptor

The feature descriptor’s experiment will use a set of test images constructed by a 2-dimensional
multivariate Gaussian shape. Figure 7.4 shows various example of such test image. The test
will be done by comparing just one feature descriptor original Gaussian shape to the rest of
the varied Gaussian shape. This will allow for checks on rotational and scale invariant of the
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Figure 7.3: CVM kernels used for feature descriptor

descriptor due to the varied parameter of the Gaussian shape. This can be seen in the compu-
tational structure of the test in Figure 7.5.

Figure 7.4: Gaussian shape with varied parameters. left : original, the rest has varied rotation, scale, and
illumination

Figure 7.5: Descriptor test computational structure

The illumination transformation will be a change of amplitude with a range from 0.5 to 2.5.
The rotation transformation will range from 0 to 180 degrees since it is symmetrical. The scale
transformation will range from 0.3 to 2.8. The randomisation here is done with uniform dis-
tribution. The performance will be evaluated on the sum of squared differences on various
Gaussian parameter. This will show the similarity and difference of them when they are at dif-
ferent angle and scale. The test will be done with 100 test images for each parameter and 100
for any combination of them. The expected result will be in the form of a table showing the sum
of squared differences of illumination, rotation and scale transformation, and the combination
of them.

Keypoint Matching

Keypoint matching can be used to assess the usefulness of the feature descriptor by using it for
keypoint matching. This experiment makes use of the existing image, in this case, the Voronoi
as seen in Figure 7.6. The image will be rotated and scaled at random to check the performance
of the descriptor for keypoint matching. The keypoint detection will make use of Harris corner
detection (Harris and Stephens, 1988).

A good descriptor for keypoint matching has a high number of correct matches on the oper-
ation. This can be tested by counting the number of correct matches, a similar performance
metrics to that of Bekele et al. (2013). However, automating this on its own is hard to do. A
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Figure 7.6: Example of figure to be used for keypoint matching

great number of matches can happen, while it might be all incorrect matches. There is a need
to make sure that the matches found are correct matches.

Keypoint descriptors can also be used for the calculation of the displacement field where the
image can be rotated back to be the original image. The resulting image of this operation can
be evaluated by making use of the FOM evaluation. In this way, the number of correct matches
can be compared by assessing the correct matches as well as the resulting transformation. The
computational structure of this test can be seen in Figure 7.7.

Figure 7.7: Keypoint matching test computation structure

In this experiment, initial detection of 50 corner keypoints is recorded using Harris corner de-
tection (Harris and Stephens, 1988). The detected keypoint will be transformed along with the
test image so that the keypoint locations stay the same relative to the images. The number of
correct matches will be the amount of inlier match, that is, the matches on the same displace-
ment field compared to the original image.

The transformation range is 0.3 to 2.8 for scale transformation and 0 to 180 degrees for the
rotation transformation. The test will be done 100 times for each of the transformation types
and the combination of the transformation.
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7.3 Results

The overview of the performance of feature descriptor on various invariance testing can be
seen in Table 7.1. This result can be better seen in a boxplot which is provided in Figure 7.8.

Table 7.1: SSD of various feature descriptor invariance testing

mean std
Illumination 1.0e-31 3.0e-32

Rotation 0.0117 0.0067
Scale 0.0076 0.0062

Illumination and Rotation 0.0094 0.0057
Illumination and Scale 0.0073 0.0063

Scale and Rotation 0.0198 0.0125
Illumination, Rotation, and Scale 0.0177 0.0121

Figure 7.8: Boxplot of various feature descriptor invariance testing

Furthermore, details on the rotation and scale performance can be seen in Figure 7.9 and 7.10.
These figures shows the difference of the descriptor at a certain rotation or scale interval.

Figure 7.9: Boxplot of feature descriptor at a certain rotation interval (0−π)
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Figure 7.10: Boxplot of feature descriptor at a certain scale interval (0.3−2.8)

Next, is the result on the keypoint matching, the overview of the performance can be seen in
Table 7.2. The boxplot of the results is also provided to provide more insights into the result of
this experiment. This boxplot can be seen in Figure 7.11

Table 7.2: FOM of various keypoint matching tests

mean std
Rotation 0.0106 0.0031

Scale 0.0190 0.0846
Scale and Rotation 0.0131 0.0155

Figure 7.11: Boxplot of keypoint matching performance with various parameter change

Furthermore, the results of the scale and rotation transformation in details can be seen in Fig-
ure 7.12 and 7.13. This figure shows the performance of the keypoint matching at a certain
scale interval.

Some examples of these keypoint matching can be seen in Figure 7.14. The figure shows the
scaling of the test image in text above them. The resulting FOM performances are also listed
above each figures.

The number of matches found that is used for the displacement field can be seen in Table 7.3.
Based on Figure 7.14, it is reasonable to say that a FOM value of up to 0.1 is a localisation error,
and afterwards, it is just a wrong classification. In this table, n refers to the amount of test that
falls in the category.
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Figure 7.12: Boxplot of scale transformation keypoint matching performance

Figure 7.13: Boxplot of rotation transformation keypoint matching performance

Table 7.3: Amount of matches (mean) on the same displacement field for the transformation

All FOM≤ 0.1 FOM> 0.1
mean amount mean amount mean

Rotation 49.71 100 49.71 0
Scale 43.13 98 43.87 2 7

Scale and Rotation 39.46 99 39.78 1 8

Finally, there are some keypoint matching examples on real images. The first one is done by
taking two part of the same image and do keypoint matching on them. The second and third
examples were done by taking a perspective change. These can be seen in Figure 7.15.
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Figure 7.14: Keypoint matching results examples, top: transformed test image, bottom:resulting trans-
formation back

(a) keypoint matching on parts of same image.

(b) keypoint matching with perspective change 1

(c) keypoint matching with perspective change 2

Figure 7.15: Keypoint matching real images examples
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7.4 Discussions

From the result, as seen in Figure 7.8, it can be seen that the attempts to have illumination,
rotation, and scale invariant feature descriptor is successful. The alignment to the dominant
gradient and the normalisation to the feature descriptor has allowed this to be possible. Some
results show as an outlier in the rotation transformation. This might be due to the low pixel
amounts, which causes some inaccuracies while aligning to the dominant gradient. This can
be seen in Figure 7.9, where rotation at approximately 45 degrees angle has worse performance
compared to 90 degrees. This is likely due to the pixelation of the image, rotation at an irregular
angle results in loss of information due to the discrete nature of pixels.

The limited scale invariant seems to work well in the test. This is still within the assumption
that the scale difference is at most two as designed. This can be seen in Figure 7.10 when the
scale is above two, the descriptor starts to differ again. However, on a scale of one to two, the
differences between the descriptor are small. This is most likely because the resize into a 4×4
bin size of the feature descriptor compressed the differences in the simple shape. In actual
image testing, there might be more differences in this range.

Artefacts hinder the experiment on keypoint matching due to several reasons. First, the in-
accuracies brought in by the rotation done to the image might cause localisation error on the
keypoint detection. This leads to the second reason: the slightest shift in the image will cause
some differences in the images as all of the image will be detected as not localised properly.
However, this is hugely improved when the FOM applies the low pass Gaussian filter to help
with the localisation error.

The general results of the keypoint matching as seen in Figure 7.11 shows a good transform-
ation into the original image. The keypoint matching on scale transformation indicates that
there are some outliers. Even though everything is still in relatively good value, Figure 7.12
shows that the keypoint matching on a scale below one results in worse results. This might
also be due to the pixelation problem of reverting a smaller image into a bigger image. The
combination of the scale and rotation transformation also seems to work well, showing a good
transformation back into the original image.

The amount of matches from the descriptor is good. The worst performance on the combina-
tion of scale and rotation transform still result in approximately 79% matches found. This is a
very good performance on the test. The real-world scenario might differ, however, this is still a
very good indication of the possibility that it can work well.

From the real images examples, it can be seen that it works well on the patches of a same im-
age, however, perspective changes decrease the performance. Although it is worse, the amount
of keypoint matched is still enough to do image registration or stereo vision on them. The per-
formance on different perspectives is likely to be affected by the different corner point found as
well. A different keypoint detection method might results into a different performance measure
as well.

7.4.1 Limitations and Recommendations

The test on the CVM feature descriptor has been stand-alone. For further validation of these
results, a further test should be done comparing the performance of the CVM feature descriptor
compared to other descriptors in the same kind of rotation and scale invariant test. Further
testing could also include the performance comparison in keypoint matching.

The current feature descriptor only encodes information in grayscale. An exploration into en-
coding colour information could also be explored further. Informations from colour could be-
nefit the keypoint matching as it would allows for a more distinct descriptors.
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The common method to construct a scale invariant descriptor is to have the magnitude of the
feature in the scale-space extrema. The CVM feature descriptor can further be explored to
accept such input and determine the image patch size automatically such that the resulting
descriptor can be scale invariant.

7.5 Conclusions

The goal of this chapter was to explore the possibility of constructing a feature descriptor based
on CVM. The design of the CVM feature descriptor has been done, and results have been dis-
cussed.

The designs of the CVM feature descriptor can be finalised. The resulting CVM feature
descriptor has been tested and shows illumination, rotation, and limited scale invariant. This
has been achieved through normalisation and alignment to the dominant gradient. A limited
scale invariant has been achieved by taking multiple scaled descriptor at one location. Some
ideas on achieving a more general scale invariant have been discussed for further exploration.

CVM feature descriptor has also shown the possibility of being used as a descriptor for keypoint
matching. When used with K-d trees, it allows for sufficiently robust keypoint matching with a
good amount of the descriptors matched correctly. This can work reliably with scale and rota-
tion transformation. These matched descriptors can transform the test image into the original
state correctly by calculating the displacement field.

Finally, to conclude, this chapter has shown the design of a feature descriptor that can use
convolution as a filter for added information. In this chapter, the CVM operation kernel was
used to do this exploration. Although it has shown some results as rotation and limited scale
invariant descriptor, this is still a very early experiment. Further explorations can still be done
on this subject, as mentioned in the discussions.
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8 Conclusions

The main goal of this thesis is to investigate the incorporation of covariance model-based im-
age feature detection and any of its intermediate results in combination with deep learning
approaches. The hypothesis was this incorporation of covariance model-based method within
a deep learning framework will improve the performance of feature detection. Then there is a
secondary goal of a feasibility study of feature descriptor based on covariance model operator.
All of these have been explored in this thesis, with details of these explorations discussed in the
respective chapters.

The incorporation of covariance model-based within a deep learning framework has been dis-
cussed in Chapter 6. Other experiments in the previous chapters lead to the results and con-
clusions of this chapter. The result shows that the deep learning networks can take advantage
and make use of additional prior information. The incorporation of the CVM operator into the
deep learning framework makes for a more robust, less spurious line and edge detections. This
finding is in line with the hypothesis that the performance of the deep learning framework is
improved by incorporating CVM.

The secondary goal of exploration of CVM based feature descriptor has been discussed in
Chapter 7. The design of the feature descriptor has been discussed and constructed. The res-
ulting descriptor has shown that it is illumination, rotation, and limited scale invariant. Fur-
thermore, keypoint matching using the descriptor has shown good results, where geometric
transform of scale and rotation can be estimated between the two images.

To conclude, this thesis has presented the improvement that can be achieved by incorporating
the CVM into a deep learning framework. This thesis also proposed a feature descriptor design
that makes use of the CVM operator kernel. However, there are still many further explorations
that can be explored following both directives. Within the incorporation of the CVM into the
deep learning framework, explorations can be done on different network architectures. Mean-
while, the feature descriptor can be further explored by validating its performance to state-of-
the-art. The design of the feature descriptor itself is still in the early stage, and further optim-
isation should be possible.
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A Setup for 1D Neural Network

The MATLAB code to construct one of the convolution architecture tried is provided in the fol-
lowing snippet. For the convolution network, important thing to note is that MATLAB does not
allows semantic segmentation using 1-dimensional data, therefore, unfortunately, the archi-
tecture must be modified to accept 2×N data. The training data is simply the dataset concat-
enated to itself.� �

convnet = [
imageInputLayer ( [ 2 5000 1 ] ,"Name" ," imageinput " , . . .

" Normalization " ,"none" )
convolution2dLayer ( [ 2 20 ] ,20 ,"Name" ," conv1 " , . . .

"Padding " ,"same" )
reluLayer ( "Name" ," relu1 " )
maxPooling2dLayer ( [ 2 2 ] ,"Name" ," maxpool" , . . .

"Padding " ,"same" ," Str ide " , [ 2 2 ] )
convolution2dLayer ( [ 2 20 ] ,20 ,"Name" ," conv2 " ," Padding " ,"same" )
reluLayer ( "Name" ," relu2 " )
transposedConv2dLayer ( [ 2 2 ] ,20 ,"Name" ," trans_conv " , . . .

" Str ide " , [ 2 2 ] )
convolution2dLayer ( [ 1 1 ] ,2 ,"Name" ," finalconv " )
softmaxLayer ( "Name" ," softmax " )
p i x e l C l a s s i f i c a t i o n L a y e r ( "Name" ," classoutput " , . . .

"ClassNames " , t b l .Name, " Classweights " , inverseFrequency ) ] ;� �
The MATLAB code to construct the LSTM network is provided in the following snippet.� �

LSTMnet = [
sequenceInputLayer ( 1 , "Name" , " sequenceinput " )
bilstmLayer (200 ,"Name" , " biLSTM " )
fullyConnectedLayer ( 2 , "Name" , " f c " )
softmaxLayer ( "Name" , " softmax " )
c l a s s i f i c a t i o n L a y e r ( "Name" , " classoutput " ) ] ;� �
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B Block Toeplitz in the Autocovariance Function

A block toeplitz is a toeplitz matrix consisting of smaller block matrixes which are also a toeplitz
matrix. A visualisation of such matrix can be seen here, where each of the Anm is also a toeplitz
on its own.

A =



A11 A12 A13 . . . A1n

A21 A11 A12 . . . A1,n−1

A31 A21 A11 . . .
...

...
...

...
. . . A12

An1 An−1,1 . . . A21 A11

 (B.1)

The autocovariance function is based on the neighbourhood measurement. Assuming this
neighbourhood measurement is a M ×M matrix, it will be an M 2 ×M 2 matrix in the autocov-
ariance function. This is because the 2D matrix becomes a 1D vector as mentioned in Section
5. The neighbourhood matrix index can be seen in the following equation.

N =


N11 N21 . . . Ni 1

A12 N22 . . . Ai 2
...

...
. . .

...
A1 j A2 j . . . Ai j

 (B.2)

i and j are indexes of the neighbourhood and has the same length M which forms a square
matrix. This can be set into the block toeplitz form using the following visualisations, where
ac f (Cx ,Rx ,Cy ,Ry ) is the input function. and C and R refers to the column and row of the
neighbourhood index.

This can be better seen in the following visualisation.

A =

Cx = 1 Cx = 2 . . . Cx = i
Cy = 1
Cy = 2

...
Cy = i


[A1,1] [A2,1] . . . [Ai ,1]
[A1,2] [A2,2] . . . [Ai ,2]

...
...

. . .
...

[A1,i ] [A2,i ] . . . [ACx=i ,Cy=i ]

 (B.3)

and for each of the block matrix,

ACx ,Cy =

Rx = 1 Rx = 2 . . . Rx = j
Ry = 1
Ry = 2

...
Ry = j


. . .

. . .
. . .

. . .

ACx Rx ,Cy Ry

 (B.4)

Therefore, the rows and columns from the neighbourhood matrix is represented in the block
toeplitz.
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C CVM corner detection efforts

The corner detection can be done by making use of the line detection as the base. A corner can
be defined as an intersection of lines. The first approach makes use of shape information. This
can be applied to the CVM operator by modifying the model shape as well as the autocovari-
ance function that comes with it. This is done by introducing another window function that
limits the likelihood when there are no two line elements with different directions connected
to the corner elements. This corner element is then modelled by the following equations.

s(x, y,φ) = s1(x sinφ+ y cosφ)p(x cosφ− y sinφ)p(x cos(φ+θ)− y sin(φ+θ)) (C.1)

Where θ refers to the difference of directions between the two lines. The autocovariance func-
tion is then affected by the model’s changes, which results in the following sets of equations.

Rp (~x1,~x2|~ξk ∉ Anm) = σ2
aλ

|Φ||Θ|
∫ ∞

~α=−∞

∫
φ∈Φ

∫
θ∈Θ

s(~x1 −~x2 +~α)s(~α)dθdφd~α

− σ2
aλ

|Φ||Θ|
∫
~α∈Anm

∫
φ∈Φ

∫
θ∈Θ

s(~x1 +~α)s(~x2 +~α)dθdφd~α

(C.2)

Rp (~x1,~x2|~ξk ∉ Anm) = σ2
aλ

|Φ||Θ|
∫ ∞

~α=−∞

∫
φ∈Φ

∫
θ∈Θ

s(~x1 −~x2 +~α)s(~α)dθdφd~α

− σ2
aλ

|Φ||Θ|
∫
|~α−~ξ|<Ri

∫
φ∈Φ

∫
θ∈Θ

s(~x1 +~α)s(~x2 +~α)dθdφd~α

(C.3)

The rest of the steps follow through the spots and line detection. The detection of corner ele-
ments is decided by the local maxima of the log-likelihood ratio for which it is above a certain
threshold value. This is the same classification as the spots detection.
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D Edge detector showcase

This appendix shows the detections done by various methods. This is done for qualitative eval-
uation on the differences between the detectors. The detectors used are CVM operator, Canny,
Prewitt, Sobel, and Zerocross. Figure D.1 shows the detections on a Voronoi image.

(a) Voronoi test image (b) CVM operator (c) Canny

(d) Prewitt (e) Sobel (f ) Zerocross

Figure D.1: Example of various edge detectors.
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E 2-Dimensional Deep Learning Training Data

The log likelihood ratio of CVM operator does not need to much further processing. It is res-
caled to 0 to 1 value, with the zeros of the log likelihood ratio set to a 0.5 with the max value
being the extend of the scale. This is done to prevent any error detections caused by the dif-
ferences in the background level. This procedure can be seen in the following equation, where
LLR represents the log likelihood ratio.

rescale the LLR to

{
[0.5 1] for LLR with values of [0 max(|LLR|)]

[0 0.5) for LLR with values of [−max(|LLR|) 0)
(E.1)

For the multi-response input network, each of the results of the convolution kernels result are
also scaled using the same equation. They are then concatenated on the third dimension with
the test image and the log likelihood ratio. Below is the list of the concatenation.

1. Test Image
2. Convolution kernel 1 result
3. Convolution kernel 2 result
4. Convolution kernel 3 result
5. Convolution kernel 4 result
6. Convolution kernel 5 result
7. Convolution kernel 6 result
8. Convolution kernel 7 result
9. Log likelihood ratio

Finally, for the experiment of using CVM operator kernel as the convolution layer weights, the
kernel is then saved as a struct that can be loaded as the layer weights. The bias of the weights
need to be set to 0. This struct will then be used as an initial weights of the first convolution
layer of the UNet.
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