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Abstract

Being able to localize unique subjects across a collection of heterogeneous videos in
an unsupervised manner is a challenging task. A task that humans are able to perform
quite accurately. We can analyse and understand scenes, easily follow subjects through
a video, and are able to re-identify lost subjects based on their appearance. Implement-
ing these skills into a computer system crosses various computer vision and artificial
intelligence fields. State of the art applications have been created for use cases where
humans are the subject. This thesis aims to tackle the research question: Which state
of the art applications can be utilized to extract the information about the occurrence
of unique subjects from heterogeneous videos and what are the limitations of these ex-
isting applications. Based on these applications and limitations, a pipeline was created
with YoloV4+DeepSORT and FairMOT that can detect, track and re-identify, adapted
for non-human subjects to finally output the desired information. The subject type used
in this thesis are horses, however, this thesis is applicable to any other subject typewith
a suitable training set.
The two limitations that were found in the re-identification task are 1) the incapability
to extract long-term information from horses resulting in insufficient accuracy when
attempting to re-identify subjects and 2) the online method of tracking resulting in un-
desired identify transfers. Suggestions on how to improve these limitations are given.
The final pipeline was able to detect 93% of the horses within the evaluation frames
and was able to minimize the number of identity transfers to 5 within the evaluation
fragments.
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Chapter1
Introduction

Developments in computer vision have been trying to simulate the basic biological system, such

as the ability to recognize movements, understand scenes, detect, follow and identify an object.

Humans can glance at an image and instantly be able to processes all these abilities accurately,

however -in a world of automation- the human is to be replaced with a computerized counterpart.

The ability to automate the collection, analysis and processing of data with the use of Artificial

Intelligence is an objective where much of research has been devoted to. A successful method

of replacing the human actor can be beneficial in many use cases such as video analysis [1, 2],

video surveillance [3–5], activity recognition [6, 7] and animal habitat preservation [8–12]. In these

use cases, the ability to single out subjects from a video collection automatically can aid in the

performance of tasks. For example, when labelling the activities of a subject, following that particular

subject through multiple videos would eliminate the need to search for that subject.

This thesis attempts to develop an entirely unsupervised (without the need for human interaction)

pipeline that is able to process multiple raw video recordings with unknown configurations,

unknown duration, unknown placements and an unknown number of subjects. From such a

heterogeneous input, the analysis and processing would refer to the extraction of useful information

per unique subject that appears in the entire collection of input videos. Given the multiple input

videos, Video to Video (V2V) Re-Identification (re-ID) will have to performed.

The proposed pipeline would need to perform 3 distinct tasks: Detection objects, tracking objects

and re-ID subjects. The detection of objects localizes the subjects in each individual frame of the

video, defining Bounding Boxs (BBs) around the objects. This process can be compared to the

understanding of a scene, deciding where the relevant information is. The defined BBs are linked

to another by the tracker, creating sequences of detections that follow a unique subject. Lastly,

these subjects within sequences need to be linked to subjects in the entirety of the input collection

using re-ID’ing. re-ID’ing corresponds to an associations problem that uses information from the

sequences like the appearance of the subject in the sequence, the location and movement direction

of the subject in the video, and the timings that the sequences are active.

There exist State of the Art (SOTA) applications that can handle one or multiple of these tasks.

Detectors often use Convolutional Neural Network (CNN) to localize the desired subjects [13–18].

Tracking applications often use mathematical algorithms to link detections from frame to frame,

resulting in a matrix of most-probable links [1, 2, 19–21]. Additionally, trackers often use parts of

the re-ID’er to correctly link frames into sequences, in the form of temporal feature extraction. The

feature extraction for re-ID identifies what parts of the subject is significant and creates a comparable

key for each subject [3–5, 22–28]. It should be noted that the re-ID of that the tracker uses and the

re-ID for V2V re-ID are different, as the tracker can use more temporal information of the subject

(only valid for a short amount of time), whereas the V2V re-ID defines global features of entirety of

subject [29]. Some applications can perform all tasks end-to-end [30, 31].
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Given the above context, this thesis aims to tackle the research question: Which SOTA applications

can be utilized to extract the information about the occurrence of unique horses from heterogeneous

videos and what are the limitations of these existing applications?

Figure 1.1: An illustration of the flow

of the thesis. The raw video footage

input is passed through the 3 dis-

tinct tacks: Detection, Tracking and

Re-Identification to finally output a

database containing when and where

each individual horse is displayed in a

video, per each individual horse.

This thesis will approach the question from a practical point of

view, attempting to identifying and solving problems of existing

applications rather than researching and creating an entirely new

pipeline. To limit the scope of the approach, the subjects will be

horses from a dataset explained in section 3 on page 8. It should

be noted that the proposed pipeline will be able to handle wide

applicability of subject types, not being exclusive for horses. A

change of subject would only require the retraining of the models

for that particular subject or multiple subjects. To obtain the

aforementioned database from raw video, the application should

perform 3 distinct steps. Another restriction that determines the

approach of this thesis is the limitation of the allowed training data

of the pipeline. As the proposed pipeline is to be unsupervised, the

training of Neural Network (NN) is not allowed to be performed

on the input data. Lastly, the applications that will be considered

have to be free and open-source due to the proof-of-concept

nature of this thesis. Figure 1.1 illustrates the 3 steps mentioned

above which the pipeline should perform to obtain the necessary

information from a collection of raw heterogeneous videos.

Firstly, this thesis explores the field in which this assignment

exists, describing various methods that existing works have imple-

mented. Secondly, an analysis is done on the evaluation dataset

and the creation of the training dataset is explained. This is done

in the three different chapters for each distinct task: Horse detec-

tion, Horse tracking and Horse re-Identification. In each of these

chapters, the challenges and requirements are given, followed

by a description of each used and otherwise considered applica-

tions. Each task has its own evaluation and discussion. Lastly, the

final chapters discuss the results of the entire pipeline, suggest

the possible solutions to the ensued issues and concludes this

thesis.
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Related work

2.1 Object Detection Research

Classification of objects within an image is a well-researched topic. With the increasing number

of images that are uploaded to the internet, a need for easy but accurate classification of images

has emerged. Several database frameworks have been created with labelled images that can be

used to train custom NNs. ImageNet [32], OpenImages [33], PASCAL VOC [34] and COCO [35] are

opensource databases with associated challenges which are used to evaluate multi-class detectors

[13, 14, 17, 36, 37]. The above databases all have the particular class ’Horse’. However, there is not

much published about horse detection specifically. Nonetheless, using the YOLO framework, Máster

et al. [38] is able to detect horses within an enclosed environment. The goal was to aid in the care of

horses by automatically localizing them in the camera footage. The paper focuses on the bad quality

of the videos (low resolution and lighting conditions) and the ability to train a CNN with such a

dataset.

2.2 Subject Tracking Research

A simple approach on linking BBs from a frame to the next is by only using the information that

comes with the BBs [20] (position, size and velocities). This method works for datasets that have

only a few and non-occluding objects. In use cases where occlusions do occur, Soleimanitaleb et al.

[39] and Gayki et al. [40] propose that there are four additional methods for subject tracking when

using more information from the detection:

I Feature-based: Matching unique features of the subject from one frame to the next.

I Segmentation-based: Separating the background from the subject by assuming the subject is

moving and the background is static.

I Estimation-based: Using state vectors to estimate the future location of the subject in the next

frame.

I Learning-based: Using Machine Learning (ML) models to extract features and predictions of

the subject.

Although idtracker.ai [2] is made for top-view video footage under laboratory conditions - and will

likely not work under non-laboratory conditions, which is the case in this thesis - their method of

handling occlusions is worth mentioning. idtracker.ai is a python based application that allows

for tracking of larger amounts of subjects through a video, and also using CNN to able to identify

subjects. They approach the issue of occlusions with an additional CNN to detect when crossings

occur by training it to distinguish between touching and single individuals. They use frames before

and after these occurrences to determine the trajectory of the subjects. With this information,

idtracker.ai estimates the probability of which subject is which after the crossing. The downside
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to such an approach is that the NN need to be retrained when changing species or even when

changing between laboratory setups.

Figure 2.1: Example of trajectory

trackingwith groupies using TGrabs

and TRex [41].

Walter et al. [41] argues that analysing every frame (compared to only

whenocclusions occur) allow for amoreflexible algorithm;matching

subjects from frame to frame and maximizing probabilities of the

trajectories. They tackle the problem of occlusions by removing

them out of consideration until the involved subjects are again

separate blobs in the view. Both approaches aims to decrease the

amount of Identity Transfer (IDT) made when tracking subjects.

Human tracking in surveillance footage is often achieved with

short-term feature extractors for associating the previous frame

to the current frame [23, 31, 42–45]. Characteristic features need

to be identified when trying to re-identify a subject. McLaughlin

et al. [45] approached the tracking challenge with a combination

of CNN, Recurrent-NN and Temporal Pooling. The input of the

CNN is unique features of the subjects appearance and optical flow

that represents the short-term motion of the subject from a single

frame.

Another short-term method is using dictionary learning [4, 24]. Us-

ing the textures and colours of the subject, their algorithm computes

histograms in vector form that can be compared to associate the

subject. The advantage of this type of method is that there is less

training needed compared to NN-based approaches.

2.3 Subject (re-)Identifying Research

McLaughlin et al. [45] continues its paper by introducing Recurrent-NN and Pooling layers to save

information between frames, enabling re-identification of the subject after leaving the view and

after occlusions. An adjustment on this method would be to extract feature maps from the subject,

Gu et al. [46] notes that this technique can also be used for image-to-sequence mapping, allowing

to re-identify subjects in a video from a single/multiple images. Zhu et al. [44] approaches the

same problem with a combination of Spatial- and Temporal Attention Networks. Where the Spatial

extracts and compares combined features from the detection and links detections to a sequence of a

unique subject, the Temporal links sequences to another using the same features data.

Thismethod can be improved by adding labels to the subject. Thiswas done by Lin et al. [47], they pro-

posed a system that would be able to identify the clothing of the subject, the sex of the subject [5] and

the additional accessories the subject is wearing, like hats or bags. Such a long-term feature extractor

can be used for horses as well (i.e. "The horse has white spots in the neck", "On the left front leg, the

horse has a white sock"). This would require the system to be able to distinguish the body parts of the

horse.Object skeleton extraction [6] uses edgedetection algorithms linked to scale-associated side out-

puts to estimate the location of the skeleton of the subject. With the estimation of the skeleton, limbs

can be segmented from the subject (see figure 2.2). Thismethod can be used to train othermethods (i.e.

the dictionary)more efficiently,making profiles for segmented parts of the body instead of its entirety.
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Figure 2.2: The top

image is the input

frame of the Deep-

NN which outputs

the bottom image, an

estimation of the lo-

cation of the skeleton

and segmentation of

limbs [6].

Some animal species have unique marks with which the animal can be visually

recognized. Visual features which are not prone to deformation due to changing

perspectives. Crall et al. [9] have made HotSpotter, which is an application made

just for those cases. In their paper, they show promising results for giraffes,

leopards, lionfish and zebra. Other researches have used this application on

turtles [10], whale tales [12] and many other animals. Using the pattern on

the skin of the animal as key points or hotspots, a query can be linked to that

particular animal to be compared against when re-identifying (much like the

histogram dictionary). Horses, however, are not a strictly patterned species with

which they can be identified, hindering an identical method to be used on the

entire horse species. A wider range of long-term features needs to be extracted

from horses to be able to distinguish subtle differences in this type of subject.

In this thesis, the footage is pre-recorded and can be processed as awhole, which

allows for a post-processing application to utilize the non-existing restriction

of time (compared to the live processing of incoming footage). This method

would refer to ’offline’ tracking. Almost all the tracking and re-identification

applications cited till nowhavebeenonline applications,which is the result of the

current direction of the field focusing on live implementations of these methods.

Tang et al. [26] uses the definition of the offline problem as ’lifted multicut’.

Where lifted refers to association being dependent on several comparisons across

time, instead of the single future frame, and multicut refers to the possibility

of a subjects trajectory being spread over several sequences. They approach the

association problem by creating feasible sets (hypotheses per trajectory) which

related papers do as well [31, 48]. The final association is done by combining information of the

appearance (short- and long-term features), position and sequence timing. Peng et al. [42] defines

how various problems in the matching of subject sequences and features can be handled with

deleting, merging and interpolating trajectories, and how to extract useful re-identification frames

using feature similarity calculations.

2.4 Use cases

The discussed use cases consist of related work that all could benefit from the ability to distinguish

subjects based on visual appearance and/or track subjects over camera networks or on an individual

camera view.

Video Labelling Applications

One field where ML is actively researched is animal activity recognition. Large amounts of data has

been collected with an ever-expanding collection of monitoring devices waiting to be processed

into various forms of extracted information. Typical methods for monitoring animals are achieved

with unobtrusive devices strapped on or implanted in the animal. The device can take many forms,

such as a camera mounted above a dogs’ head [49], a Global Position System (GPS) on the fins of

marine wildlife [50], or a collar with sensors around the neck of cattle [51]. The goal of such devices

are generally the same: collect data to uncover what activity the subject is doing, when the subject is

doing it and (in cases where it is applicable) where the activity is performed.
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(a) Screenshot of AiSensus GUI.

(b) The label distribution of activities of a horse dataset.

Figure 2.3: Illustrating the current form of the application and the significance of the non-uniform distribution of activities

[8].

Complex ML models should theoretically have the capability to classify what activity is linked to

any form of data. This would imply that data can be automatically processed without the need for

human interaction. However, ML models need to be trained with data. In the case of supervised

learning ML models, the training is done using Ground-Truth (GT) datasets. The GT data-set is a

collection of data samples that have been annotated with (to be assumed) true labels and is often

created by a human actor. Utilizing the GT datasets, the model adjusts its parameter to optimize for

the correct classification of activities.

AiSensus This thesis is an assignment from AiSensus [52], a labeling application that creates the

GT data-set for the mentioned training of MLmodels, see Figure 2.3a. The current application allows

the user to synchronize sensor data (i.e. accelerometer, gyroscopes, magnetometer, temperature) to

reference data (i.e. video-, sound-recordings). The supervisor (user of the application) goes through

the reference data and labels the activity of the subject, simultaneously labelling the synchronized

sensor data. The most basic form of labelling data is to process the reference data by labelling all

the activities. This is a labour-intensive task and will most likely lead to an imbalance of training

data due to a non-uniform distribution of activities made by the subject (i.e. when walking occurs

more than running). As a result, the amount of labelled data for one activity could be insufficient to

make an accurate classification whilst other activities could have an abundance of labelled data, see

Figure 2.3b.

AiSensus is looking to improve on this basic form of labelling by implementing Active Learning

(also called query learning) [53]. The extension will ask the supervisor to label specific sensor data

that have uncertainties in the dataset, which could be boundary points between or outliers when

classifying. Computer vision is considered to analyse the video footage to provide the supervisor

with relevant video reference data of the subject with as input the query of the Active Learning

algorithm. This would allow the application to show the supervisor short fragments of footage that

need to be labelled for activities. The goal of the addition of Active Learning is to make the labelling

task is more efficient where the amount of labels for a comparable accuracy with the basic form is

decreased.
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Wildlife camera traps

Placing a camera in wildlife to better understand a ecosystems - with the goal to better manage

and protect them - is a common practice. Again, information extraction with human actors with

these vast amounts of data is to be replaced with automated computer systems [11]. High accuracy

and significantly faster extraction have been achieved with Deep-NN. Although the goal of such

a system is less of the identification of individual animals and more of classifying species and

activities, this is to be considered a use case.

Human tracking and (re-)identification

In the field of security, the ability to identify and follow a subject through a network of video

streams has been a well-researched topic. With an ever-growing network of cameras in both Federal

agencies and private firms, the need to replace the human operator who constantly monitors the

streams has grown with it [3].

Focusing on the appearance of a human through a camera tends to result in the focus of bigger

surfaces of the human, like hair, clothes, bags. Using CNNand Recurrent-NN [45] consisting ofmany

steps that include processing multiple layers (containing different information between frames) with

convolution, pooling, and non-linear activation functions, the system is able to re-identify humans

across time-steps. Likewise, invariant dictionaries [4] can be extracted at different orientations of

the human, focusing on recognizable features and their vectors at certain viewpoints. Both methods

allow for the training of a model that can be used across multiple camera views and is reusable

as long as the appearance of the subject does not change drastically. In this thesis, the equivalent

would be a change of gear or rider. However, these surfaces are less significant than humans, where

most of the horse is not covered.
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Figure 3.1: Distribution of video

footage of provided dataset.

In this chapter, both the evaluation and training datasets will

be explained. The evaluation dataset is extracted from a dataset

provided by the faculty. The created evaluation dataset consists of

frames and fragments, explained in sections 3.2 and 3.3 respectively.

The training dataset consists of images taken from the internet and

is explained in section 3.4.

The provided dataset this thesis uses contains 39 hours of horse

recordings [54, 55]. They have been categorized into 3 groups: Out-

side Arena, Inside Arena and Field with subcategories representing

different view points and video quality. The distribution of these

categorizes can be seen in Figure 3.1, previews of the camera views

can be found in Figure 3.2, and in Table 3.1 more information can

be found.

Table 3.1: Information about the provided dataset of video footage of the horses.

Category

Duration

(H:MM:SS)

FPS

Resolution

(Pixels)

Notes

Outside Arena 5:51:24 25 1920x1080

50 minutes of the video are obstructed with a plastic bag and raindrops. (Figure 3.3e)

16 minutes are empty.

60 minutes has solar flare. (Figure 3.3a)

Inside Arena 1a 1:48:37 25 1920x1080 There are mirrored windows that show a reflection of the horses.

Inside Arena 1b 2:47:38 48 1280x960

8 minutes are empty.

30 minutes have only a single horse.

Bright sunlight spots that change the appearance of the horses. (Figure 3.3d)

There are mirrored windows that show a reflection of the horses. (Figure 3.3c)

Inside Arena 2a 9:34:22 25 1920x1080 The window is not homogeneous due to reflections and stains. (Figure 3.3b)

Inside Arena 2b 4:16:30 25 1280x720

The window is not homogeneous due to reflections and stains. (Figure 3.3b)

157 minutes are empty.

Field 1 9:41:56 25 1920x1080

Horses are mostly in the shade and far away from the camera.

There are cows in the background. (Figure 3.3f)

Field 2 5:00:30 25 1280x720 Footage is interrupted by manually zooming and movement of the camera.
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(a) Preview of Outside Arena (b) Preview of Field

(c) Preview of Inside Arena 1 (d) Preview of Inside Arena 2

Figure 3.2: Snapshots taken from video footage of the provided dataset.

(a) Sun flare (b) Reflection (c)Mirror (d) Bright spots

(e) Obstructed (f) Far away and cows

Figure 3.3: Snapshots taken from video footage of the provided dataset showing difficult situations.
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3.1 Input sizes

For NNs the training dataset must be a representation of what the input of the network will be.

This also includes the size of the detections that will have to be made. The size of a detection can

be expressed in the area coverage of the BB in respective to the image size, as this metric does not

change when rescaling the image. It should be noted that some backbones use aggregation [56] of

the input images (training and/or testing) to aid in reducing the size dependence by automatically

varying the input sizes [19, 30, 36]. Nevertheless, trying to match the training and testing detection

sizes will increase the accuracy of the detectors (this will be explained in practice in chapter 4.1 on

page 18).

To simplify the evaluation of the sizes of the testing versus training size the metric of the percentage

area coverage was defined. Objects are classified in 4 categories based on their percentage area

coverage; where >5% are for big objects, >0.5% for medium, >0.1% for small and <0.1% for tiny

objects (see Figure 3.4 to see the sizes in a real image).

Figure 3.4: Illustration of the size definition in a frame fromOutside Arena. Green represents a big object, yellowmedium,

red small and white tiny. The value on the left corner of the BB represents its coverage.

This metric will be used throughout this chapter to compare the training dataset and the evaluation

dataset on their BB sizes, as the sizes of the training dataset should resemble the sizes of the

evaluation dataset.



Chapter 3 Dataset 11

3.2 Evaluation frames

To be able to evaluate the object detectors on is use case, evaluations frames were taken from the

provided videos. The frames were not used for training and only as test dataset. This evaluation

dataset consisted of 261 frames and 1229 unique annotations from every dataset and were picked at

random from the multiple videos within the same category.

Table 3.2: Distribution of evaluation frames from the evaluation dataset. Size is a metric of percentage area coverage of

the BB.

Category Frames Anno-
tations

Avg size
[% coverage]

Big
[>5.0%]

Medium
[>0.5%]

Small
[>0.1%]

Tiny
[<0.1%]

Outside Arena 60 434 0.746 8 137 248 41

Inside Arena 1a 25 135 1.695 9 67 55 4

Inside Arena 1b 51 192 0.512 6 20 109 57

Inside Arena 2a 28 144 1.612 8 109 27 0

Inside Arena 2b 11 26 1.463 2 22 2 0

Field 1 39 122 0.529 1 33 52 36

Field 2 48 176 1.401 12 45 58 61

Total
(Partition) 261 1229 1.002 46

(3.7%)
433
(35.2%)

551
(45.3%)

199
(16.2%)

In Table 3.2 the distribution of annotation from the video are shown, with their distribution of BB

sizes. From this table, it can be concluded that the categories: Outside Arena, Inside Arena 1b and

Field 1, have the smallest objects to detect. In addition, Inside Arena 1b has a resolution of 1280x960

resulting in even fewer pixels for the detector to work with.

3.3 Evaluation fragments

In order to evaluate the tracking and re-ID applications for this use case, evaluation fragments

were cut from the original videos. In total, 4 fragments of 30 seconds were extracted from each

category that was defined in Figure 3.2. These fragments were chosen as evaluation fragments for

their complexity and their ability to test a certain aspect of the model and were annotated ensuring

that all appearing horses hold the same ID (even after leaving the video for an extended period of

time).

Table 3.3: Distribution of evaluation clips from the evaluation dataset. Size is a metric of percentage area coverage of the

BB.

Frag-
ments Category Frames Anno-

tations
Avg size
[% coverage]

Big
[>5.0%]

Medium
[>0.5%]

Small
[>0.1%]

Tiny
[<0.1%]

1 Outside Arena 750 5675 0.797 82 2325 2838 430

2 Field 1 750 4575 0.446 0 1426 2987 162

3 Inside Arena 1 750 4236 1.964 385 1835 2014 2

4 Inside Arena 2 750 6000 1.658 66 4141 1793 0

Total
(Partition) 3000 20486 1.212 533

(2.6%)
9727
(47.5%)

9632
(47.0%)

594
(2.9%)
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Table 3.4: Additional information about the 4 extracted fragments, regarding the number of unique horses that appear in

the video (excluding cross video appearances), the fragments difficult aspects and references to images where these

fragments (or an image of the same camera view) is shown.

Fragment Horses Description Figures

1 8

High camera placement

Almost full coverage of entire walkable space

Multiple partial occlusions

3.2a on page 9

3.4 on page 10

A.5 on page 44

2 7

Multiple horses of the same breed

A horse rolling on the ground

2 difficult occlusions

A long duration partial occlusion

2 partially visible horses

3.2b on page 9

A.3 on page 42

A.4 on page 43

3 8

Low camera placement

Low coverage of the walkable space

High amount of partial and full occlusions

Low lighting levels

2 mirrors showing reflections

3.2c on page 9

3.3c on page 9

A.1 on page 40

4 8

Almost full coverage of entire walkable space

Multiple partial and full occlusions

Sun flare and spots

Dirty window blurring the cameras’ view

2.3a on page 6

3.2d on page 9

3.3b on page 9

A.2 on page 41

In Table 3.3 the details of the fragments are given, indicating from which category they were

extracted, the number of annotations it holds and the sizes of the BBs. In these clips there are 31

horses, not considering the reappearance of a horse in another clip. A textual description of the

fragments is given in Table 3.4 future explaining the contents of the fragments and indicating

difficult their aspects.
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3.4 Training Dataset

A training dataset was created by collecting horse images from the internet. This dataset was used to

train the detection models for horses and were downloaded from two different sources: OpenImages

and ImageNet.

OpenImages

OpenImages [33] is a database of other 9 million annotated images with 600 unique object classes.

Users are able to freely download images with their associated BB, segmentation mask and visual

relations (i.e. "person is walking") annotations. They differentiate the images with the following

tags:

I The annotation is for a group of objects (one annotation can hold multiple objects)

I The object is occluded by another object in the image

I The object is truncated in the image and extends beyond the boundaries of the image

I The image is a depiction of the object (i.e. a drawing or illustration)

I The image is taken from inside of the object

Using OIDv4 ToolKit [57], 1507 images of the class ’Horse’ were downloaded from OpenImages

that were not: a group or a depiction. 16 examples of this image set can be seen in Figure 3.5.

Terms of use The images fromOpenImages are licensed by Google LLC under Creative Commons

(CC) BY 4.0 license, and the annotations are under the CC BY 2.0. With these licenses, users are

allowed to freely share and adapt the material with the condition of giving the appropriate credit.

Figure 3.5: Example of images taken from the OpenImages dataset with associated bounding boxes in blue. Images are

cropped to fit the aspect ratio in the grid.
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ImageNet

ImageNet [32] is a accurate collection of web images organized according to the WordNet hierarchy.

Each concept in WordNet has associated images liked to it by ImageNet. Unlike OpenImages,

ImageNet does not provide annotations within the images and annotates the entire images.

The majority of the downloaded images from OpenImages were close-ups of horses and often

only displaying a single horse (without occlusions), which is the opposite of the evaluation videos.

Therefore, using a downloader, images from the following class concepts were obtained:

I Cross-country riding, 507 images

I Horse racing, 506 images

I Race horse, 505 images

I Riding, 499 images

I Trotting horse, 501 images.

16 examples of this image set can be seen in Figure 3.6.

These images were manually annotated using AlexeyAB’s annotator ’Yolo mark’ [58].

Terms of use ImageNet is free to use only for non-commercial research and educational purposes,

as stated in their terms of access.

Figure 3.6: Example of images taken from the ImageNet dataset with associated bounding boxes in blue. Images are

cropped to fit the aspect ratio in the grid.

Training dataset augmentations

An analysis was made on the BB sizes from the training dataset and can be seen in Table 3.5. These

sizes do not resemble the sizes from the evaluation dataset (see Table 3.2 on page 11 and 3.3 on

page 11). In the following sections, the augmentations that have been performed on the training

dataset to match the input sizes of the evaluation dataset are explained.
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Table 3.5: Distribution of evaluation frames from the evaluation dataset. Size is a metric of percentage area coverage of

the BB.

Category Images Anno-
tations

Avg size
[% coverage]

Big
[>5.0%]

Medium
[>0.5%]

Small
[>0.1%]

Tiny
[<0.1%]

OpenImages 1507 2599 17.27 1734 736 114 15

ImageNet 2509 4880 22.83 3508 1139 210 23

Total
(Partition) 4016 7479 20.9 5242

(70.1%)
1875
(25.1%)

324
(4.3%)

38
(0.5%)

RGB Augmentations

To increase the effectiveness of a training dataset, colour augmentation is often used. With slight

RGB adjustments to the images, synthetic data is created that help reduce overfitting when training

the NN [15]. Examples of such methods are changing adjusting the contrast, brightness and hue

values of the image, thereby eliminating the significance of colours from in the training dataset.

These augmentations are often automatically performed by the backbones of the NNs.

Square input images

It is often the case with object detection that the input image of the network is made square. In the

case of YOLOv4 (an application that will be used in this thesis) [17], the aspect ratio is kept and the

image is scaled down to the input size of the network. For example, a 1920x1080 image is given as

input for a 416x416 network. The input image is re-scaled to 416x234. This re-scale has a ratio of 4.6

to 1 pixels. This decreases the number of pixels in the detection. This influences the training dataset

as well as the evaluation dataset. The new sizes of both datasets are computed can be seen in Table

3.7 on the following page.

Mosaic

A commonly used image augmentation is making mosaics of images. This is a combination of

down-scaling, cropping, repositioning and increasing the number of detections in a single image.

To counteract the larger detection sizes in the training set, the mosaic method is used, making 3x3,

4x4 and 5x5 mosaics with a random combination of images from the training images. To increase

the size of the training set, the images were horizontally flipped and again randomly combined into

the mosaics. The new sizes can be seen in the Table 3.6, which describes the type of mosaic’s that

have been created and their respective detection sizes.

Table 3.6: Distribution of training images when augmenting the dataset by making mosaics

Type Frames Anno-
tations

Avg size
[% coverage]

Big
[>5.0%]

Medium
[>0.5%]

Small
[>0.1%]

Tiny
[<0.1%]

3x3 892 14946 1.659 852 8882 3303 1909

4x4 502 14958 0.933 26 7992 4036 2904

5x5 320 14909 0.597 0 6413 4641 3855

Combined
(Partition) 1714 44813 1.063 878

(2.0%)
23297
(52.0%)

11980
(26.7%)

8668
(19.3%)
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3.5 Datasets size comparison

The final sizes that will be used in the training and evaluation of the thesis can be seen in Table

3.7. The training mosaic dataset is the combination row in Table 3.6. The combination is chosen as

removing the 3x3’ed mosaics from the training would decrease the number of training images by

too much. These sizes assume a square NN input where the image keeps its aspect ratio.

Table 3.7: Adjusted distribution of the evaluation and training images considering square input images.

Dataset Images Anno-
tations

Avg size
[% coverage]

Big
[>5.0%]

Medium
[>0.5%]

Small
[>0.1%]

Tiny
[<0.1%]

Evaluation

Frames

261 1229 1.002

21

(1.7%)

281

(22.9%)

539

(44.0%)

388

(31.6%)

Evaluation

Fragments

3000 20486 0.682

278

(1.4%)

6798

(33.2%)

11901

(58.1%)

1509

(7.4%)

Training

Normal

4016 7479 14.93

4736

(63.3%)

2201

(29.4%)

460

(6.2%)

82

(1.1%)

Training

Mosaic

1714 44813 1.063

878

(2.0%)

23297

(52.0%)

11980

(26.7%)

8668

(19.3%)

The augmentations made to the training dataset decreased the average coverage of the BBs from

14.93% to 1.063% which better resembles the 1.002% and 0.682% from the evaluation frames and

fragments respectively. The effect of this augmentation will be further explained in section 4.1 on

page 18.
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Figure 4.1: Process of the detect-

ing task of the pipeline. The de-

tector uses an NN to locate the

subjects in the video.

The first step in the pipeline is to recognize where the horses are in

the video. This should return a BB around the objects that have been

classified as a horse. The object detection of horses will be achieved

using and retraining a pre-trained NN. Figure 4.1 shows the flow of

what the detector should do. The input for this part is a raw video.

Using a trained NN the detector locates the position of the horses in

the video and outputs these detections per frame. The pre-trained NN

is to be used as a benchmark to evaluate improvements done to theNN

by additional training. Using transfer learning the classification layer

of SOTA will be re-trained to only classify for horses. The additional

training would improve the accuracy of detecting horses. The NN

will be trained on open-source images from the internet (as explained

in section 3.4 on page 13) and will be evaluated on frames from the

real dataset provided by the research group. The final evaluation of

the object detection will compare the tested applications with each

other and their Out-of-the-Box (OotB) version of said application. The

training setup used in thesis thesis is explained in the appendix in

the paragraph "Training setup" on page 40.

Challenges and Requirements The challenges in this process are:

I Resolution: The resolution of video recordings can vary where

objects are limited to a certain amount of pixels.

I Far away objects: Objects at a bigger distance of the camera have

fewer pixels.

I Illumination conditions: Varying light conditions, where bright-

ness, contrast, and colours can influence the appearance of the

object.

I Shadows and reflections: Objects might cast shadows and have

reflections that can be incorrectly classified as an object.

I Varying perspectives and deformation of the object: An object can be

viewed fromdifferent angleswhere it can be deformed requiring

the object detector to be trained for the various perspectives.

I Obstruction: The object can behind another object, where only

a portion of the object is visible.

I Cluttered or textured backgrounds: Objects can blend into the

background due to it having similar colours to the background.

I Varying subject-class appearance: Objects can come in various

shapes, sizes, and colours.
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The detector should be able to fulfil the following requirements:

I The amount of False Negatives (FNs) (number of missed detections) should be minimized.

False Positives (FPs) (false detections) should be low as well, however, these detections can be

filtered out in a later step, whilst FNs can not be added in a later step. The metric that will be

used for this is the recall score.

I The speed of the detections can not be too slow as the input of the pipeline is a video and not

individual photos.

I The input of the network should be big enough to handle high definition frames with

detections that are in the background. As explained in 3.4 on page 13, if the input size is

smaller than the original image, the image will get cropped to fit the input size.

I The implementation of the detection support in tracking applications. The goal of this thesis

is not to create an entire application from scratch, rather look for existing applications and

tweak them to work for this use case.

4.1 Detection Applications

YOLOv4

You Only Look Once (YOLO) [15] uses the Darknet framework to achieve its object detection. The

goal of YOLO is to achieve faster image recognition than their current competitors and is actively

being developed. They gain faster detections using multiple layers of CNN and dense with sparse

prediction [17] to require only a single scan of the image.

Two pre-trained - but re-trainable - weights for the network are provided by the authors (note that

the 2 weights can be differentiated by the tag ’Tiny’):

I YOLOv4 convolutional-layer 137, which is the original NN without the last YOLO-layer, the

classification layer. It consists of 64 million parameters (66.3k not trainable) and has a size of

256MB (after re-adding a custom classification layer).

I YOLOv4 Tiny convolutional-layer 29, is a more compact version of the original YOLOv4. It

consists of 5.9 million parameters (6.2k not trainable) and has a size of 23.5MB (after re-adding

a custom classification layer).

The input layer of these models consists of a resize image to fit the input size of the model (if the

model has an input size of 416x416, the image is resized to 416x416 keeping its aspect-ratios and

adding black borders). The input size can be altered to any square input, where higher resolutions

take longer to process.

With these pre-trained models, 10 unique YOLOv4 models (including Tiny) were trained with

different input sizes and training datasets, and are given nametags that indicate their properties.

These properties refer to if they are a Tiny, their input size, which training set they were trained

with if the mosaic augmentation was used and for how many iterations it was trained (see Table 4.1).

The standard parameters for YOLO are an input size of 416, with colour augmentation (saturation,

exposure and hue) with 128 images for 6000 iterations. The backbone Darknet provides automatic

save points of the model every 1000 iterations and when at the 100th iteration the mean Average

Precision (mAP) score has been improved. Only these models will be evaluated.
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The Tiny variant of YOLOv4 was also tested due to its significant faster speeds in training and

detecting. The downside of was the lower accuracy in the detections.

Table 4.1: All custom trained YOLOv4 models. The Training dataset letters O and I represent OpenImages and ImageNet.

Tag Tiny Input
Size

Training
Dataset Mosaic Training

Iterations
Y 416 O 4000

YT x 416 O 5000

Y_v2 416 O+I 6000

YT_v2 x 416 O+I 6000

Y960 960 O+I 4000

YT960 x 960 O+I 6000

YT960_M x 960 O+I x 6000

Y640 640 O+I 6000

YT640 x 640 O+I 6000

Y640_M 640 O+I x 6000

Table 4.1 is ordered according to which the training process was performed first. During this process,

the observation that the detector could not handle far away detections ensued the testing of methods

to solve the issue. A learning process occurred whilst training the different models, which resulted

in the collection of additional training images, an increase of the input size, and the mosaiced

training set (discussed in chapter 3 on page 8).

FairMOT

CenterNet [36] uses a different method for creating BB than, for example, YOLO. CenterNet can

be trained through TensorFlow. Instead of using the commonly used sliding window detection

method, CenterNet extracts a heatmap obtained from the overlapping BB, marking the centre of the

object.

Build on the CenterNet detection method with heatmaps, FairMOT [30] detects objects and then

tracks them with a NN trained with feature extraction. This is done in two different branches,

similar to DeepSORT. The main difference its inference speed due to the anchor-free (by heatmap)

method of detections.

The authors have provided models for feature extraction and object detection, which can be trained

with still images. However, there only is support for training their DLA34 [56] model with a size of

259.4MB

A FairMOT model (DLA34) was trained with the entire (OpenImages, ImageNET, Mosaic’ed 3-5)

due to it utilizing the pyramid input scaling. This model has a set input size of 1088x608 and resizes

the image to fit this condition (deforming the image). The training method was to iterate through

every training image for 30 epochs, giving save points every 5 epochs and the 5 last epochs.
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Other Applications

The mentioned applications under this and future ’Other Applications’ sections list applications

that were considered, but were not successfully implemented and evaluated.

EfficientNet An acknowledged neural architecture that is often used as a comparison by other

detection applications is EfficientNet [37] and can be trained through TensorFlow. They focus on

improving performance by optimizing the balance of the networks depth, width and resolution.

EfficientNet provides 8 sizes of pre-trained models ranging from EfficientNet-B0 with 5.3 million

parameters and a size of 15MB, to the slower EfficientNet-B7 with 66.2 million parameters and a size

of 244MB. They released a new model in 2020 called, EfficientNet-L2 [59] which currently holds

numerous SOTA benchmarks and has a size of 480 million parameters.

EfficientNet models can be used as an additional check for if a BB does or does not contain a horse.

This filter FPs or noisy detection with the first detector makes. The output of EfficientNet is not a BB

as anchor creation is not part of the application, however, only classifies an image.

The smallest model (B0, input size of 224) has been trained and was able to get 100% accuracy on

the test dataset (combination of images with and without horses). This evaluation is not complete

and not continued as the usage of this model was not yet required, nevertheless showed promise.

RetinaNet With the backbone of ResNet, RetinaNet is a BB detector that should be able to compete

with YoloV4. Due to time restriction, the application could not be fully trained and tested.

4.2 Detection Evaluation

To evaluate the horse detections, the following metrics were obtained from evaluating on the

evaluation frames:

I Recall,
)%

)%+�# , the percentage of detected objects compared to the GT. An indication of how

many horses in the image have been detected. This metric does not include FP.

I Intersection over Union (IoU),

�>E4A;0?
�D=8>=

, the overlap between the detection BB and the GT BB.

An indication of the ability to correctly placing the BB around an object.

I mAP at 50% IoU, a score calculated by taking the mean average precision (a measure of how

many detections were correct) overall classes (in this thesis’ case, only horses). Calculated

by finding the area under the precision-recall curve. This score is a way to summarize the

evaluation and is commonly used throughout detection evaluations.

In Table 4.2 shows the evaluation of every trained model with the best recall scored and highest

mAP scored savepoints will be given (if only a single was given per model, it implies that that

savepoint was had the best recall and mAP). FairMOT did not allow for the extraction of the IoU:
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Table 4.2: All custom trained detection models evaluations. Limiting Table to the best recall-, mAP-scored and general

savepoints. The values in the Table are given in percentages. The mAP(0.5) referece to a minimum of 50% IoU needs to be

covered to be considered an detection. The highlighted models were used in future evaluations.

Detector Precision Recall average IoU mAP(0.5)
Y (Best) 87 71 64.6 79.3

Y (2k) 89 67 67.3 79.0

YT (Best) 82 58 59.27 63.1

Y_v2 (5k) 91 71 69.54 79.3

YT_v2 (Best) 82 58 59.27 63.1

YT_v2 (5k) 80 58 57.89 62.6

Y960 (Best) 87 71 64.6 79.3

YT960 (Best) 90 74 66.75 81.5

YT960_M (2k) 79 83 59.4 85.0

YT960_M (5k) 76 83 58.01 83.4

Y640_M (Best) 90 87 68.85 88.9
Y640 (Best) 89 80 64.68 83.4

YT640 (2k) 81 78 60.88 82.8

YT640 (4k) 78 80 58.52 81.9

FairMOT (5) 3.58 93.5 - 90.4

FairMOT (10) 3.52 91.8 - 87.7

FairMOT (15) 3.56 93.0 - 90.2

FairMOT (20) 3.48 91.2 - 87.3

FairMOT (25) 3.56 92.9 - 88.8
FairMOT (26) 3.50 91.5 - 87.1

FairMOT (27) 3.50 91.2 - 86.9

FairMOT (28) 3.51 91.2 - 86.8

FairMOT (29) 3.50 91.3 - 86.7

FairMOT (30) 3.48 90.7 - 86.3
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4.3 Detection Discussion

During the training of the YoloV4 model, the aforementioned learning process showed an improve-

ment on the recall, average IoU and mAP when adding the additional training images. Then again

when increasing the input size. And one more when training on the mosaiced dataset. The mosaiced

dataset outperformed every other trained YoloV4 model, from which can be concluded that the

training dataset better resembled the evaluation dataset.

From the evaluation (table 4.2) it can be concluded that the YoloV4 detector and the FairMOT have

approximately the same output. The precision of FairMOT (at around 3.5%) seems to be an error in

the evaluation script as the number of detections do not show an indication of a high amount of FPs

nor can they be seen when using the detector in a video. The recall of FairMOT out performs YoloV4,

indicating that FairMOT is able to detect 6% more horses than the best-trained YoloV4 model.

The model Y640_M (Best) was chosen to be used in the next evaluations as they show the best

results from this evaluation. FairMOT (25) was chosen with an additional manual evaluation of

detections in the video. Before the 25th model, the IoU was not as stable and covering. After the

25th, the model began to be overfitted with the training set.

In Figure 3.3 on page 9 several difficult scenarios have been identified. Whilst not all of these

scenarios have caused issues in the evaluation, the sun flare, reflection and mirror have cause FPs

and FN (see Figure A.2 on page 41 and A.1 on page 40 respectively).
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Figure 5.1: Process of the tracking

task of the pipeline. The tracker uses

an algorithms to find the best asso-

ciations for a subject to an existing

track.

The tracking of horses will be achieved with a tracker that associates

detections from frame to frame into sequences. The flow of the

tracker is illustrated in Figure 5.1. With the detections of every

frame, a tracking algorithm is used to link BBs from one frame to

the next. The input of the tracker are the outputs of the detector,

therefore the performance of the tracker is subject to the performance

of the detector. The tracker is able to use the information from the

video as well as the BBs by referencing the video. This information

could be the appearance of the subject and the direction (velocity)

from frame to frame.

The different applicationswill be evaluated on their ability to handle

the 4 datasets and specifically their ability to correctly handle short

occlusions. Within the tracking application, parameters will be

tweaked and this effect will be evaluated. The final evaluation of

the subject tracking will compare the tested applications with each

other and their OotB version of said application.

Challenges and Requirements The challenges in this process

are:

I Occlusion: Subjects overlap in the camera view. The implemen-

tation should recognize that the overlap is not a new object,

nor that after the overlap the objects are new subjects (identity

switches).

I Appearing and Disappearing: Subjects can leave the camera

view.

I Missing frames: Using frame to frame comparison may have

issues when the time steps are not constant. This can occur

with data loss of the video file.
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The tracker should be able to fulfil the following requirements:

I An ID should be given to a subject (BB) and that ID should stay the same throughout the

sequence of frames.

• Situations where a single object has multiple IDs in a sequence are allowed

• Situations where a single ID has multiple subjects in a sequence are not allowed

I When occlusions occur, the tracker should not switch the IDs of the concerning subjects.

Identity Switch (IDSW) would be detrimental for the output of the pipeline, therefore a new

ID would be better than having subjects take over each over IDs.

I Faulty detections where a single subject has more than one BB at the same time should be

considered as a single ID.

Figure 5.2 illustrates these metrics. In this example, the detector has missed an detection due to an

occlusion as see in the most left image.

Figure 5.2: Illustration showing the difference between IDSWs and IDTs.

5.1 Tracking Applications

DeepSORT

Simple Online and Realtime Tracking (SORT) [60] looked to improve the performance of tracking

subjects through longer periods of occlusions. The application uses a pre-trained CNN to detect the

objects, also allowing support of TensorFlow and YOLO. Then, using recursive Kalman filtering

and frame-by-frame association using the Hungarian method, it is able to track the subject through

the frames. In another paper of the same authors [22], they propose an extension to improve the

method by adding subject re-identification using a soft-max classification regime and cosine metric

learning, re-calling the application to DeepSORT.
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This application is able to re-identify and track with the Deep and SORT respectively. For tracking,

only the SORT will be discussed. The matching of objects to frames is done with a Nearest Neighbor

Distance cost matrix. The SORT part has the following customize parameters:

I Distance Metric (T): Either cosine or euclidean [60]

I Maximummatching distance (C): Threshold where larger distances are considered invalid

matches. Lowering the threshold will limit the distance at which the match is allowed to be

made.

I Maximum IoU overlap (O): Threshold where larger overlaps should be considered as a single

object. Lowering the threshold will allow for less overlapping IoUs. By default this value is

set to 100%, assuming that the detector does not make mistakes. It should be considered that

occluded objects have overlapping IoU as well, therefore, a too low threshold will affect how

occlusions are handled.

I Position prediction (P): The option to use velocity to predict the future position which aids in

the cost determination of the subject to a track, can be disabled, where only the static position

from the previous frame is used.

To ensure that the issues from the re-ID of DeepSORT would not negatively effect the evaluations of

the tracking part, the capabilities of the re-ID part were limited. This can be achieved by allowing

the tracker to re-use the features of a track that is younger than several frames, ensuring it only uses

short-term features. This results in the tracker only using creating a new trajectory instead of trying

to link a lost trajectory to a newly detected subject. This, however, does not disable the usage of

the Deep part when associating BBs, and the tracker will use short-term features to improve the

accurate creation of sequences.

Figure 5.3:Results of the parameter sweep of DeepSORT. The number of IDSWneeds tominimizedwhilst not significantly

increasing the additional creation of IDs.

A parameter-sweep was performed, from which the results are shown in Figure 5.3. Note a clear

relation where the amount of IDSW is decreased with: the Euclidean distance metric, minimizing

the maximum distance cost (>0.1), minimizing the maximum overlap (>0.6), and with position

prediction with velocity disabled. Decreasing below the mentioned limit, causes the tracker to lose

the ability to associate correctly, causing the tracker to make create large amounts of extra ID’s,

which is undesirable.
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FairMOT

Similar to DeepSORT, FairMOT is an application that is able to detect, track and re-identify. Likewise

these tasks have influence on each other. For tracking, FairMOT has the following adjustable

parameters:

I Confidence Threshold for Tracking (C): Threshold where only larger confidence matches

are considered when associating subjects to tracks. Increasing this value will ensure more

confident associations.

I Confidence Threshold for Detection (D): Threshold where only larger confidence detection is

considered. Decreasing this value will increase the amount of FPs.

I Maximum IoU overlap (0): Expressed in non-maximum suppression, threshold at which

overlapping entities are considered one. Increasing this value will allow more overlapping

BBs.

Figure 5.4: Results of the parameter sweep of FairMOT. The number of IDSW needs to minimized whilst not significantly

increasing the additional creation of IDs

Over these values, a parameter-sweep was performed, from which the results are shown in Figure

5.4. Only a change in the Tracking confidence appears to have an influence on the number of IDSWs,

where increasing the confidence results in less IDSW.

Other applications

CenterTrack Another application that is based on CenterNet is CenterTrack [19]. It utilizes the

displacement of pixels to track subjects and is trained in that manner. If the model is trained with

still images, the backbone will displace the input to simulate a moving subject. A model was trained

for CenterTrack using the non-mosaiced training set and with the same settings as FairMOT. The

final model did not work properly, the predictions of future heatmap locations were off, resulting in

no associations but only new ID’s. Even with tweaking the settings, this problem was not solved.

Additionally, the generated BBs were often not covering the entire horse.
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5.2 Tracking Evaluation

Figure 5.5: Example

where the evaluation

method starts failing.

One subject hasmultiple

BBs, creating additional

IDs. Image is from frag-

ment 1, using FairMOT

The evaluation of the tracker is done with the same application, TrackEval,

that evaluates the re-identification task. The following metrics will be used

to evaluate the trackers:

I IDSW: Count of the number of identity switches that have happened.

Occurs when:

• A track has been lost and a new ID is initialized (detected ID’s

minus GT ID’s)

• 2 subjects wrongfully switch ID

I IDT: Count of the number of identity transfers that have happened.

Based on the IDSW, the wrongfully switch of IDs.

A problem with this evaluation method is that the number of IDT uses the

number of created IDs which also includes FP and multiple BBs for the same

object (see Figure 5.5). This results in the evaluation being unreliable when the

detector creates too many IDs, where the value for IDT becomes negative.

Table 5.1 shows the evaluation of the tracking based on the metrics IDSW and

IDT. The shown data is not all the data that has been obtained, but only the

top 3 ranking results from each tracker.

Table 5.1: Results of the evaluation of the Tracking. The Out-of-the-Box (OotB) models are also displayed to compare to.

The tag holds configured value for the parameters explained in section 5.1.

Tracker Tag IDSW IDT
DeepSORT (YoloV4) OotB 69 53

DeepSORT (YoloV4-Tiny) OotB 75 44

DeepSORT (Y640_M_B) C15-O90-PF-T_e 63 7

DeepSORT (Y640_M_B) C25-O90-PF-T_e 55 6

DeepSORT (Y640_M_B) C15-O70-PF-T_e 48 5

FairMOT OotB is trained for humans

FairMOT (DLA34) D30-C30-O30 177 76

FairMOT (DLA34) D30-C30-O40 188 77

FairMOT (DLA34) D10-C30-O40 187 53

5.3 Tracking Discussion

Whilst FairMOToutperformedDeepSORT as a detector, DeepSORTwas better at handling occlusions

and holding stable tracks as can be concluded from the smaller IDSWs and IDTs from the evaluation.

DeepSORT was able to be configured to eliminate many difficult occlusions where FairMOT failed.

With the online method of handling tracking, the significance of such errors is catastrophic in this

use case.
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Horse re-Identification

Figure 6.1: Process of the re-

identification task of the pipeline.

The re-ID uses an feature extractor

to be able to compare the appear-

ance of the subjects, but can also

use information like location, time

of appearances to determine which

associations are likely.

The last step of the pipeline is the (re-)identification of the horses.

With the sequencesmade by the tracker, the re-ID application should

identify which horse is which and create tracks that represent a

single subject for the duration of the video. Figure 6.1 illustrates

the flow for this part. It uses the output of the tracker to associate

sequences to one another into tracks and associate tracks with

existing subjects from the video collection.

The re-ID would involve identifying which long-term features

the feature extractor should focus on with horses to be able to

differentiate horses from one another. The re-ID is used in 2 different

situations: V2V re-identification and re-ID after long occlusions. For

both situations, some type of information extractor is used to extract

long-term data to compare subjects with. The type of extractor

can differ from application to application. Both situations come

down to the same thing, comparing feature data to the detected

features against existing ID’s, however, when approaching V2V

feature might look different due to camera settings and lighting

conditions.

Challenges and Requirements The challenges in this task are:

I Minor visual differences between subjects: Horses can look iden-

tical with minor visual differences in certain parts of the

body.

I Varying perspectives: Like object detection, comparing appear-

ances over time with a moving object will make feature

identification a challenge.

I Changing appearance: Horses can have changing appearances

(due to gear changes) and horses can have different riders on

them at different times.

I Lighting: Horses can look different in varying light conditions,

this can change colours but also shadows can interfere with

referencing between colours.

I Motion blur: When looking from frame to frame, inaccuracy

in recordings due to motion blur can cause the subject to look

different.
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Re-ID’ing subjects after longer occlusions can be considered as an extension of the tracking, where

sequences are associated to one another, resulting in tracks containing a single subject. However,

the difference is in the short- and long-term features that are required to perform this with high

accuracy. The challenges and requirements stated in tracking can be used for such situations. In the

second situation, the application should attempt to associate the subject in the track to the subject

that is present in the entire collection of input videos. In this process the following aspects are

important:

I Matching subjects based on appearance should consider multiple frames of the past and

future, this should reduce the chance of wrongly associating subjects to trajectories. This is

the difference between the ’Online’ and ’Offline’ tracking explained in section 2.3 on page 4.

I When subjects look alike and no difference can be identified, the subjects should be considered

as one or as a subgroup. An example is the black horses in the evaluation set, which to an

untrained eye seem identical.

6.1 Re-Identification Applications

DeepSORT

To continue on the DeepSORT application, the Deep part has the following parameters that can be

tweaked:

I Feature Budget (B): The number of older frames’ features from a track are used for associating

a subject. Decreasing this value results in the association based on the fewer older frames. If

subjects turn, older frames can have outdated features which do not compare with the new

angle.

I Maximum age of the Track (A): DeepSORT has 3 track states: Alive, Lost, Dead. If a Track is

found in a frame, the track is Alive. If the Track is not associated in a frame, the track is Lost.

If the track is not associated for longer than the maximum age, the track is presumed dead

and will not be considered anymore. Decreasing this value will force the algorithm to make

new IDs instead of re-using older ones.

I Minimum initialization frames (N): The amount of frame a new track needs to be assumed as

new before the track is made. Increasing this value will allowmore time to find an appropriate

match.

I The type of feature extractor is used. An interchangeable model that returns a feature matrix

of the subject.

DeepSORT allows for interchanging the feature extractor, however has already implemented a few

MARS [43] which looks at the change of colours between frames. 4 different MARS models were

tested: small128 (default), triplet, magnet, and cosine [22].

A parameter sweep was performed, from which the results are shown in Figure 6.2. It can be

concluded that changing these settings, do not have a significant effect on the HOT-score with only

a change of less than 2%. However, in the amount of IDSW change in settings can be noted: Setting

a limit in the number of features that can be used, taking a maximum age of around 20 frames and

an initialization time of around 5 frames, with the triplet setting, show the best results in terms of

IDSWs
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Figure 6.2: Results of the parameter sweep of DeepSORT. The number of HOTA needs to be maximized, whilst the

amount of IDSW needs to minimized.

FairMOT

Continuing on the FairMOT applications, the following parameters can be adjusted:

I Tracking Buffer (B): The number of older frames’ features from a track are used for associating

a subject. Decreasing this value results in the association based on the fewer older frames. If

subjects turn, older frames can have outdated features which do not compare with the new

angle.

I Re-Identification matrix dimensions (R): The dimensions of extracted features matrix. Increas-

ing the dimensions will allow for more information to be extracted and compared to, but will

require higher match confidence.

Figure 6.3: Results of the parameter sweep of FairMOT. The number of HOTA

needs to be maximized, whilst the amount of IDSW needs to minimized.

A parameter sweep was per-

formed, from which the re-

sults are shown in Figure 6.3.

The dimensions of the re-ID

matrix do aid in the accu-

racy of the tracking. This is

probably true due to the ex-

tractor being trained on hu-

mans and not on horses.

The buffer does however in-

crease the HOTA-score but

also increases the inaccuracy in

IDSWs.

No further applicationswere con-

sidered for re-ID.
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6.2 Re-Identification Evaluation

Evaluating the re-identification is done using the HOTA [61] and CLEARMOT [62] metrics. These

show the complete evaluation from detection to ID’ing, as all tasks before influence the last task.

The following metrics are selected to evaluated the re-identification:

I Higher Order Tracking Accuracy (HOTA): The geometric mean of the DetA and AssA scores,

which are:

• Detection Accuracy (DetA): Percentage of GT detections were correct. An combination

of the recall and the precision of the detections.

• AssociationAccuracy (AssA): Percentage ofGT associationswere correct. An combination

of:

∗ The recall: measure of how well the predicted trajectories compare to the GT, a low

percentage results in an object that is split into multiple predicted tracks

∗ The precision: measure of how well the trajectories keep to the same GT trajectories,

a low percentage results in a trajectory split into multiple objects.

I Multi-Object tracking accuracy (MOTA): Summary of over- all tracking accuracy in terms of

false positives, false negatives and identity switches.

I Mostly tracked (MT): GT tracks that have the same label for at least 80% of their life span.

I Partly tracked (PT): GT trackes that have the same label between 80% and 20% of their life

span.

I Mostly lost (ML): GT tracks that are tracked for at most 20% of their life span.

I IDSWs: Number of times the reported identity of a GT track changes.

Table 6.1 shows the evaluation of the re-ID using the metrics stated above. The shown data is not all

the data that has been obtained, but only the top 3 ranking results from each application.

Table 6.1: Results of the evaluation of the re-ID. The Out-of-the-Box (OotB) models are also displayed to compare to. The

tag holds configured value for the parameters explained in sections 5.16.1.

Re-Id Tag HOTA MOTA MT PT ML IDSW
DeepSORT OotB (YoloV4) 25.54 31.34 0 20 11 69

DeepSORT OotB (YoloV4-Tiny) 44.74 56.78 10 19 2 75

DeepSORT (Y640_M_B) PF-e-B10-A30-N8-magnet 55.89 75.72 15 16 0 55

DeepSORT (Y640_M_B) PF-e-B10-A10-N8-magnet 55.74 75.63 15 16 0 54

DeepSORT (Y640_M_B) PF-e-BN-A20-N3-triplet 55.53 74.55 17 14 0 72

FairMOT OotB is trained for humans

FairMOT (DLA34) D30-C30-O30-B50-R64 56.73 73.49 14 17 0 177

FairMOT (DLA34) D30-C30-O40-B50-R64 56.26 73.49 14 17 0 188

FairMOT (DLA34) D10-C30-O30-B50-R128 56.12 73.54 14 17 0 187
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6.3 Re-Identification Discussion

The problem with FairMOT’s tracking can be seen in the evaluation of the re-ID where the amount

of stable tracks (concluded from MT, PT and ML) is outperformed by DeepSORT. This is due to the

amount of IDSWs FairMOT incorrectly makes.

The re-ID part of the applications have only aided in solving occlusions and not creating tracks

from sequences. The result of the re-ID task is not decisive as V2V re-ID was not attempted with

the SOTA due to the lack of the good feature extractor for horses. The feature extractors used by

YoloV4 and FairMOT were both trained for humans and did not have the accuracy required for the

determination of association confidences for V2V re-ID. The next chapters will discuss a solution to

this problem.
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The current output of the pipeline contains all the desired information stated in the aim, sorted on

frames of the video. With a conversion script the output of the applications was converted to a table

containing (per unique subject):

I Path of the video

I Frame number

I Left side of the BB (minimum x-pixel)

I Top side of the BB (minimum y-pixel)

I Right side of the BB (maximum x-pixel)

I Bottom of the BB (maximum y-pixel)

With this information, a sequence of images of a subject can be extracted from the video. The

missing part in the pipeline is an extended re-ID that is able to link these sequences.

The current pipeline performs different between the 4 fragments (explained in section 3.3 on page 11).

In Table 7.1 it can be seen that both applications performed significantly better on fragment 1, and

significantly worse on fragment 3. This is due to the placement of the camera, where fragment 1 is

placed on higher ground than fragment 3, and the density of subjects and their number of occlusions

(see Figure 3.2 on page 9). The final result from fragment 1 would satisfy the requirements of this

thesis without the addition of the extra re-ID’ing and V2V re-ID’ing as can be seen in Figure A.5 on

page 44.

YoloV4 and FairMOT show promise in their ability to localize horses from video with high accuracy

whilst minimizing FPs. These detectors however have beenmade for speed to satisfy the requirement

of live video processing, which is not a requirement of this use case. The trained detectors were

able to correctly localize 87% and 93% of the horses respectively, where the missed detection were

occluded, far away and blurred horses. YoloV4’s BB creation outperformed FairMOT’s, where

FairMOT tends to see multiple objects in a single object as can be seen in Figure 5.5 on page 27 and

A.2 on page 41.

Table 7.1:Analysis of the applications on each individual evaluation fragment. Taking the average of the 3 best performing

tracks per application from the re-ID evaluations in section 6.2 on page 31. In the ’App’ row, ’DS’ refers to DeepSORT and

’FM’ refers to FairMOT.

Fragment HOTA [%] MOTA [%] MT PT ML IDSW IDT
App DS FM DS FM DS FM DS FM DS FM DS FM DS FM

1 89.6 88.0 91.7 88.8 7 6 1 2 0 0 2 15 0 6

2 65.4 61.6 75.3 61.7 3 2 4 5 0 0 9 26 3 12

3 43.5 38.2 52.2 62.4 0 1 8 7 0 0 27 67 5 10

4 70.7 68.2 75.8 75.8 5 5 3 3 0 0 18 68 6 36
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DeepSORT and FairMOT (using YoloV4 and FairMOT as detector respectively) were used for

tracking, where a limitation was identified. With the online method of tracking (only using the

current and previous frame instead of multiple past and future frames) in the combination of

incorrect re-IDs when associating lost tracks, results in IDT that are catastrophic in this use case.

The re-ID part of the applications continued on this problem. An additional part needs to be added

to the pipeline that would extend the re-ID part of the thesis, as the current SOTA applications can

not solve this problem. The proposed solution to the problem is to ensure that amount of IDT is

minimized, which can be achieved by promoting new IDs instead of re-ID after difficult occlusions.

This results in sequences (shorter track outputs) that need to link into real tracks of each subject. In

Figure 7.1 an illustration can be found that shows the output of the current pipeline.

Figure 7.1: An simplified example of associating sequences, the output of the tracker, to another. The boxes represent

detection and are linked in sequences. The lines between the boxes are hypotheses of association, with a probability based

on details of the sequence. Without considering past and future associations of other sequences, the solution can become

illogical resulting in incorrect associations due to the first-come-first-serve type of association. However, allowing these

considerations and making hypotheses, should allow for a more optimal solution.

The second limitation of the DeepSORT and FairMOT is their incapablities to extract long-term

features that can be used when re-ID’ing. The additional part of the re-ID would need to link by

associating (short- and long-term) features, location, velocities and time bounds of the sequences.

This problem can be classified as a lifted, multicut or multi-camera association problem and will be

further explained in section 8.3 on page 36.

All in all, the full pipeline could not be completed with the current open source SOTA applications.

The used SOTA applications are not designed for this use case, where IDT errors are not as

catastrophic in the evaluation dataset that these applications use. These datasets mostly consist of

a short appearance of a unique subject, where the only re-ID that needs to be done is after short

occlusions, and the track can be considered dead when the subject leaves the video. In this use case,

re-ID’ing is required after a subject leaves the video and even from V2V.
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In this chapter, suggestions on improvements are given in where for each part of the thesis. These

suggestions are concluded from the work done during this thesis and were not implemented or

tested due to time restraints or that suggestion being outside of the scope of this thesis. The order at

which the suggestions are listed refers to the significance the suggestion can influence the output of

the task, the first being most significant.

8.1 Object Detection suggestions

Input from previous detections When an object is detected in a prior frame, that object is likely

to be present in the next frame. Using the position, velocity and size of the previous detection(s), an

expected location can be predicted which can aid in the localization in the current frame. This could

help stabilize detections and solve issue shown in Figure A.2 on page 41.

A bigger CNN One application used is this task is YoloV4. This application was built for high-

speed detections which penalizes the accuracy of the detections. CNNs like EfficientNet [59] which

has 480 million parameters (EfficientNet-L2) compared to Yolos’ 64 million parameters.

Adjusting input size Commonly the input size of a CNN is square as the aspect ratio of images

can vary. However, in the case of this use case, the input size should have the aspect ratio of 16:9 as

standardize resolutions are 1920x1080 and 1280x720. This would decrease information loss due to

resizing the video to the required input size.

Adjusting the training dataset The final result from the trained models show limitations in the

detection of horses that are moving closer to the camera. The algorithm is trained on still images

and not trained on moving objects. The augmentation blur could be used to increase the accuracy in

detecting moving objects.

Additional Classes To reduce the chances of a detection being a FP, the detector can be trained to

also classify the other objects in the videos. In this use case, horses and humans appear in the video,

where the detector has issues handling occlusions with humans. With training for humans as well,

the detector should improve on such situations.
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8.2 Subject Tracking suggestions

Backwards confirming of sequences When associating subjects to sequences, the association

check is only performed once, after which the association is kept. If an association is wrongfully

linked, a later check could correct the sequence by re-associating the previous frames of the sequence

and the current subject. With this information, an extra cut in the sequence could be made to correct

the miss-association.

Detect Occlusions One of the biggest flaws of the approach is the inability to correctly handle

occlusions, where IDT happen. Recognizing when an occlusion happens could aid in correctly

handling the occlusions like Romero-Ferrero et al. [2] have done.

Better use of trajectories The current implementation does not utilize the direction of the subject

as much as it could. The significance of this propriety of a sequence is not used to its full extent when

determining associations. Referring back to section 2.2 on page 3, the current applications only

utilize the Feature-based tracking in combination with previous and current position probability.

8.3 Re-identification suggestions

This section discusses the requirements of the additional part that would be needed to be added to

the pipeline to satisfy the ultimate goal of this thesis. It would require an accurate feature extractor

and an accurate method of solving the sequence association into tracks (as illustrated in Figure 7.1

on page 34).

Feature extraction for horses As stated, the feature extraction model used in the SOTA tracking

applications are trained for humans. To bypass this issue, the solution was to use other feature

extractors like MARS which looks at the motion of RGB streams [43]. This approach allowed to re-ID

from frame to frame, how did not show promise in its ability to re-ID from sequence to sequence.

To be able to re-ID from sequence to sequence and track to database, a more accurate feature

extractor needs to be trained. Multiple methods have been proposed in the related works that are

used for humans and in SOTA applications:

I Training on a dataset comparable to Market1501 [25] (contains 1501 unique identities, from 6

camera’s with 33K annotations) NNs can be trained to identify which features are important

to differentiate horses from another [5, 26, 44–46].

I Segmentation of body parts [6] in combination with attribute extraction [47] might be an

improvement on the previous suggestion. This also allows for better identification of the

subjects within the database with a textual description of the subject.

I When sequences are merged into tracks, the subject can be seen frommulti-angles. Identifying

how a subject looks at each angle and associating a possible association with that same angle

could aid in the correctly re-ID of sequences and tracks to subjects in the entire collection of

input video’s [63].
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Without an accurate feature extractor, neither the sequence to sequence nor the track to database

associations can be completed.

The current hurdle to implement this suggestion is the lack of an appropriate training dataset that

consists of many images of many unique horses and labelled as such. A comparable dataset for

humans would be Market1501 [25] consisting of 1501 unique subjects with 32.6k images, averaging

at 21.8 images per subject.

Offline lifted sequence association DeepSORT and FairMOT both are applications that approach

re-identification in an online matter, with a single association and by only associating subjects

to sequences using the current and previous frame(s). This online method limits an association

application when the video footage is pre-recorded. An example of this limitation is when the

application incorrectly associates subjects to tracks, resulting in a continuation of that incorrect

association due to the application not being able to correct the past associations. Considering

more frames before making an association should generally aid in solving long-term occlusions

and false or missed detections [26, 29, 42, 64]. Additionally, it could filter out FP, for example,

sequences like shown in Figure A.1 on page 40. The solution used in this thesis was to ensure that

the number of incorrect associations was minimized, extracting sequences uninterrupted of subjects.

An application should be able to solve the sequence association the arises from these sequences

(see Figure 7.1). It should be noted that the creation of sequences is to aid such an application with

already giving associated detections, however, might work better if given the raw detections (giving

the application the ability to track subjects itself). The application could use the following details of

a sequence to compute probabilities of associations: subjects position, velocity and features within

the sequences, and the time bounds of the sequence.

Several data association algorithms have been used through-out SOTA applications. Markov Chain

Monte Carlo Data [64], cost or association matrices [24], Lifted edges [29] and Tracklet-plane

matching [42] association was be used to solve the problem by giving multiple hypothesis [65] from

which the most likely solution can be obtained.
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Figure 9.1: An extension of Fig-

ure 1.1 on page 2. The current

output of the pipeline are se-

quences of horses that need

to be associated into finalized

tracks. ’Re-ID #2’ refers to the

discussed additional part to re-

ID that needs to be created

(as discussed in section 8.3 on

page 36).

The goal of this thesis was to create a pipeline that converts a collection

of raw heterogeneous videos into an informative database about the

occurrence of each subject in the video, whilst being unsupervised

(excluding the object detection training). The direct usage of this pipeline

would be the ability to retrieve reference data which can be used when

using active learning queries on sensor data. In addition, this pipeline

would have the ability to aid in other projects like unsupervised unique

animal counting, subject following over a multi-camera setup and as

a part of a project that extracts video streams of a unique subject.

This thesis defined 3 tasks; Object Detection, Subject Tracking, and

Subject Re-identification, which the pipeline should complete to be

able to extract the desired information. The three tasks are evaluated

and discussed separately in the chapters 4, 5 and 6 respectively. Using

existing applications, object detection and subject tracking was achieved

with an accurate result where FN in detections and IDT in tracking were

minimized. Existing applications also showed promising re-ID results

with short-term features, however they did not fulfil the requirements

of what the re-ID application should do. The usage of the current re-ID

can be seen as the extension of the tracker, aiding in solving occlusions.

The output of the current pipeline are sequences of subjects that still

need to be associated with an additional re-ID part as illustrated in

Figure 9.1.

To conclude, with the SOTA applications YoloV4+DeepSORT and Fair-

MOT the original 3 tasks were completed. The pipeline has the ability

to detect 93% of the horses with a detector and only has 5 IDTs in the

evaluation fragments totalling 2 minutes of video. The current pipeline

gave a decent result on fragment 1 where the video conditions were the

best. From this footage, the pipeline was able to extract all the desired

information: For each subject; the video path, the frame in the video

and the x and y coordinates of the horses BB.
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Appendix

Training setup The University of Twente provides a GPU-assisted computing platform with

high amounts of allocatable VRAM, which allows for higher training speeds. These virtual

machines have a restriction for up- and downgrading packages, which resulted in complications

for running applications that were created for older versions of packages. The version of OpenCV

was not compatible with Darknet, not allowing the backbones’ augmentations. For that reason the

augmentations were made manually through the method explained in 3.4 on page 13. DNCv2 is

an commonly used module that needs to be complied in GCC and G++ versions 7. The virtual

machines have versions 9. Due to these complications, most other atempted applications could

not be trained through these virtual machines. The other machine used to test en train (FairMOT)

was a P51 Thinkpad, i7-core with 4GB VRAM, which limited the amount of training that could be

performed due to the low GPU power.

The main programming language thesis thesis uses is Python. This due to the Python support most

backbones have and Python is the language AiSensus was written in. No other languages were

considered. The training datasets used for the models are the images explained in 3.4 on page 13

and the evaluation dataset is the dataset explained in 3.2 on page 11.

Reference images The images below are referred to throughout the report.

Figure A.1: Example of where a mirror creates FP detections. The left image is DeepSORT, the right is FairMOT, frame 45

taken from fragment 3.



Figure A.2: Example of where the flare of the sun and a dirty window can influence the detectors ability to localize the

horses correctly. This is most like due to the features of a horse (patterns, colors)being disrupted. The left column is

DeepSORT, the right is FairMOT. The frames are numbered and taken from fragment 4.



Figure A.3: Example of a difficult occlusion resulting in FNs and IDSWs. The left column is DeepSORT, the right is

FairMOT. The frames are numbered and taken from fragment 2.



Figure A.4: Example of a FP (Horse ID 39 by DeepSORT) and a difficult occlusion resulting in IDT by DeepSORT. Horse

ID 1 gets transfered to ID 21, creating a new ID 57. The left column is DeepSORT, the right is FairMOT. The frames are

numbered and taken from fragment 2.



Figure A.5: Illustration of how the applications performs on fragment 1. Both applications have trouble with the far away

horse and when that same horse gets occluded behind in the row. The left column is DeepSORT, the right is FairMOT.
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