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ABSTRACT
Deep Neural Networks have seen great success yet require
increasingly higher dimensional data to be applied suc-
cessfully. To reduce the ever-increasing computational,
energy and memory requirements, the concept of spar-
sity has emerged as a leading approach. Sparse-to-sparse
training methods allow training and inference on more
resource-limited devices. It has been hinted in previous
work (SET [39] and RigL [13]) that such methods could
be applied to feature selection since they may implicitly
encode the input neuron strengths during training. How-
ever, a proper investigation of this potential idea has not
taken place in the domain of supervised feature selection.
This paper develops a method for supervised feature selec-
tion using Sparse Evolutionary Training applied to Multi-
Layer Perceptrons (SET-MLP). The focus is on investi-
gating the robustness of this feature selection mechanism
to changes in the topology of SET-MLPs. We develop
and perform an experimentally driven analysis on some
prominent datasets to evaluate the generalizability, initial-
ization dependence and similarity of the underlying net-
works of the feature selection process. We find for the
selected datasets that SET-MLP produces similar feature
selections for different underlying network topologies and
can recover from bad initialization. This work provides
a basis for understanding whether supervised feature se-
lection using sparse training methods are robust to topo-
logical changes. The problem addressed can have further
implications in understanding sparse training, given that
it visualizes some aspects of the random exploratory na-
ture of these methods. Furthermore, it discusses the po-
tential viability of sparse-to-sparse training methods for
supervised feature selection.
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1. INTRODUCTION
Over the past decade, Deep Neural Networks (DNN) have
become the de-facto standard for image classification, ma-
chine translation, natural language processing, and many
more domains [30]. They tackle increasingly difficult prob-
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lems by increasing the size of the models and their param-
eters [2, 47, 24]. This improved state-of-the-art perfor-
mance, however, comes at a cost. Most modern DNNs use
many dense layers but reach fundamental computational
constraints and large memory footprints, often requiring
many TPU/GPUs for training and inference [44, 28]. Be-
sides, many deep learning models are prone to overparam-
eterization [10, 11] and memorization [50, 25] in the search
for generalization. Overparameterization is not only com-
putationally inefficient, but it may also hinder the explain-
ability of the network, as correlations tend to increase non-
linearly when increasing the parameter space.

Many network pruning methods already exist for improv-
ing the computational cost at the inference stage [31, 22,
43, 21, 40, 34, 23]. In pruning methods, the model is still
trained as usual with over-parameterization in place, but
at a second stage, the unimportant connections in the net-
work will be removed based on a certain criterion (see Fig-
ure 1).
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Figure 1. An illustration of a typical pruning pipeline.

After that, the pruned model can be fine-tuned to account
for a potential reduction in accuracy [36]. Many adapta-
tions exist that, in essence, try to compress a dense model
to a sparse model. Yet this dense-to-sparse training, as
performed in, e.g., Single-Shot Network Pruning [32] or
Dynamic Network Surgery [18], still requires the initial
memory footprint of the dense network. The main ben-
efit of such pruning methods seems to not be given by
inheriting important weights, but by the resulting sparse
architecture [36, 14, 15]. These methods can thus be seen
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as a form of topological neural network search. To keep
up with ever more challenging problems, simply scaling
the existing dense-to-sparse models may turn out not to
be enough [47, 26].

Only recently, more effort has been put into developing
completely sparse-to-sparse training methods in which the
neural network can dynamically alter the topology through-
out training while keeping the number of connections at
all times bounded [38]. Deep Rewiring [6] looks at the
problem theoretically by altering the back-propagation al-
gorithm to incorporate a simultaneous optimization of the
connectivity graph. Evolutionary algorithms such as Sparse
Evolutionary Training (SET) [39] and RigL [13], on the
other hand, take inspiration from biological phenomena.
SET has shown to produce scale-free topologies [4, 8] and
is based on on-the-fly connection pruning/regrowing while
staying sparse throughout the training process.

Further reductions in computational costs can be achieved
through feature extraction and feature selection. Dimen-
sionality reduction can be vital in reducing model com-
plexity and can reduce over-fitting. Feature extraction al-
gorithms derive useful information from the data to trans-
form the data onto a new feature space [20]. The goal is to
compress the data while keeping the most relevant infor-
mation. However, the memory requirements may still be
similar, given that all features are still being used. Fea-
ture selection, on the other hand, will filter the existing
features into a subset of features. It has the potential to
reduce the model complexity, improve the generalization
capability and explainability of the model [19]. Since some
sparse training algorithms (e.g. SET [39] and RigL [13])
seem to encode importance to the input nodes, this weight
information could potentially be used for feature selection.
For unsupervised training of Autoencoders, a truly sparse
selection process called QuickSelection has shown promis-
ing results by reducing the parameter size by at least an
order of magnitude while significantly increasing the com-
putational efficiency [3].

Many areas of sparse training and feature selection of
DNNs are still unexplored [38]. For supervised learning
methods like MLPs it is yet unclear whether the weights
of the input neurons will correlate with the feature impor-
tance. Moreover, once features are selected, it is still an
open question whether such a feature selection is robust
to topological changes in the network.

The goal of this research is thus to understand the be-
haviour of SET-MLPs for supervised feature selection con-
cerning robustness. It ultimately should inform whether
the recent trends into sparse training will pay-off as good
memory-efficient candidates for going beyond state-of-the-
art DNNs. To pursue our goal, we have defined the fol-
lowing research questions as the basis of our research:

Limits How far can we stress SET-MLP in terms of spar-
sity and the number of features selected while retaining
accuracy?

Similarity How similar is the feature selection of different
SET-MLPs trained on the same dataset?

Initialization-dependence How does SET-MLP respond to
bad initializations?

Generalizability How generally applicable are SET-MLPs
for feature selection?

In this paper, we study these open questions to start un-
derstanding how robust supervised feature selection with
SET-MLPs is to topological changes in the network. We
make the following specific contributions:

(1) We develop a supervised feature selection method using
SET-MLPs.

(2) We create a unique framework designed for sparse
training methods to perform a broad evaluation of their
robustness characteristics for feature selection.

(3) We repeat some experiments by Liu et al. [35] on Sparse
Topology Metrics and improve the original algorithm and
implementation. We then analyze the similarity of the
network topology obtained by different SET runs that are
used for feature selection.

(4) We establish an inverse problem in which a sparse-to-
sparse network has to find the complete opposite feature
importance from what it would select after initialization.

The remainder of this paper is organized as follows: Sec-
tion 2 discusses related work in sparse-to-sparse train-
ing and feature selection by illustrating the general con-
cepts. After that, the specific methodology and experi-
mental setup in use to answer the above research questions
is discussed in Section 3 and 4. In Section 5, the results
are presented and discussed in Section 6. Finally, the lim-
itations and open questions of the study are discussed,
resulting in possible future directions.
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Figure 2. Illustration of the SET algorithm for a MLP.

2. RELATED WORK
In this section, we introduce related work in sparse neu-
ral networks, feature selection and topological similarity
metrics that are the basis of this study.

While DNNs have been a topic of research for several
decades, the benefits of sparse architectures are still being
explored. Gale et al. [15] extensively evaluate many fixed
pruning and sparsification methods. The experiments in-
dicate that simple pruning techniques can achieve equal
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or better performance than complex pruning techniques
that may perform more inconsistently. In addition, they
observe that it is more difficult to train a fixed learned
sparse architecture through pruning than a model that in-
corporates sparsification in the optimization and training
process [15]. The resulting sparse architecture seems to be
the crucial aspect. For a traditional example, see Single-
Shot Network Pruning (SNIP), where Lee et al. [32] at-
tempt to find a mask to filter an initially dense neural
network before training. After pruning, training proceeds
as usual with the static, sparse network. An additional
limitation to pruning is that the initial memory footprint
is still required, which may not be suitable for low resource
environments.

Various types of sparse-to-sparse training techniques exist
that could be used as the basis of the study [38]. Mocanu
et al. have proposed the concept of Sparse Evolutionary
Training (SET) in 2018 [39] after initially attempting to
use a fixed sparse connectivity pattern in 2016 [37]. SET
uses Erdös-Rényi graph initialization to create the initial
sparse network. It is a graph where each edge in the same
layer has an equal probability to be taken. SET then takes
the currently trained sparse network and removes a frac-
tion of the weights with the smallest magnitude. It then
randomly creates as many new connections across the net-
work as were removed. Figure 2 visualizes this method.
SET is similar to an evolutionary process in that it can
produce a sparse, scale-free network topology. As a result,
it requires significantly fewer connections and quadrati-
cally reduces the number of parameters at no decrease in
accuracy [39, 7]. To allow for faster convergence than ran-
dom evolution, RigL [13] and Top-KAST [27] make use
of the gradient information from non-existing connections
during the regrow phase. However, the information needed
from these non-existent connections may turn out to not
be scalable enough. A similar strategy that is based on the
momentum of each parameter has also been explored by
Dettmers and Zettlemoyer [12]. Given that the robustness
of such methods will be analysed, the convergence rate is
of secondary importance. Instead, the simplicity of SET
creates a transparent platform for further study. In addi-
tion, the random regrow strategy makes SET less biased
by gradient information which is preferred in a study of
robustness.

Sparse training can also be adapted to other applications
such as feature selection resulting in lower computational
costs for larger data sets. The work by Atashgahi et al.
[3] demonstrates that the ideas developed for SET can
map over to unsupervised training of Autoencoders to
perform unsupervised feature selection. In essence, the
weights of the input neurons are taken as a metric for
choosing the important features. Whether these meth-
ods will translate to supervised training on SET-MLPs is
still unclear. To gain further insights into the topological
structures of sparse DNNs, Liu et al. [35] propose a Neural
Network Sparse Topology Distance (NNSTD) metric. It
enables one to compare and visualize different sparse net-
work topologies. NNSTD treats the neural network as a
neural graph such that it can use the well-known Graph
Edit Distance (GED) [42]. It considers the minimum dis-
tance needed to transform a graph g1 into another graph
g2:

GED(g1, g2) = min
∀p∈P(g1,g2)

c(p), (1)

where p is a sequence of transformations in the set of all
possible transformations P that has a total cost of c(p).

The idea is then to take two layers at a time from both
networks, and for each combination of neurons, the delta
between the connections is computed in terms of the Nor-
malized Edit Distance (NED) given by:

NED(g1, g2) =
|g1 \ g2 ∪ g2 \ g1|
|g1 ∪ g2|

, (2)

where g1, g2 are two layers coming from two networks.

3. PROPOSED METHODS
To address the research questions regarding the robust-
ness of supervised feature selection using sparse neural
networks, this section details the proposed methods.
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Figure 3. Illustration of Evaluation Framework (see Section
3.1 for a description), where N is the number of runs, n the
nth run and Fi the ith selected feature set.

3.1 Evaluation Framework
The evaluation framework follows closely the proposed re-
search questions of Section 1 (see Figure 3). In general,
various SET-MLPs are trained on the datasets and used
for feature selection as discussed in Section 3.2. The se-
lected features are then used to perform classification with
various standard classifiers (see Section 4), and the ac-
curacy on these tasks will be recorded. We repeat the
general setup for various sparsity levels of the SET-MLP.
We not only apply feature selection at the end of training
SET, but perform the same evaluation after several sample
epochs. To visualize the feature selection, several images
are created which indicate the prevalence of the features
over multiple runs (see Section 3.3). Finally, the Network
Topology Distance is used to judge the similarity of the
underlying SET networks (see Section 2 and 3.3).

3.2 Feature Selection
Various feature selection mechanisms can be thought of
that use the weight and connectivity information of SET-
MLP. Since the focus of this research is not on finding the
best possible feature selection approach, only a simple,
straightforward method is introduced and used for feature
selection. Concretely, first a SET-MLP is trained as de-
fined in [39] and visualized in Figure 2. Afterwards, the
first weight layer representing the input neurons will be
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used to determine the node strengths. This was also al-
ready done by Atashgahi et al. [3] for unsupervised feature
selection and follows the typical graph theory conception
of node strength. A node strength s is determined by
taking the sum of the magnitude of all its outgoing con-
nections:

si =

N1∑
j=1

|w1
i,j |, (3)

where N1 represents the number of neurons in the first
hidden layer of the network. Similarly, w1

i,j is the weight

associated with input neuron i and the jth neuron of the
first hidden layer.

This strength can now be used to rank the features such
that finally, only the most important percentage of fea-
tures is selected:

F = {fi|i ∈ Z, 0 ≤ i ≤ N0, si ≥ Sk}; k = bN0λc, (4)

where F is the resulting set of selected features, fi the ith

feature, Sk the kth element of the sorted set (descending)
of node strengths, N0 the number of input neurons, and
λ the percentage of features to be selected.

3.3 Network Similarity Metrics
Quantifying the similarity of different SET-MLP topolo-
gies can be achieved through various means.

Images.
The first method in use visualizes the features as an im-
age where each pixel represents a different feature. It is
especially useful in image classification tasks to get an in-
tuitive understanding of the feature selection. It can be
used to show the evolution of the feature selection after
various training epochs of the SET-MLP. In addition, dif-
ferent intensity levels of the colour can provide insight into
spatially locating the essential features.

Sparse Topology Distance.
To better quantify the similarity of different topologies,
the method introduced by Liu et al. [35] is also used
here and explained in Section 2. Given the complexity
of this algorithm, adding more runs into the comparison
will drastically increase the computation time. Therefore,
we improved the computational cost of the inner loop of
the official implementation through typical optimization
strategies (use of Numba [29], a JIT backend to Python)1.
Also, by identifying that the elements in g1 and g2 are all
unique, the computation of the Normalized Edit Distance
(NED) can further be simplified to:

d(g1, g2) =
|g1|+ |g2| − 2|g1 ∩ g2|

|g1 ∪ g2|
, (5)

where d represents the NED and g1, g2 two layers coming
from two networks.

4. EXPERIMENTAL SETUP
To assess the robustness of feature selection using SET-
MLP, several experiments have been conducted to give

1The code is available at: https://git.snt.utwente.nl/
s2106019/sparse_topology_distance

insight into the research questions in a step-wise fashion.
Note that we explicitly do not look at the raw accuracy,
but limit this study to the specific robustness characteris-
tics. To begin with, the first experiment tests the classifi-
cation accuracy for various classifiers and varying numbers
of features selected. The feature selection is performed us-
ing SET-MLP as described in Section 3.2. The classifiers
that are taken into consideration are support-vector [46],
k-nearest neighbours [1] and extra-trees classifier [16]. The
general characteristics of a fixed sparsity level for SET-
MLP are first explored in detail. Then, the same experi-
ment is performed for different sparsity levels of SET. For
all experiments, the number of features selected ranges
from 0% to 100% in 10% increments. It allows to ex-
plore the scaling behaviour of the feature selection and
may highlight the potential critical percentage of features
needed to still perform the classification task with reason-
able accuracy.

4.1 Initialization Dependence
Much previous work already points out the sensitivity of
various neural networks to their initialization [45]. This is
also tested for SET-MLP by using different random seeds
for each run. In combination with the other aspects of the
evaluation, this should provide a solid ground to explore
whether different seeds create different resulting networks
and feature selections. Furthermore, a worst-case scenario
is performed, in which the SET-MLP is first trained as nor-
mal. After that, the process is repeated, however, the most
important features that have been found are disabled com-
pletely during initialization by setting all the correspond-
ing connections to 0. The rest is initialized randomly as
usual. Note that the sparsity level is nonetheless the same,
resulting in more unimportant weights. This process can
loosely be thought of as the inverse problem in which the
network has to find the complete opposite from what it re-
ceived as input. The performance of this task can then be
evaluated by comparing the feature selection of the initial
run with that of the modified one. The specific configura-
tions of these experiments given a dataset are provided in
the next sections.

Table 1. Dataset properties

Name Features Type Samples Classes
F-MNIST 784 Image 70000 10

Lung 3312 Microarray 203 5

4.2 Datasets
It has been shown in the past that specific attributes
of a dataset can significantly alter the performance of
a model [33, 41]. Therefore, it is vital to perform the
above-mentioned tests on a variety of datasets with differ-
ent characteristics. The default dataset, with which the
most detailed analysis is performed, is Fashion-MNIST
[49]. It poses an image classification problem and is par-
ticularly useful in getting an intuitive understanding of
the behaviour of an algorithm. Since it has 28× 28 pixels
per image, this dataset has 784 features and 10 possible
output classes. From the biological domain, Lung from
the scikit-feature feature selection repository [33] is used
as another continuous, multi-class dataset with 3312 fea-
tures and 5 output classes. Table 1 provides an overview
of the dataset characteristics.

4.3 Hyperparameters
SET has various hyperparameters that can alter the per-
formance of the model. Throughout the test process, all
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these parameters are held constant unless explicitly stated
otherwise. The fraction of weights removed at each epoch
is ζ = 0.3. So, 30% of the weights are removed and re-
placed at each epoch using the process illustrated in Figure
2. The sparsity of the network is based on the variable ε,
which determines how many edges are selected during ini-
tialization. The sparsity level is by default at ε = 13.
It, for instance, roughly equates to a 2% density level
(1− sparsity) in the first hidden layer of Fashion-MNIST.
Besides, Nesterov momentum is used during optimization
with α = 0.9, and the batch size is 40 and 2 for Fashion-
MNIST and Lung, respectively. All data is normalized to
mean 0 and unit variance. We train SET for 400 epochs
using a learning rate of η = 0.05 and a weight-decay of
2e−4. No dropout is used during this process.
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Figure 5. Classification accuracy of support-vector (green),
k-nearest neighbours (red) and extra-trees (blue) classifier
for different feature selections. The feature selection is per-
formed using the proposed method (see Section 3.2). 32
runs, Fashion-MNIST, ε = 13.

4.4 Implementation
The implementation of SET2 is written in Python and uses
purely sparse datastructures for working with the weights.

2The official SET repository from which the second listed
implementation is used can be found on GitHub.

For this, SciPy’s sparse matrices are used [48]. In partic-
ular, the second listed implementation is the foundation
of this research and uses Numba [29] for the performance-
critical sections. We have adapted the code slightly to
fit our needs and provide feature selection and various
plotting functions3. For the datasets Fashion-MNIST and
Lung, 3 hidden layers with each 3000 neurons are used for
SET. Besides, we use 2

3
of the data as training data and

the rest for validation. The split size is the same for both
training of SET and the classifiers. In each run, a differ-
ent random split is taken and SET will have a different
initialization.

4.5 Evaluation Environment
The experiments were performed on a quad-core CPU,
namely an Intel(R) Core(TM) i7-8550U CPU @1.8 GHz
with a maximum clock speed of 4 GHz run on Linux. The
implementation can use all the available cores, however,
no GPUs were used during this process given the limited
hardware support for sparse methods.

5. RESULTS
This section presents the findings of the experiments men-
tioned in Section 4.

Baseline Accuracy at fixed sparsity levels.
First, we explore how many features can be dropped for
the classification task before seeing noticeable accuracy
degradation. When looking at Figure 5, we can see that
the accuracy is unaltered for up to 80% dropped features.
The accuracy of all classifiers reduce by 3 − 5% at 10%
of remaining features and drops significantly afterwards.
This behaviour is reasonable since, at some point, there ex-
ist too few features to make meaningful predictions. More
interesting is the fact that the variance of the accuracy
remains small for the 32 runs. These accuracies form a
baseline for the following experiment.

Accuracy at different sparsity levels.
Next, we explore how the accuracy of the different classi-
fiers changes if SET is performed at varying sparsity levels.

3The code of this paper is available at:
git.snt.utwente.nl/s2106019/robustness_set
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Figure 6. Node strength visualization of SET-MLPs underlying network using (a) Erdös-Rényi and (b) worst-case initial-
ization (see Section 4.1). 70% of features dropped, Dataset is Fashion-MNIST.

We vary ε from 1 to 31 and perform the same evaluation
as before. Looking at Figure 4, we mostly see that the per-
formance of the classifiers remains stable but drops faster
for very low densities. The deviations from low to high
sparsity are more pronounced for smaller ε. This is most
notable in the k-nearest neighbours classifier, where the
accuracy stabilizes for ε = 13 even at 90% dropped fea-
tures.
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Figure 7. K-Nearest Neighbours classifier accuracy for dif-
ferent feature selections. The legend shows the colours of
the different training epochs of SET-MLP before the fea-
ture selection was performed. Based on 32 runs, Fashion-
MNIST.

Accuracy at various stages of SET.
To further explore the true impact of SET feature selection
on the accuracy of classifiers like k-nearest neighbours, we
let SET train for 0, 5, 10, 20, 30, 40, 50, 75 and 100 epochs
before performing feature selection (see Figure 7). We can
identify that after 20 epochs, a boundary occurs whereby
the accuracy remains very close together and in the er-
ror margin of the experiment. More importantly, the plot
shows that for an increased number of dropped features,
the difference between training and no training - thus ran-
dom feature selection - becomes more pronounced. For

the case of the k-nearest neighbours classifier, the accu-
racy increases from 77% to 79% at 20% remaining fea-
tures. Figure 11a and 11b contain similar results for the
support-vector and extra-trees classifier, respectively.

Feature selection similarity.
Given that the accuracy remains stable for the various
classifiers, it remains to see whether the actual feature
selection by SET remains stable as well. For this, the
28×28 pixels representing the features of Fashion-MNIST
are given a prevalence score at various stages of the SET
training phase. The prevalence score counts in how many
runs the feature selection selected the feature (see Fig-
ure 6a). The feature selection is performed after training
the SET-MLP for the specified number of epochs and re-
moves 70% of the features. Initially, the distribution is
random due to the Erdös-Rényi graph initialization. Af-
ter 20 epochs, the feature pixels located at the borders
are removed, which is reasonable given that most pictures
are black at the borders in Fashion-MNIST. However, also
the center is given less importance, indicating that this
method selects features on the contours of most clothing.

Feature selection inverse problem.
Another robustness criterion mentioned as a research ques-
tion was the initialization dependence of SET. That is,
does SET require specific initialization - which in this case
is Erdös-Rényi graph - or is it robust to varying initial net-
works? We establish a worst-case scenario as described in
Section 4.1 by first training SET to find the important
features to then explicitly remove those features in the
initialization of the actual run. It only alters the first hid-
den layer and keeps other layers Erdös-Rényi initialized.
An inverse problem is created, which should ideally result
in the inverse image at the final epoch (assuming that the
initial features were indeed the important ones). Figure
6b presents this process in which SET successfully recovers
its initial feature importance.

Topological similarity of SET.
It remains to investigate whether the different runs of
SET produce different networks or if very similar network
structures can emerge. For this investigation the Net-
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work Topology Distance (NNSTD) is used as discussed
in Section 2 and 3. Based on the NNSTD, the SET net-
works that were used for feature selection (after epoch 400)
are all similarly distant from each other, hovering around
0.87± 0.01. So, even though the feature selection remains
almost the same, the actual network topology does not.
It indicates that many networks exist that perform well.
The plot on the right side of Figure 8 shows the evolution
of a single network. The results seem to be independent of
the initialization strategy. We can observe that the sim-
ilarity is largest and spreads outwards from the diagonal
line. This is in line with expectation given that one ex-
pects, e.g., epoch 40 to be more similar to epoch 30 and 50
than epoch 300. The NNSTD suggests that the network
keeps on changing even after 300 epochs. Interestingly,
the initial epochs are much closer together. Overall, the
NNSTD remains above 0.5 in all cases.
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Figure 8. Network Topology Distance for Fashion-MNIST.
On the left, networks from different runs are compared for
topological similarity. The right figure shows one specific
SET network at different stages of training. The missing
label values are always in between the two neighbouring
labels.

Generalizability.
To start exploring the generalizability of this method, we
also investigate the performance on Lung [33]. For Lung,
the general accuracy characteristics remain the same (see
Figure 9), however, higher variance in the accuracy can
be observed. This is to be expected given that Lung con-
tains only a few hundred samples. In Figure 10, we also
observe that training SET-MLP becomes more important
once more than 50% of the features are dropped. How-
ever, overall, the higher variance overshadows any signif-
icant gains. For the extra-trees classifier, these findings
are more pronounced. Additional results for the extra-
trees and support-vector classifier are given in Figure 11c
and 11d, respectively. The Madelon dataset has also been
used and shows some of the limitations of this method
when SET-MLP does not converge completely in the given
time and thus results in poor feature selection4. Madelon
is an artificially created dataset consisting of many noisy,
redundant features which makes it more difficult for SET
to gain any useful information most of the time. Given
the random evolutionary nature of SET, the convergence
may thus take a long time. Further analysis is beyond the
scope of this research, given that feature selection should
be reasonably fast to be useful.

6. DISCUSSION
In this paper, we provided several perspectives into an-
swering whether feature selection using SET-MLPs is ro-
bust. Connecting the initial findings of Fashion-MNIST,
we observe a qualitative difference after training SET for

4For results on the Madelon dataset see the Addendum
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Figure 9. Classification accuracy of support-vector (green),
k-nearest (red) and extra-trees (blue) classifier for different
feature selections. The feature selection is performed using
the proposed method (see Section 3.2). 32 runs, Lung, ε =
13.

20 epochs. Here the accuracy increases (as seen in Figure
7) since SET removes the unnecessary boundary features
present in Fashion-MNIST pictures (see Figure 6a). It is
likely not a coincidence, as many runs come to the same
results even given a bad initialization (see Figure 6b). The
convergence of SET is fast in these cases and thus estab-
lishes itself as a practical method for feature selection. The
similarity of the networks turns out to be different given
the NNSTD metric. This is in line with the findings of
Liu et al. [35]. Overall, the observed distance is slightly
smaller compared to the existing results. This may be
explained by the fact that we used 3000 hidden neurons
per layer compared to 784 hidden neurons. In general,
the Network Topology Distance metric is very sensitive
to changes in the network structure, resulting in almost
everything getting the same large distance score.
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Figure 10. K-Nearest Neighbours classifier accuracy for
different feature selections. Features Dropped indicates
the percentage of features that were removed by the feature
selection. The legend shows the colours of the different
training epochs of SET-MLP before the feature selection
was performed. Based on 32 runs, Lung.

Liu et al. discuss very minor changes in the network, which
can be picked up using this metric. However, for a more
coarse-grained analysis, NNSTD is of limited use. Other
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similarity metrics would have to be created given that, to
our knowledge, no other methods exist in the literature.

These findings also create a connection to the Lottery
Ticket Hypothesis [14]. It states that there exist subnet-
works of randomly initialized, dense neural networks which
can achieve the same accuracy as the initial network af-
ter training at most the same number of iterations. SET
seems to find such substructures more systematically and
is one reason why feature selection is possible with it.

7. CONCLUSION
In this work, we introduced a procedure to evaluate the ro-
bustness of SET-MLPs for use in supervised feature selec-
tion. Notwithstanding the limitations mentioned in Sec-
tion 8, we demonstrated that SET-MLPs indeed produce
similar feature selections while the underlying networks
may differ significantly. Even in worst-case initialization
scenarios, SET can select meaningful features, providing a
solid basis for a robust feature selection mechanism. After
several epochs, the benefits of SET-MLP feature selection
are already present, making it a viable feature selection
strategy beyond traditional methods. The generalizabil-
ity of this method has been experimentally tested on var-
ious datasets, however, it remains to be seen whether it
holds up for larger-scale datasets with many more output
classes. Ultimately, this research provides a hopeful fu-
ture for sparse training and feature selection, which has
the potential to drastically decrease the memory footprint
and computational cost of new and existing classification
methods.

8. LIMITATIONS AND FUTURE WORK
This paper investigates the feature selection capabilities
of SET using a rather simple selection mechanism (see
Section 3.2). It cannot be excluded that better feature
selection strategies exist. An elaborate study of various
techniques is warranted, and future work may look into
possible new yet unknown approaches. The qualitative
aspect of the results is, however, likely to not change and
is the reason for choosing this simple mechanism. As with
any experimental study, one should analyse the behaviour
on many more datasets. Given the few output classes of
the chosen datasets, it will be interesting to see whether
the results hold up for larger, more complex datasets. The
Madelon dataset already gives some indications of the
limitations of this method. If SET-MLP cannot quickly
enough converge, it will result in bad feature selections.

In terms of analysing the robustness of this method, many
other perspectives can be thought of. It may turn out
that on larger datasets, the feature selection ignores cer-
tain, uncommon output classes. Hooker et al. [25] already
looked into whether compressed models can forget. They
form an analysis on dis-aggregated measures of model per-
formance, which could also be used in similar studies on
feature selection using sparse-to-sparse training. It is also
interesting to see whether the robustness characteristics
of this approach can extend to robustness to adversarial
attacks on the dataset. It has been explored for image
classification by Goodfellow et al. [17], Carlini and Wag-
ner [9] and Bastani et al. [5] among others, but similar
studies are lacking for feature selection strategies.

9. ACKNOWLEDGMENTS
I thank my supervisors, Decebal Mocanu and Zarah Atash-
gahi for continuous and insightful feedback to both writing
and executing this thesis.

0 20 40 60 80
Features Dropped [%]

70

71

72

73

74

A
cc

u
ra

cy
[%

]

0

5

10

20

30

40

50

75

100

(a) Fashion-MNIST: Extra-Trees classifier.
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0 20 40 60 80
Features Dropped [%]

86

88

90

A
cc

u
ra

cy
[%

]

0

5

10

20

30

40

50

75

99

(c) Lung: Extra-Trees classifier.
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Figure 11. Additional classification results. Mean classifier
accuracy for different feature selections based on 32 runs.
Features Dropped indicates the percentage of features
that were removed by the feature selection. The legend
shows the colours for different training epochs of SET-MLP.
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