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ABSTRACT
In recent years, the use of equine data from Inertial Mea-
surement Units(IMU’s) has been going up in research as
well as medicine. When this IMU data is used, it is often
very useful to know from which horse it is. This paper
shows a method that allows data from different horses to
be separated, with the use of Artificial Neural Networks.
This system was created with the use of a so-called Long
Short-Term Memory Neural Network, also known as an
LSTM. However, this method is reliant on the fact that
there is data available from the horse that needs to be
recognized. Because of this, this paper also proposes a
method to recognize if data from a horse is not yet avail-
able, using a softmax probability baseline.
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1. INTRODUCTION
The way a horse walks also referred to as its gait can be
split into a few different categories, as first described by
Milton Hildebrand[1]. Carefully studying the discrepan-
cies in this gait, known as lameness, is integral to finding
any problems a horse might have. Because of this, equine
veterinarians spend around 20% of their time monitoring
the gait of horses[2]. However, the monitoring of this gait
done by humans is often not very reliable, as seen by the
fact that veterinarians often disagree on whether a horse
is lame [3, 4]. So instead, the use of objective monitoring
using Inertial Measurement Units(IMU’s) has been intro-
duced[5], which has been shown to be more reliable[6].
These IMU’s are sensors that combine accelerometers and
gyroscopes to record movement in all three dimensions.
The reliability gained by IMU’s, in combination with the
increase in the use of data analysis in general[7], resulted
in the fact that the use of IMU’s in equine research has
also been climbing[8]. Research like this often requires
large amounts of data from specific horses.

However, the gathering of this data might not be as straight-
forward as it seems. The data is often gathered from mul-
tiple horses at the same time. Keeping the data separated
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and knowing what data comes from which horse might
therefore become an issue. So, it would be convenient if
it would be possible to check from which horse this IMU
data is, as this would make entering new information eas-
ier. On top of this, such a system would lend extra credi-
bility to the health checks that are done using IMU data.
However, if such a system were to be deployed, a special
problem might arise if no data from a horse is available.
In this situation, this data would be assigned to a different
horse, the one that was given as output by the system. To
counter this, such a system should also be equipped to see
if it has not yet seen a horse.

These problems combined lead to the following research
questions:

• RQ1: How reliable can a horse be recognized using
IMU data?

– When confusing horses, what is the chance that
it guesses a horse of the same discipline?

• RQ2: Can a horse recognition system recognize whether
it has not seen a horse before?

2. RELATED WORK
Quite some research has already been done with the use
of equine IMU data and machine learning[9, 10, 11]. How-
ever, of these studies, the one by Serra Bragança et al.[9] is
of the most use. This paper is about research into the clas-
sification of equine gait into the walk, trot, Lcanter, Rcan-
ter, Pace, Paso fino, Trocha, and Tolt. What makes this
paper the most applicable is the fact that it is also about
a multi-class classification problem, in which the classes
are relatively close together. In the paper, the researchers
tried to classify the gait with two different methods. First,
they used the raw IMU data as input for an Artificial Neu-
ral Network(ANN). This ANN relied mostly on a so-called
Long Short-term memory layer, a system that uses not just
the current sample it is looking at, but also learns from
the previous few samples. This system worked, but in gen-
eral, it was less reliable than the other system they used.
In the second system, the writers first extracted features
from the IMU data using an algorithm described in a dif-
ferent paper[12]. The extracted data was then used for
a different ANN, consisting mostly of a more general-use
Fully Connected layer. As the paper describing the feature
extraction algorithm[12] is not publicly available, the best
system to use from the horse activity classification paper
would be the Long Short-term memory solution.

The concept of recognition of an individual based on gait
does already exist as well. For instance, research has al-
ready been done to recognize people based on their gait[13].
The method not only allows people to be recognized by
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the way they walk but also gives information about what
part of the data was important at which point of the gait.
The fact that a similar system for people exists shows
that the concept of recognition using gait is not entirely
novel, which is promising for our research, as it shows this
method has successfully been tried before, although on
people rather than horses.

3. METHODS
3.1 Data Collection
The data was collected from 51 different healthy sport
horses in a test in which the horses were asked to perform
a number of tasks. These tasks included multiple differ-
ent gaits and directions of movement. Of these horses, six
were dressage horses, 27 were eventing horses, nine were
showjumping horses, and nine were endurance horses. The
data was collected using IMU sensors from the system cre-
ated by EquiMoves[14]. The sensors were attached to the
pelvis, withers, head, and each of the four limbs. These
IMU sensors have a sampling frequency of 200Hz, and con-
sist of a low-g accelerometer with a range of ± 16g, a high-g
accelerometer with a range of ± 200g, and a 3D gyroscope
with a range of ± 2000dps. The data was labelled with
the gait and the direction of movement.

3.2 Data Preparation
All data processing was done using Matlab 2021a. Of all
the available data, only straight-line trot was considered
for this study. The straight-line trot data segments were
extracted and assigned to either the train or test data set
in a way that resulted in a ± 25-75% split between test and
training data. This split cannot be exact, as the duration
of the segments of straight-line trot is not always the same.
A check was made if at least one of such segments of a
single horse was available for both the test and training
data set. This caused some horses to be excluded from the
final data set, as not enough data was available to both
train and test reliably. The segments were then split up
into smaller sections of 0.2, 0.5, 0.8, 1, 2, and 3 seconds
long.

3.3 Data Analysis
The data analysis was done using Python 3 and the Ten-
sorFlow Keras libraries. The machine learning algorithm
used was a Long Short-Term Memory(LSTM) neural net-
work. This structure of the neural network was based on
the system developed by Serra Bragança et al.[9], and con-
sisted of two LSTM layers with a width of 500, each with
ReLu activations, which were then followed by two Fully
Connected layers. The first of these layers had a width
of 40, and also had ReLu activation. The final layer also
functioned as the output layer, and as such had a width
equal to the number of horses that needed to be recog-
nized and a SoftMax activation. The neural network is
trained with 15 epochs, and a categorical cross-entropy
loss function. The optimizer for the neural network is the
Adam[15] system with a learning rate of 0.001.

3.4 Recognition Algorithm
The system used here is based on a paper by Hendrycks
and Gimpel[16]. This paper shows that when using a soft-
max activation in the output layer, the result of this acti-
vation can be used to see if a sample is from a non-existing
category. This activation result is also known as the pre-
diction probability. For our purposes, this means that if a
horse is not in the database that is used to train the neural
network, it will have a relatively low prediction probability.
This principle is used in the final recognition algorithm. In

this algorithm, the result from the neural network is only
accepted if the output probability of this result is higher
than a certain baseline. If this is not the case, it will be
rejected, and the prediction will be that the horse is not
yet in the database.

3.5 Experiments
In this part of the Methods, the various experiments that
have been run and their purposes will be explained. The
results for these experiments can be found in the Results
section. The meanings of these results are elaborated upon
in the Discussion.

3.5.1 Accuracy Experiment
This experiment has two different purposes. The first goal
is to find whether the system works and how accurate
it is. The second goal is to find which segment length
works best for this neural network. To determine this, the
data is split up into the sections described in the Data
Preparation section. Then, for every time duration, ten
new neural networks are trained. Each of these neural
networks is then tested on the testing split.

3.5.2 Discipline Experiment
The purpose of this test is to provide insight into how
the neural network determines from which horse a specific
segment is. It does so by looking at if the model is wrong,
what is the chance that it instead picked a horse of the
same discipline. In this test, the data is split into segments
of one second, as this was the length that worked best in
the Accuracy Experiment. Ten models are then trained on
the training data, after which each model is presented with
all the testing data and asked which horse it is. For each
of these models, two counters are kept, a correct horse and
a correct discipline counter. For every correct horse, both
the correct horse and the correct discipline counter will be
increased. For every case where the correct discipline but
the wrong horse was predicted, only the correct discipline
counter will be increased. The counters are later used to
determine the resulting accuracies of the system.

3.5.3 Probability Baseline Experiment
Since the Hendrycks and Gimpel paper[16] does not give
a formula to determine the baseline for out-of-distribution
detection, we should determine our own formula. To do
this, we should know some statistics of the out-of-distribution
samples, like the average, max and, standard deviation of
the prediction probability. To this end, the data is split
into segments of one second. After this, the following is
done ten times: At random, 10% of the horses are labelled
as unseen, and their data is removed from the train and
test data sets. After this, a model is trained, and for each
of the models, the data from the unseen horses are passed
through the model and recorded what the probability is
with which the result is predicted.

3.5.4 Unseen Horses Experiment
To determine how well this system could be used to see
if a horse is not yet in the data set, an experiment has
to be run. In this experiment, the data is split into seg-
ments of one second, and these segments are assigned to
the train and test group as described in the Data Prepa-
ration part. Then, the following steps are repeated ten
times: The horses are randomly split into two groups,
seen and unseen, with the train part of the seen group
being used to train the model, similarly as in the Proba-
bility Baseline Experiment. After this, the test segments
of the seen group, as well as all the unseen segments, are
passed onto the Recognition Algorithm. As no concrete
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Table 1. Average Accuracy per segment duration
Duration in seconds Average Accuracy

0.2 94.6%
0.5 95.5%
0.8 93.4%
1.0 95.6%
2.0 92.4%
3.0 86.3%

Figure 1. Average Accuracy per segment duration

formula is given by Hendrycks and Gimpel[16] to establish
a baseline for the softmax function, a different formula was
created. This formula is MeanPredictionProbability +
StandardDeviationPredictionProbability

4. RESULTS
In this section, the results of the various experiments run
are presented. An explanation of the experiments and
their purposes is given in the Experiments part of the
Methods. The impact of the results of the experiments
is presented in the Discussion.

4.1 Accuracy Experiment
The average accuracy for each segment length can be found
in table 1.

These results, together with an error bar, are represented
in figure 1.

4.2 Discipline Experiment
When run, this experiment shows that with a mean horse
correctness of 96.0%, there is a mean discipline correctness
of 99.1%. This means that if it has the wrong horse, it on
average still has the right discipline 75.0% of the time.

4.3 Probability Baseline Experiment
The results of this experiment give a total Mean Prediction
Probability of 0.714, with a standard deviation of 0.226.
The maximum of the recorded prediction probabilities was
1.000.

4.4 Unseen Horses Experiment
First, the baseline of the experiment should be calculated
based on the Probability Baseline Experiment. The for-
mula given in the Experiments combined with the previ-
ous results gives a threshold of 0.714 + 0.226 = 0.94. The
combined results with these settings come out to a mean
total accuracy of 84.2%, with an average seen accuracy of
85,9%, and average unseen accuracy of 80.9%. The indi-
vidual test results, with the percentage of unseen samples
in the total test group, are shown in figure 2. Why this

Figure 2. Average Recognition Accuracy

is important, and what can be learned from this graph, is
explained in the Discussion.

5. DISCUSSION
To thoroughly grasp the result of this research, first, all the
experiments have to be discussed one by one. This starts
with the first experiment, the Accuracy Experiment. This
experiment shows two different things. Firstly, it shows
that this method could work to recognize horses based on
IMU data. In the situation where one second of data was
given, it has an average accuracy of 95.6%, which in most
cases should be high enough to reliably recognize horses.
Secondly, it shows that 1 second of data creates the best
average accuracy of all the durations tested. This might
have something to do with stride timings. Because on
average, a trot has 91.3 ± 4.8 strides per minute[17]. This
comes out to between 0.62 and 0.69 seconds per stride. If
a time of 1 second is then taken, it is certain that at least
one stride is available, with enough context around the
stride. The 0.8-second segment length might not work as
well because of the same reason, the fact that not enough
context is available to properly predict which horse created
the data segment. Another interesting point to note about
the results of this experiment is the fact that in contrast
to the findings of Serra Bragança et al.[9], 2 and 3 seconds
work quite a bit worse than 1 second. The reason for this
might have something to do with the fact that not a lot of
data was available. Because of this, there are not a lot of
2 or 3-second segments available to learn from.

The Discipline Experiment gives some small insights into
the way the recognition algorithm works. Because when it
had the wrong horse, it still very often had the correct dis-
cipline. And because the algorithm was not trained with
this information, we know that the things that differenti-
ate the walking styles of different disciplines also can be
used to recognize horses.

However, as there was no formula included in the origi-
nal paper about the probability baseline[16], there was no
definitive way to determine this baseline. But, there were
still some other insights gained from this. Most notably, it
showed that the maximum prediction probability was 1.0,
meaning that some out-of-distribution samples had a pre-
diction probability of 1.0. This is useful to show that it is
not possible for the recognition system to entirely filter out
all samples from unseen horses, as some wrong predictions
will have a too high probability.

As for the final experiment, the Unseen Horses Experi-
ment, this also gave some very interesting insights. First
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of all, it shows that this system is both not filtering out
all unseen samples, and does not keep all seen samples.
However, it does still have a rather high accuracy, and it
does not lower the accuracy of the seen horses to an unus-
able degree. This test also shows something else, that is
important to note about the usage of this system. That
has to do with the trend line of the accuracy against the
percentage of unseen samples. This trend line shows that
there exists a difference between the unseen accuracy and
the seen accuracy. This is important to note because that
shows that the baseline that was chosen prioritizes seen
accuracy over filtering out all unseen samples. The graph
and the statistics combined show that the baseline value
that is used should be changed with the use case. If it is
critical that most of the unseen horses are filtered out, this
value can be set lower, and if unseen horses are unlikely
to happen, this value can be set rather high.

An important thing to mention with the results of this
system is that most likely such a system would not be
run on one second of data. This is because when data
is collected, it is often more than one second. So, the
recognition algorithm will be run on all of this collected
data, because this gives the highest accuracy. The results
of all of these recognitions will then be combined to provide
the final recognition. With that, having an accuracy of
84.2%, as is the case for the recognition algorithm, is not
a large problem, as when a segment of a few seconds is
loaded in, the combined accuracy of these seconds is a lot
larger than this.

Another caveat that is important to note is the amount
and type of data used in this experiment. All of the data
used in this research was collected on a single day. This
might create a few different issues. Firstly, the fact that
only one day was used means that there were less data in
general. When using one second of data for each segment,
each horse on average only had 52 seconds of data in the
training set, with some having a lot less.

The second problem stems from the fact that all data
comes from a single day. Because while the test and train
data sets are all selected from different times of the day,
the recognition algorithm still only learns from one day of
data. As such, not much can be said now about how ef-
fective this system would be on more long term examples.

6. CONCLUSION
All in all, this paper demonstrates that it is possible for a
neural network to recognize a horse based on IMU data.
We also showed that the way horses are recognized using
this data is in a way that makes them more likely to con-
fuse these horses with horses of the same discipline. Next
to this, a basic way to recognize if a horse is not yet in the
data set was created. All of these findings can be of use
when collecting data from multiple horses, or this could
be used to validate whether data used for a medical test
is from the correct horse.

7. FUTURE WORK
While plenty of insights were found with this research,
there is plenty more that can be discovered about tech-
niques like this. One of these things is looking at other
machine learning approaches than an LSTM. For example,
for the solution to the gait classification problem, Serra
Bragança et al.[9] found that analysis using extracted fea-
tures worked best. Another approach that is used in other
research regarding IMU data is the use of a Convolutional
Neural Network[18, 19], a different type of neural network

that also works well to learn from a series of time data.
This is another potential solution that could be looked at
to solve the horse recognition problem. However, due to
time constraints, it was not possible for us to investigate
how well this would work.

Another topic that could potentially be looked at, as al-
ready mentioned in the Discussion, is the use of longer-
term data. Because for the current solution only short
term data was available, the potential for use over mul-
tiple weeks, months, or even years is left unexplored. So
while it is now known that our horse recognition system
works for data from one day, it is not yet certain how this
would work on a long-term problem.
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and W. Back, “Validation of distal limb mounted
imu sensors for stride detection and locomotor
quantification in warmblood horses at walk and
trot,” Equine Veterinary Journal, vol. 48, no. S49,
p. 17, 2016.

[13] F. Horst, S. Lapuschkin, W. Samek, K.-R. Müller,
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