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Abstract 

 

The use of facial recognition technology [FRT] poses various societal challenges particularly regarding 

the current data protection legal system of the EU. This research identifies these challenges and 

elaborates the following research question:  To what extent is the use of facial recognition technology 

for non-law enforcement purposes compatible with the EU’s current legislative framework?  

Following a mainly comparative but also argumentative approach three different cases of EU member 

states regarding the use of FRT and their respective regulatory approach to FRT will be analyzed. In 

doing so, the theoretical focus of this thesis lies on the one hand, on the two fundamental rights to 

privacy and data protection as constituted in the European Convention on Human Rights and the Charter 

of Fundamental Rights and, on the other hand, on the EU’s data protection principles laid out in Art. 5 

GDPR. In principle, FRT use can be compatible with the GDPR if certain requirements are met. In 

practice, however, the GDPR leaves a lot of room for interpretation and discretion with the EU member 

states which facilitates an unequivocal regulatory environment and a highly complex, time-consuming, 

and inscrutable case-to-case assessment of FRT use throughout the EU.  
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Abbreviations  
 

AEPD -  Agencia Española Protección Datos [Spanish Data Protection Agency] 

AI -   Artificial Intelligence  

CCTV -  Closed Circuit Television  

CFR -  European Charter of Fundamental Rights  

CJEU -  European Court of Justice  

CoE -   Council of Europe 

DPA -   Data Protection Authority  

DPC -   Ireland Data Protection Commission  

DPIA -  Data Protection Impact Assessment  

ECHR - European Convention of Human Rights 

ECtHR -  European Court of Human Rights  

EU -   European Union  

FOI -   Freedom of Information Request  

FRT -   Facial Recognition Technology  

GDPR - General Data Protection Regulation 

ICCL -   Irish Council for Civil Liberties  

IDPA -   Irish Data Protection Act  

LFR -   Live Facial Recognition 

LOPD -  Ley Orgánica de Protección de Datos Personales y garantía de los derechos digitales 

[Spanish Data Protection Law] 

MS -  European Union Member States  

NCH -   Ireland’s New Children’s Hospital 

NPHDB -  National Paediatric Hospital Development Board  
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1. Introduction  

 

In early 2020 information was revealed that the municipality of Como in Italy purchased a facial 

recognition system from Huawei using public money (Carrer et al., 2020a,b). Public knowledge about 

the ongoing implementation of this system and overall transparency has been extremely limited. The 

purpose of the video surveillance system that had been installed in the Tokamakhi Park in Como was to 

identify natural persons walking through that park (GPDP, 2020). Prior to implementing this system, 

pursuant to Art. 35 GDPR the municipality conducted a data protection impact assessment [DPIA]. 

However, it did not consider the highly intrusive functions of facial recognition technology [FRT] and 

its implications for people’s rights in its assessment (Carrer et al., 2020a,b). Following, on February 26th 

the Italian data protection authority [DPA] issued a decision declaring that the usage of the FRT system 

in Como happened without a legal basis and therefore, had to be suspended immediately (GPDP,2020). 

The suspension, however, came months after the system had already been used extensively (Carrer et 

al., 2020b). This case of FRT use in Como shows how controversial technologies such as FRT with 

pervasive social implications are loosely implemented across the EU without or only limited judicial 

supervision.  

In Europe law-enforcement, private companies, and governments have introduced FRT to identify, 

profile, and surveil citizens often without public consultation, debate, or transparency. Still, the 

application possibilities of FRT are far broader and complex than it is widely known by citizens which 

makes the current debate about the use of FRT highly controversial and complex (EDRi, 2019). Often 

the benefits of using FRT are framed in terms of increased efficiency, crime prevention and public 

security. However, there are various dangers and problems of using FRT. Especially its highly invasive 

nature has the potential to severely infringe and endanger fundamental rights, civil liberties, and 

democratic freedoms far beyond data protection.  

FRT is primarily regulated by the EU’s GDPR which came into effect in 2018 and “although there 

was no great debate on facial recognition during the passage of negotiations on the GDPR […] the 

legislation was designed so that it could adapt over time as technologies evolved”(Wiewiórowski, 2019). 

The GDPR is directly applicable in the member states [MS] and for the first time provides a definition 

of ‘biometric data’ in Art. 4 (14). While generally the processing of biometric data is prohibited under 

Art. 9 (1), there are several exceptions to this prohibition regulated under Art. 9 (2). Still, neither the 

GDPR specifically addresses FRT nor does any other legislative act of the EU. This creates 

interpretation problems and differences across EU MS, especially regarding adequate regulation of 

distinct purposes of FRT use. Also, the unclear definitions of public and private spaces in the law create 

substantial problems. “Biometrics do […] pose a challenge to the current legal framework currently 

governing the handling of personal data or personal particulars”(Sprokkereef, 2008, p.279).  

Not only the municipality of Como in Italy has been using FRT systems, but most EU MS already 

use FRT (Gosh, 2020). Schools in Sweden and France used FRT to monitor their staff and students, 
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nonetheless, these projects were later stopped by the national data protection authorities (EDPB, 2019; 

LQDN, 2020). In Spain a major supermarket company is currently investigated for its FRT use (Navas, 

2021), whereas a hospital in Ireland albeit still in construction announced that it will be using FRT 

(Rollet, 2019). All these examples show that there are several initiatives promoting and using FRT whilst 

the regulatory framework does not seem to address the matter unequivocally. Particularly it appears that 

the GDPR facilitates a highly complex, time-consuming, and inscrutable case-to-case assessment of 

FRT use.  

 

1.1. Research question(s) 

 

Looking at cases from different EU member states, this research tries to answer the following research 

question:  

 

To what extent is the use of facial recognition technology for non-law enforcement purposes compatible 

with the EU’s current legislative framework? 

 

The choice to leave out considerations regarding the use of FRT in a law-enforcement context was made 

due to the limited scope this thesis. To answer this research question several sub-questions are 

developed:  

 

SQ 1: To what extent does the GDPR legitimize FRT use for non-law enforcement purposes in public 

and private spaces?  

 

SQ 2: To what extent is an absolute ban on FRT the only solution to data protection and privacy rights? 

 

SQ 3: How have national governments in the EU been regulating the application of FRT in public spaces 

for non-law enforcement purposes?  

 

SQ 4: How have national governments in the EU been regulating the application of FRT in private 

spaces for non-law enforcement purposes? 

 

1.2.  Research design and scientific approach  

 

This thesis is a qualitative legal research. It will mainly follow a comparative approach analyzing three 

different cases of EU member states regarding their respective regulatory approach to FRT. Along this 

comparative case analysis an argumentative approach is also followed. In doing so, different principles 

and considerations laid out in the theoretical legal framework will be applied to examine the conditions 
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under which the application of FRT systems is compatible with the EU’s legislative framework. To 

answer the main research question and the four sub-question this thesis is divided into six chapters. 

Chapters 3, 4, and 5 explore three identified problem dimensions of FRT usage: banning, public, and 

private use. In the first chapter the overall topic and issue at hand is introduced followed by an 

explanation of the five most important concepts used in this analysis and ending with the theoretical 

legal framework laying out the broader backdrop of FRT in a legal context. Chapter 2 will then introduce 

the EU’s legislative framework surrounding FRT. A tabular overview of this chapter is provided in the 

appendix. This table will inform the following analyses. Chapter 3 deals with the special case of Belgium 

analyzing those provisions of its data protection law banning FRT use. Chapter 4 deals with the case of 

intended FRT use in an Irish hospital. This analysis will focus on the legal provisions regulating the use 

of FRT in public spaces. Focusing on private spaces, Chapter 5 will analyze the case of a Spanish 

supermarket. This thesis will end with an overall conclusion in which the main research question will 

be answered.  

 

1.3. Key concepts 

 

This section will define the five key concepts used in this thesis and necessary to conduct the research.  

 

1.3.1. Biometric data  

According to Art. 4 (14) of the GDPR biometric data “means personal data resulting from specific 

technical processing relating to the physical, physiological or behavioural characteristics of a natural 

person, which allow or confirm the unique identification of that natural person, such as facial images or 

dactyloscopic data”.  

1.3.2. Facial recognition technology 

 

The term ‘Facial Recognition’ refers to a multitude of technologies and applications.  

“Using your face to unlock your mobile phone, using a shop or a bar’s security camera 

footage to match against a watchlist of possible shoplifters, checking someone’s age when 

buying alcohol at self-checkouts, or using an airport e-passport gate”(Brennan, 2019).  

 

FRT is a form of artificial intelligence [AI] (Condie & Dayton, 2020) generally “used to identify 

people’s faces based on datasets and then makes assessments about those people based on algorithmic 

predictions”(Dushi, 2020, p.3). Nowadays, “biometric facial recognition is one of the most significant 

and rapidly developing artificial intelligence technologies currently available”(Condie & Dayton, 2020, 

p.126). FRT can be deployed in almost every dimension of our lives from banking and commerce to 

transportation and communication (EPIC, n.d.). “Biometric facial recognition systems can be integrated 
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with the closed circuit television systems [CCTV; author’s note] that already exist in public and private 

spaces to identify people in real time”(Smith & Miller, 2021, p.2) 

A distinction is made between three key analytics of FRT systems: verification, identification, and 

classification (Dushi, 2020). Verification refers to the process of one-to-one matching which is a 

comparison between two face templates to determine whether they are from the same person (FRA, 

2020). Identification is the process of one-to-many comparison meaning that one face template is 

compared with a dataset of many face templates in order to find out whether that person is stored in the 

dataset (FRA, 2020). There is, however, a distinction between the positive identification of an unknown 

person (face template is checked against the database - no matching face is found - person is identified 

as a new person in the dataset) and the calculation of a probability match score with a template already 

stored in the dataset (Electronic Frontier Foundation [EFF], n.d.). Classification refers to the process of 

‘face analysis’ meaning the categorization of a person’s general characteristics (FRA, 2020). This type 

does not necessarily include the identification or verification of a person. To execute these three 

analytics FRT systems extract and process biometric data and create a biometric template of people’s 

faces, or ‘face template’(FRA, 2020.). To create such a template, the algorithm checks for distinctive 

details about a person’s face like the distance between the eyes or the shape of their chin (EFF, n.d.).  

There are some challenges for the algorithm to create a template. These include poor lighting 

conditions, low quality image solutions, and a suboptimal angel of view (EFF, n.d.). An additional 

problem of FRT are the ‘false positives’(system matches the face to an existing one in the dataset but 

the match is actually incorrect) and ‘false negatives’ (systems does not match the face to an existing 

template in the dataset but the face is actually already in the dataset). Whereas the ‘false positives’ 

should be handled more carefully because the consequences of being falsely identified are far more 

serious (EFF, n.d.). Another problem are biases implemented through training data leading to 

discrimination against people. “Facial-recognition systems are trained using a vast number of images to 

create ‘faceprints’ of people by mapping the geometry of certain facial features”(Condie & Dayton, 

2020, p.126). However, often these datasets used to train the AI are overwhelmingly white and male 

which leads to identification, verification, and classification errors of the system (Condie & Dayton, 

2020). So far, several studies found that African-American and Asian faces were “misidentified 10 to 

100 times more often than Caucasian men” and the systems also have severe problems identifying 

women (Condie & Dayton, 2020, p.126).  

Of special interest in the following chapters is ‘live facial recognition’ [LFR]. This deployment form 

of FRT refers to the (near) real-time scanning of faces through video cameras (Brenna, 2019). LFR is 

often criticized for having a lower rate of accuracy compared to non-live FRT usage which can result in 

additional risks for people whose faces are being recognized (EDRi, 2019). These risks are further 

amplified as LFR enables immediate action (e.g., instant ban on entering a supermarket).  
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1.3.3. Non-law enforcement purpose 

 

According to Dushi, law-enforcement purposes relate to data processing by competent authorities with 

the aim of “prevention, investigation, detection, or prosecution of criminal offences or the execution of 

criminal penalties, including the safeguarding against and the prevention of threats to public security” 

(2020, p.6). This paper only considers incidents that fall outside this scope, and thus, solely under the 

scope of the GDPR.  

 

1.3.4.  Public space 

 

The distinction between public and private spaces is not well-defined in the law. In this paper the 

understanding of public and private spaces is based on three key elements: access, property, and interest. 

Public spaces are open spaces which are free and accessible to the public without major restrictions, 

owned by a public authority (e.g. municipality) and serve a public interest (Glasze, 2001, p.161). 

 

1.3.5. Private space 

 

In contrast to that, a private space is a generally closed space owned by a private enterprise which can 

be open to the public due to an economic, commercial, or otherwise private interest (Birch, 2008). The 

demarcation between public and private spaces can sometimes be rather vague. However, in this paper 

the emphasized main difference between public and private spaces is the distinction of property 

(publicly versus privately owned).  

 

1.4. Theoretical legal framework  

 

In the following part the theoretical legal framework regarding biometric data and FRT is examined. 

This part will start by examining the right to privacy as laid out in the ECHR and the CFR. It will then 

go on examining the right to data protection and explain the proportionality principle in light of FRT 

and biometric data. It will end with the EU’s key data protection principles.   

   

“The ability of face recognition technology to track people’s location and movements raises 

many privacy concerns. When this tracking is associated with storing and processing these 

data, it raises many concerns about personal data protection too”(Dushi, 2020, p.6).  

  

The right to privacy is laid down in Art. 8 ECHR and Art. 7 CFR. Both these articles provide everyone 

with the right to respect for his or her private and family life, home, and communications. Furthermore, 

this right to privacy has been and still is protected as a general principle of EU law (Kokott & Sobotta, 

2013). The CJEU interprets this jurisprudence as ‘private life’ including the protection of personal data, 

which is any information relating to an identifiable or unidentifiable individual (Kokott & Sobotta, 2013, 
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p.223). In Rotura v Romania the ECtHR decided that the collection, storage, or disclosure of information 

relating to private life interferes with the right to privacy (Kokott & Sobotta, 2013). Any such 

interference requires a solid justification. Art. 8 ECHR provides that the interference must be in 

accordance with the law, must pursue one or more legitimate aims, and it must be necessary in a 

democratic society to achieve those aims. The ‘In accordance with the law’ requirement means that any 

interference must be foreseeable and must lay down the limits of the data collection particularly the 

protection measures against abuse and disproportionate use (Sprokkereef, 2008). With regards to the 

‘legitimate aim’ Art. 8(2) ECHR lays down a limited list of permissible aims: national security; public 

safety; economic well-being of the country; prevention of disorder or crime; protection of health or 

morals; or the protection of the rights and freedoms of others. Regarding the ‘necessary in a democratic 

society’ condition the ECtHR maintains that “any interference must be supported by relevant and 

sufficient reasons and must be proportionate to the legitimate aim or aims pursued”(Kokott & Sobotta, 

2013, p.225).     

Possibly, FRT not only infringes the fundamental right to privacy but also the right to data 

protection. Distinct to the right of privacy Art. 8 CFR provides the fundamental right of data protection 

which is “unique to the European legal order, being absent from other international human rights 

instruments”(McDermott, 2017, p.1). The right to data protection is also laid down in Art. 16 TFEU as 

a general principle of the EU. The scope of the data protection right is broader than the one of the rights 

of privacy (FRA & CoE, 2018). However, similar interferences with this right also need justification. 

Art. 8(2) CFR states that personal data must be processed fairly for specified purposes and based on the 

consent of the person concerned or on some other legitimate basis laid down by law. Just as with the 

right to privacy there is a purpose-binding principle implied to avoid a ‘function creep’ of FRT. 

Additionally, it is possible that one does not interfere with the right to data protection but still interferes 

with the right to privacy. Therefore, to avoid an interference with any fundamental right the three-level 

test developed by the ECtHR (legitimate aim, in accordance with the law, and necessary in a democratic 

society) mentioned above also applies to data protection. Art. 52(1) CFR provides general limitations to 

and justifications for any interferences. It states that limitations must be provided for by law, must 

respect the essence of the affected right and, subject to the principle of proportionality, must be necessary 

and genuinely meet the objectives of general interest recognized by the European Union or the need to 

protect the rights and freedoms of others. In other words, any interference must be clearly defined, 

necessary, and proportionate.  

This leads to the third aspect of this theoretical legal framework necessary for the following 

analyses: the proportionality principle. The proportionality principle is a general legal principle in Union 

law. “It has been developed inter alia in the domain of administrative law, human rights law, Union 

law, international law, penal law and labor law”(Kindt, 2013, p.405). The proportionality principle has 

become increasingly important in data protection legislation (Kak (eds.), 2020). This principle provides 

that the “means used are suitable and not going beyond what is necessary to achieve the pursued 
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objectives, without a substantial (adverse) impact on other interests involved”(Kindt, 2013, p.404). In 

other words, the two conditions under the proportionality principle are appropriateness and necessity. 

Furthermore, this principle applies in combination with the legality and legitimacy conditions mentioned 

above. Concerning FRT, Kindt stated that “the crucial and also most difficult question in the debate 

about biometric data systems and applications is whether the use of the biometric characteristics in an 

automated system is proportionate and necessary”(2013, p.564). However, at the same time it is clear 

that applying the proportionality principle to FRT is a difficult task “because few criteria relevant for 

biometric data processing are clearly set forth in regulation or are agreed upon in guidelines or 

opinions”(Kindt, 2013, p.567). This in turn substantially reduces the legal certainty for data controllers 

and data subjects. National data protection authorities are including proportionality consideration in 

their assessment of biometric data usage, but their opinions and guidelines are often difficult to 

understand and “contain confusing recommendations for the checks for the necessity and/or 

proportionality of biometric systems”(Kindt, 2013, p.567). Applying the proportionality principle as 

well as the legality and legitimacy requirements to biometrics leaves much room for discretionary policy 

considerations and unpredictable outcomes”(Kindt, 2020, p.63).      

The key principles of EU data protection law constitute the fourth aspect of this theoretical legal 

framework. These are set out in Art. 5 GDPR and govern all kinds of processing of personal data. “Any 

exemptions from and restrictions to these key principles may be provided for at EU or national level; 

they must be provided for by law, pursue a legitimate aim and be necessary and proportionate measures 

in a democratic society. All three conditions must be fulfilled”(FRA & CoE, 2018, p.116). The first 

principle is the lawfulness principle. Laid out in Art. 5 (1)(a)1 this principle requires the consent of the 

data subject or another legitimate ground provided. The second principle, fairness of processing, 

requires that the data subject “must be informed of the risk to ensure that processing does not have 

unforeseeable negative effects”(FRA & CoE, 2018, p.117). The transparency principle requires that data 

must be processed in a transparent manner. This includes among others that the data subject is informed 

about the processing, its extent and purpose, who the processer is, and the right to access all their 

processed data (FRA & CoE, 2018). The purpose limitation principles laid out in Art. 5 (1)(b)2 is the 

fourth principle. Purpose limitation requires that any processing must be for a specific, well-defined, 

and legitimate purpose which has to be defined before processing starts. Any further processing 

incompatible or beyond the original defined purpose is not allowed. The fifth principle, data 

minimization, requires that the data processing must be limited to what is necessary and appropriate to 

 
1 “Personal data shall be: processed lawfully, fairly and in a transparent manner in relation to the data subject 

(‘lawfulness, fairness and transparency’); 
2 collected for specified, explicit and legitimate purposes and not further processed in a manner that is incompatible 

with those purposes; further processing for archiving purposes in the public interest, scientific or historical research 

purposes or statistical purposes shall, in accordance with Article 89(1), not be considered to be incompatible with 

the initial purposes (‘purpose limitation’);  
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fulfill the purpose (Art. 5 (1)(c)3). Art. 5 (1)(d)4 provides the sixth principle, the data accuracy principle. 

It requires that the data controller is responsible to assure the correctness of all processed data. This has 

to be implemented in all steps of processing, regularly checked, kept up to date, and any inaccurate or 

incorrect data has to be deleted immediately. Storage limitation, the seventh principle, means that data 

which is no longer necessary for the original purpose of the processing must be deleted or anonymized 

(Art. 5 (1)(e)5). The eighth principle is the data security (confidentiality and integrity) principle set up 

in Art. 5 (1)(f)6.  It requires that the data controller must take appropriate technical or organizational 

security measure to prevent any adverse effects for the data subject. Accountability, laid out in Art. 5 

(2)7, is the last principle and states that the data controller and processor are responsible to actively and 

continuously implement the other eight seven principles to ensure data protection. Furthermore, 

processors and controller must be able to prove compliance at any time.  

2. The legislative framework of FRT  

The following part examines the legislative framework of the EU regulating FRT. The most important 

provisions of existing EU law will be examined.  In doing so, the first sub-question of this thesis will be 

answered. Appendix A provides a tabular overview of this chapter.   

First and foremost, it is to say that there is currently no EU law directly addressing and regulating 

FRT. However, since FRT is based on the processing of biometric data (cf. section 1.3.2.) the GDPR 

applies to this type of technology. Since May 25th, 2018 the GDPR applies directly in all EU MS. The 

GDPR is a binding EU regulation. The legal basis of the GDPR can be found in Art. 16 TFEU which 

lays down the mandate of the EU for what regards the right to privacy and data protection. Thus, the 

GDPR can be seen as the fulfillment of this mandate. The personal scope of the GDPR includes all 

private actors established and public institutions operating in the EU as well as controllers and 

processors not established in the EU that offer goods or services to data subjects in the EU (FRA, 2020). 

Its material scope comprises all automated processing of personal data in the European Economic Area 

and processing of personal data by any other means which form part of a filing system, within the scope 

 
3 adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed (‘data 

minimisation’); 
4 accurate and, where necessary, kept up to date; every reasonable step must be taken to ensure that personal data 

that are inaccurate, having regard to the purposes for which they are processed, are erased or rectified without 

delay (‘accuracy’); 
5 kept in a form which permits identification of data subjects for no longer than is necessary for the purposes for 

which the personal data are processed; personal data may be stored for longer periods insofar as the personal data 

will be processed solely for archiving purposes in the public interest, scientific or historical research purposes or 

statistical purposes in accordance with Article 89(1) subject to implementation of the appropriate technical and 

organisational measures required by this Regulation in order to safeguard the rights and freedoms of the data 

subject (‘storage limitation’); 
6 processed in a manner that ensures appropriate security of the personal data, including protection against 

unauthorised or unlawful processing and against accidental loss, destruction or damage, using appropriate 

technical or organisational measures (‘integrity and confidentiality’).” 
7 “The controller shall be responsible for, and be able to demonstrate compliance with, paragraph 1 

(‘accountability’).”  
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of EU law (FRA, 2020). This also means that the GDPR is not applicable to national security-related 

data processing (FRA, 2020). Appendix A provides a tabular overview of this chapter.  

2.1. Biometric data processing 

The GDPR is the first legislative instrument of the EU to define the notion of biometric data (cf. Art. 4 

(14) GDPR8). Noteworthy here is the notion of “specific technical processing”. This condition of Art. 4 

(14) “effectively excludes ‘raw’ data stored and retained in databases (e.g., of facial images captured on 

CCTV, voice recordings, or fingerprints)”(Kindt, 2020, p.64). Furthermore, the GDPR accounts 

mention that the “processing of photographs should not systematically be considered to be processing 

of special categories of personal data”(Rec. 51 GDPR). “Video footage of an individual is also not 

considered biometric data as long as it has not been specifically technically processed in order to 

contribute to the identification of the individual”(Kindt, 2020, p.64).  

The details about the processing of biometric data are laid out in Art. 9 GDPR. Art. 9 (1)9 provides 

a general prohibition of the processing of special categories of personal data such as biometric data “for 

the purpose of uniquely identifying a natural person”. Same as the condition in Art. 4 (14) this purpose-

binding component of Art. 9 limits the scope of the general prohibition of processing biometric data. 

For example, the process of verification as explained in section 1.3.2. does not fall directly under the 

scope of Art. 9 because this function does not uniquely identify a person. Problematic here is that  

 

“decision makers, if non-experts, may not ascertain the (technical) difference between 

identification and verification or be able to understand in particular cases which 

functionality is used. In both cases, information is collected and compared, while the place 

of storage is far less understood or visible”(Kindt, 2017, p.6).  

 

The process of identification requires a pre-existing biometric database whereas, verification does not 

need such a database10. This difference in the data storage is of key importance adequately regulate 

different uses of FRT.  

The prohibition exists because biometric data is considered to be inherently sensitive because they 

“may unduly discriminate or stigmatize if processed”(Kindt, 2017, p.4). Art. 9 (1) implies that “all 

entities falling under the material scope of the GDPR, including public authorities, governments, and 

private organizations, are in principle not allowed to process biometric data for ‘unique identification’. 

For example, a shopping mall would in principle not be entitled to identify troublemakers by using a 

 
8 “biometric data’ means personal data resulting from specific technical processing relating to the physical, 

physiological or behavioural characteristics of a natural person, which allow or confirm the unique identification 

of that natural person, such as facial images or dactyloscopic data;“ 
9 “Processing of personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, 

or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely 

identifying a natural person, data concerning health or data concerning a natural person's sex life or sexual 

orientation shall be prohibited.“ 
10 For definitions of these different functionalities see also ISO/IEC 2382-37:2017 – Information Technology – 

Vocabulary – Part 37: Biometrics.  
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biometric comparison”(Kindt, 2017, p.4f). For law-enforcement authorities a distinct regime applies, 

namely the EU Directive 2016/680.   

2.2. Exceptions to the general processing prohibition  

If the processing of biometric data by any controller still falls under the scope of Art. 9 (1), Art. 9 (2) 

lays down several exceptions. There are ten exceptions in total, with the most important ones for this 

thesis elaborated in the following. Art. 9 (2) a)11 provides an exception to the general prohibition when 

the data subject has given explicit consent to the processing of their personal data. This exception is 

however, for several reasons problematic when applied to real-life circumstances. For example, a 

question that could arise is whether the choice of going into a place which is open to the public is equal 

to a free, informed, and specific explicit consent given that the required legal information about the 

biometric identification is provided. In other words, what exactly is ‘explicit consent’? This is especially 

controversial regarding FRT since these systems are often employed in public or open private spaces 

with little public knowledge and without data subjects being able to opt-out. Art. 7 (2)12 can be of help 

in this regard because it provides the conditions for giving consent to data processing. However, this 

article is not exhaustive and cannot absolutely resolve the before posed question. Art. 9 (2) e)13 is a 

particularly interesting exception because it provides a permission to process biometric data with the 

purpose of uniquely identifying a natural person if the data subject has manifestly made the data public. 

Potentially, this exception could allow for face recognition even without explicit consent or law stating 

a substantial public interest. The ‘substantial public interest’ exception is laid down in Art. 9 (2) g)14 

stating that processing of biometric data is allowed if it is “necessary for reasons of substantial public 

interest”. Additional conditions of this article are that the processing must be “proportionate to the aim 

pursued, respect the essence of the right to data protection and provide for suitable and specific measures 

to safeguard the fundamental rights and the interest of the data subject”. However, unclear remains what 

exactly constitutes a ‘substantial public interest’ and what kind of measures and safeguards need to be 

implemented to fulfill the conditions of Art. 9 (2) g). It is up to the EU MS and their national law to 

determine on a case-to-case basis whether the requirements of this article are met. Thus, potentially 

leading to substantial differences across the EU.  

 
11 “Paragraph 1 shall not apply if one of the following applies: the data subject has given explicit consent to the 

processing of those personal data for one or more specified purposes, except where Union or Member State law 

provide that the prohibition referred to in paragraph 1 may not be lifted by the data subject;” 
12 “If the data subject's consent is given in the context of a written declaration which also concerns other matters, 

the request for consent shall be presented in a manner which is clearly distinguishable from the other matters, in 

an intelligible and easily accessible form, using clear and plain language. Any part of such a declaration which 

constitutes an infringement of this Regulation shall not be binding.” 
13 “processing relates to personal data which are manifestly made public by the data subject;” 
14 “processing is necessary for reasons of substantial public interest, on the basis of Union or Member State law 

which shall be proportionate to the aim pursued, respect the essence of the right to data protection and provide for 

suitable and specific measures to safeguard the fundamental rights and the interests of the data subject;” 
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2.3. Data protection impact assessment  

It has been shown that the processing of biometric data for the purpose of unique identification of a 

natural person can be legal if it falls under at least on exception from Art. 9 (2). In case this processing 

is “likely to result in a high risk to the rights and freedoms of natural persons”, conducting a DPIA prior 

to any processing is necessary (Art. 35 (1)15). The DPIA is an assessment of the “impact of the envisaged 

processing operations on the protection of personal data”. A DPIA is also necessary where special 

categories of data are processed on a large scale (Art. 35 (3) b16) and if any publicly accessible area is 

systematically monitored on a large scale (Art. 35 (3) c)17). The controller of the data processing 

operation is responsible to conduct the DPIA. This is in accordance with the rationale of the GDPR and 

emphasizes once again the controller’s is responsibility to demonstrate compliance with the legislation 

as required by the principle of accountability (cf. section 1.4.). Art. 35 (7) lists the necessary components 

to be included in any DPIA. However, it remains problematic with conduction a DPIA when the 

processing of biometric data for uniquely identifying a natural person is on a ‘large scale’. According 

to Recital 91 GDPR ‘large scale’ means that a “considerable amount of personal data at regional, 

national or supranational level which could affect a large amount of data subjects” is processed. This 

still leaves a lot of room for interpretation. Interesting is the component “new technologies” of Art. 35 

(1). This condition subsequently requires a DPIA whenever FRT is deployed.    

2.4. Prior consultation  

In case the DPIA indicates that the processing of data results in a high risk insofar as the controller 

cannot mitigate such risks by appropriate measures, a prior consultation with the supervisory authority 

becomes necessary (Art. 36 (1)18). An example of ‘high risk’ is given by the Art. 29 Working Party. 

Accordingly, a high risk includes “where the data subjects may encounter significant, or even 

irreversible, consequences, which they may not overcome, and/or when it seems obvious that the risk 

will occur”(Art. 29 WP, 2017, p.18). “In the biometric context, this could be where the data subject 

cannot change its biometric credentials in case of theft of its biometric identity details”(Kindt, 2017, 

p.10).  

 
15 “Where a type of processing in particular using new technologies, and taking into account the nature, scope, 

context and purposes of the processing, is likely to result in a high risk to the rights and freedoms of natural 

persons, the controller shall, prior to the processing, carry out an assessment of the impact of the envisaged 

processing operations on the protection of personal data. A single assessment may address a set of similar 

processing operations that present similar high risks.” 
16 “processing on a large scale of special categories of data referred to in Article 9(1), or of personal data relating 

to criminal convictions and offences referred to in Article 10; or 
17 a systematic monitoring of a publicly accessible area on a large scale.” 
18 “The controller shall consult the supervisory authority prior to processing where a data protection impact 

assessment under Article 35 indicates that the processing would result in a high risk in the absence of measures 

taken by the controller to mitigate the risk.” 
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2.5. Four categories of biometric data  

Based on all these legal aspects it results that data relating to the physical, physiological, or behavioural 

characteristics of a natural person can be categorized into four different types (Kindt, 2017). These are 

important to mention here for a better understanding of the law and its application. The first type is the 

‘ordinary’ personal data relating to the aforementioned characteristics of a natural person. This first type 

is not considered to be biometric data under Art. 4 (14) and thus, does not fall under the specific 

provisions regulating the processing of biometric data. The second type is biometric data as defined in 

Art. 4 (14) “resulting from specific technical processing which allow or confirm the unique identification 

of a natural person”. Since there is no specific legal regime applicable to this type of data other than the 

general GDPR regulations, biometric data is in principle subject to the same legal regime as ordinary 

personal data. The third type is the sensitive biometric data processed for the purpose for uniquely 

identifying a natural person. Hence, the processing of this type must comply with Art. 9 GDPR. 

Problematic here is that sensitive biometric data for the purpose of verification (1:1 comparison) does 

fall into the second category of data and thus, is subject to an easier legal regime (Kindt, 2017). The 

fourth type is sensitive biometric data processed for unique identification on a large scale. This type is 

yet another category because in addition to falling under Art. 9 processing of this type also must comply 

with additional legal requirements. These are the DPIA and the prior consultation under Art. 35 and 36.  

2.6. Conclusion: Answer to sub-question 1  

This section has examined the legislative framework of FRT in the EU, namely the GDPR. Based on 

these insights an answer to the first sub-question of this thesis can be formulated: To what extent does 

the GDPR legitimize FRT use for non-law enforcement purposes in public and private spaces?  

FRT systems that process biometric data with the purpose of uniquely identifying a natural person 

must comply with the strictest regulations under the GDPR. This type of processing is generally 

prohibited under Art. 9 (1), but ten exceptions exist under Art. 9 (2). The most import ones regarding 

the deployment of FRT are ‘explicit consent given by the data subject’ (Art. 9 (2) a), ‘data has been 

made manifestly public’ (Art. 9 (2) e), and ‘substantial public interest’ (Art. 9 (2) g). However, all these 

exceptions are problematic. If the use of FRT falls under one of the exceptions of Art. 9 (2) an additional 

requirement applies: conducting a DPIA. Furthermore, Art. 36 requires that if the DPIA indicates a high 

risk for the data subject, the controller must consult with the supervisory authority prior to the 

processing. If any of these requirements are not met the use of FRT is not legitimate from a legal 

perspective. Important to note here is if FRT is not used for the purpose of unique identification but 

instead for e.g., verification or classification this strict legal regime does not apply. This is mainly 

because the technical circumstances behind verification and classification differ from the ones necessary 

to directly identify a natural person. Nevertheless, this is a controversial issue also because data 

controllers could potentially misuse this loophole in the law. Regarding public and private spaces, the 
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GDPR does not make any substantial differentiations. However, when applying the regulations, the 

interpretation whether FRT is deployed in a (open) private or public space can play a vital role in e.g., 

determining the risk for potentially affected people.  

 

3. Banning FRT: The Belgium case 

 

Belgium is particularly interesting for this thesis because it provides an example on how a ban on FRT 

could look like. It is currently the only country in the EU, and one of only two countries worldwide to 

ban the use of FRT (Gosh, 2020).  

 

“Belgium has effectively banned the use of facial recognition and other biometrics-based 

video analytics in surveillance cameras for private, non-police use, taking a strong stand 

and showcasing the impact of new EU privacy regulations on video surveillance”(Rollet, 

2018).  

 
3.1. Belgian data protection law  

 

Belgium adopted four acts to supplement the GDPR. Art. 78 of the act of 21st March 2018 on camera 

surveillance only applies to non-law enforcement cameras and reads:  

 

“The use of intelligent surveillance cameras coupled with registers or personal data files is 

only authorized for the automatic recognition of license plates, provided that the controller 

processes these registers or these files in compliance with the regulations relating to the 

protection of privacy.”  

 

This provision effectively bans the use of FRT systems. FRT is an AI-based technology hence, 

considered ‘intelligent surveillance’. The use of FRT for purposes like unique identification would not 

be compliant with this law because it requires a database of people’s personal characteristics. 

Nevertheless, other applications of FRT would still be allowed. For example, for purposes of access 

control or verification (Rollet, 2018).  

Many civil organizations like Statewatch have also called for a ban or moratorium on FRT. The UN 

expert on freedom of opinion and expression, David Kayne has called for an immediate moratorium on 

surveillance technology “until human rights-compliant regulatory frameworks are in place”(Kaye, 

2019).  

 

3.2. Safeguarding data protection and privacy rights  
 

“The rights to respect for private life and protection of personal data are at the core of fundamental rights 

concerns when using facial recognition technology”(FRA, 2020, p.33).  
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Both rights are closely related and strive to protect similar values. Above all “the autonomy and 

human dignity of individuals, by granting them a personal sphere in which they can freely develop their 

personalities, think and shape their opinions”(FRA, 2020, p.23). 

The use of FRT entails both risks and promises considering fundamental rights. Advantages include 

among others: (1) Artificial intelligence can be more effective than human intelligence. Human 

surveillance (e.g., security guards) is a common practice but also humans can fail and might be 

(unknowingly) very discriminatory and biased against certain people. AI and FRT are becoming 

increasingly accurate and sophisticated. Thus, replacing human surveillance with AI surveillance 

systems can be beneficial. (2) FRT can enhance public security. For example, in cases of emergency 

like the current Covid-19 pandemic FRT can be incredibly helpful in e.g., tracking infections and people 

with the purpose of preventing further spreading of the disease and thus, protect people.  

The risks of FRT are extensive: (1) There is a substantial danger of biometric mass surveillance 

when deployed in publicly accessible areas. (2) The technology can still be inaccurate in recognizing 

people which can lead to discrimination. (3) FRT automatically processes data which creates problems 

for the data subjects because they have limited or no knowledge about the processing and the data 

storage. (4) This is enhanced through the non-transparent deployment of FRT systems. (5) FRT can 

have substantial adverse consequences for people outside the scope of the pursued aim of the system.  

FRT interferes with the right to privacy and data protection by collecting data relating to an 

identified or unidentified individual. Interferences must have a solid legal justification. They must be in 

accordance with the law, pursue a legitimate aim and necessary in a democratic society. The biggest 

issue of FRT lies with the necessity and proportionality. FRT systems can pursue a legitimate aim like 

public security or offering certain services to citizens. However, often their necessity and proportionality 

to pursue this aim is contested. This is also because often less invasive methods are just as effective and 

adequate. Additionally, a clear legal basis is necessary to justify the infringements to the right to privacy 

and data protection. The GDPR does not fully provide that leaving a lot of room for interpretation and 

thus, unintended uses of FRT which dismiss the rationale of the GDPR.  

 

3.3. Conclusion: Answer to sub-question 2  

 

To what extent is an absolute ban on FRT the only solution to data protection and privacy rights? 

The fundamental problem around FRT is walking the fine line between facilitating technological 

innovation for the benefit of society and protecting fundamental rights. The right to data protection and 

privacy are not absolute rights and can be subject to limitations (FRA, 2020). Thus, the context at hand 

(i.e. the sensitivity of the data, how it is used and stored) always has to be taken into account. Data 

protection and privacy rights implications of using FRT vary substantially depending on the purpose, 

context, and scope of the use. There is no clear answer to the second sub-question.  
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Belgium’s approach looks promising protecting privacy and data protection rights because it allows 

for FRT use in some instances but prohibits the especially invasive kinds of FRT usage like 

identification. Thus, the benefits of FRT still can be utilized within the limits of privacy and data 

protection fundamental rights.  

 

4. EU member state’s use of FRT in public spaces – The Ireland case  

 

The following chapter examines the case of an Irish children’s hospital planning to deploy FRT-capable 

surveillance cameras. First, general information about the case will be presented introducing the hospital 

and its surveillance system. Second, considering the theoretical framework (see section 1.4.) and the 

legislative framework of FRT (see section 2.) an analysis of the case will be conducted. Third, based on 

this analysis an answer to the third sub-question of this thesis will be formulated.  

 

4.1. Statement of case facts 

 

On October 25th, 2019 Charles Rollet, a journalist from IPVM, a leading video surveillance information 

source, made a Freedom of Information [FOI] request about the New Children’s Hospital’s [NCH] video 

surveillance system. The FOI contains information that the NCH is planning to deploy cameras which 

are capable of FRT (O’Rourke, 2019).  

Ireland’s New Children’s Hospital located in Dublin is still under construction and scheduled to 

open in 2023 (NCH, n.d.). The development of the hospital is coordinated by the National Paediatric 

Hospital Development Board [NPHDB] which is a public body.  

According to the FOI, the NCH will be using an all-Hikvision surveillance system of CCTV cameras 

(Rollet, 2019). Some of these cameras are capable of mapping facial features caught live on video and 

compare them to a database of images to confirm the identity of a natural person (Cronin, 2021). These 

FRT cameras can consequently identify any person entering the hospital. Hikvision is a Chinese 

company and has been in recent years involved in several scandals regarding human rights abuses in 

China and general data protection and privacy rights concerns (Farries, 2019).  

IPVM’s estimated number of cameras potentially deployed at the NCH range in the hundreds, many 

of them capable of facial recognition (Rollet, 2019). More information has been requested by IPVM 

about the surveillance system and especially about the potential use of FRT. However, this request was 

denied by the NCH because this information was deemed “commercially sensitive”(O’Rourke, 2019). 

To this day no detailed information about the full scope of the surveillance system of the NCH has been 

made public.  

Rollet’s  s article sparked wide-spread outrage and concerns about the deployment of FRT in a 

public children’s hospital. The Irish Council for Civil Liberties [ICCL] is extremely concerned about 

the “growing and unnecessary use of FRT in Irish society”(Farries, 2019). Following this public 
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attention, the Irish Minister for Health, Simon Harris, subsequently told the Irish parliament that “it has 

not yet been decided which aspect of the security systems’ capabilities will be used” and that “less than 

3% of the cameras procured for the new children’s hospital have the potential for high-definition facial 

recognition capabilities” (Oireachtas, 2019). However, according to IPVM’s estimations that would still 

make for an estimated 10+ FRT-capable cameras deployed in the hospital (Rollet, 2019). If these were 

to be placed strategically at entrances, virtually every person entering the hospital can be captured by 

the system (Rollet, 2019). Looking at the FOI and the NCH Annual Report 2019, the contract with 

Hikvision indicates that a decision to use FRT has already been made. Otherwise, why would one 

preorder the far more expensive FRT cameras if apparently a decision to be using this technology has 

not been made yet? From an economical viewpoint this makes little sense. Additionally, the NCH 

Annual Report 2019, published after information broke about the surveillance system, does not 

explicitly mention the use of FRT. It does mention its “digital hospital concept” but without a detailed 

explanation what it entails exactly (NPHBD, 2019).  

 

4.2. Analysis  

 

Privacy rights expert Elizabeth Farries from ICCL says on this issue:  

 

“The New Children’s Hospital contracting face surveillance technology for children 

accessing medical care would be incredibly invasive. Children are afforded enhanced 

personal data protections under the law. Deploying this tech in this manner would run afoul 

of those protections. It’s expensive, inaccurate, discriminatory, and in this situation, likely 

unlawful” (2019).  

 

The adaptation of the GDPR is the Irish Data Protection Act 2018 [IDPA]. Appendix B provides an 

overview of the relevant GDPR articles and their respective adaptions into the IDPA.  

Children are offered enhanced personal data protection under the GDPR and the IDPA. The GDPR 

states that “children merit specific protection with regard to their personal data, as they may be less 

aware of the risks, consequences and safeguards concerned and their rights in relation to the processing 

of personal data”(Rec. 38). The key principles of EU data protection law laid out in Art. 5 GDPR (see 

section 1.4.) are additionally emphasized by the GDPR whenever the processing relates to children. For 

example, for children the transparency principle requires that “any information and communication, 

where processing is addressed to a child, should be in such a clear and plain language that the child can 

easily understand”(Rec. 58). Thus, due to the highly problematic nature of FRT processing data of 

minors for facial recognition purposes can be deemed unlawful (Boran, 2019). This is also reflected in 

the cases of Swedish and French schools fined for using such a system (EDPB, 2019; LQDN, 2020). 

The Minister of Health emphasized before the parliament that the decision to use FRT  

“will be taken nearer the opening of the hospital by Children’s Health Ireland and will be 

fully in line with Irish and European data protection and privacy legislation and guidelines, 

to ensure that the occupants of the hospital have the appropriate protections and security 

afforded to them, in line with their privacy rights”(Oireachtas, 2019).  
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Any FRT deployment needs a clear legal basis. However, for the case at hand there is no clear basis in 

the law apparent now. Officially, the purpose of the FRT cameras is to prevent babies being 

“snatched”(Keena, 2020). This is based on the special child protection responsibilities of the hospital 

(Keena, 2020). Art. 9 (2) i) GDPR19, could potentially be used as a legal basis. This provision allows for 

special data processing where it is necessary for public interest reasons around public health. 

Nevertheless, it is controversial whether confirming people’s identities can be regarded as necessary for 

providing essential healthcare and serve the public interest. The notion of “public interest” is notoriously 

vague. It always includes a balancing exercise where arguments must be weighed. No cases where a 

similar exception has been invoked and recognized legitimate could be found so far.  

Additionally, there is a fear of a function creep. As the NCH proclaimed to be the “first public digital 

hospital”, FRT could be used as part of the plans for an Electronic Healthcare Record which would go 

far beyond the original purpose and would entail even severer infringements of data protection and 

privacy rights (NCH, 2019). Other exceptions under Art. 9 are just as problematic, especially the 

“explicit consent” exception which requires freely given, informed, and specific consent to the 

processing. On the one hand, this exception is problematic here because it is questionable to what extent 

a minor can give consent to such a processing (cf. Art. 8(1) GDPR). On the other hand, it is problematic 

because the “freely given” condition implies that consent must not be conditional but if people refuse to 

consent to FRT they subsequently cannot enter the NCH.  

 

“To protect everyone’s rights, including children’s, the state should not install these face 

surveillance systems in hospitals in the first instance, and certainly not in cooperation with 

private surveillance companies with controversial rights track records. A data protection 

impact assessment would demonstrate the risks. Has the New Children’s Hospital 

conducted one?” (Farries, 2019).  

 

Ireland’s data protection watchdog has also warned the hospital if it is considering using FRT in 

its surveillance system it will have to conduct a DPIA first (O’Keeffe, 2019). Graham Doyle, 

from the Irish Data Protection Commission [DPC] said that FRT systems need to be justified as 

necessary and proportionate (O’Keeffe, 2019). Besides that, any processing of data also must 

pursue a legitimate aim in a democratic society (see section 1.4.). This condition of the key 

principles of EU data protection law is in this case controversial since to this date the NCH did 

not provide any detailed information about their legitimate aim pursued or the necessity and 

proportionality of the system. Normal CCTV cameras could achieve the same results in 

preventing babies being stolen without being as invasive. If the aim of avoiding babies being 

stolen from the hospital is a legitimate one needs to be further evaluated. This must be done, inter 

alia, through a DPIA.  

 
19 “processing is necessary for reasons of public interest in the area of public health, such as protecting against 

serious cross-border threats to health or ensuring high standards of quality and safety of health care and of 

medicinal products or medical devices, on the basis of Union or Member State law which provides for suitable 

and specific measures to safeguard the rights and freedoms of the data subject, in particular professional secrecy;” 
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“We would also advise that conducting a Data Protection Impact Assessment is likely to 

be mandatory in these cases, given that the processing would possibly involve new 

technologies, children’s data, and special category data as defined in Article 9 of the GDPR 

as well as large scale processing in a publicly accessible area”(O’Keeffe, 2019).  

 

Notable is that the DPC only advised a DPIA to the NCH even though it is required by law in this case. 

The DPC published a list of types of data processing operations that require a DPIA (DPC, 2018). 

Furthermore, the DPC has the responsibility to “promote public awareness and understanding of the 

risks, rules, safeguards and rights in relation to processing. Activities addressed specifically to children 

shall receive specific attention”(Art. 57 (1) b) GDPR). To fulfill this responsibility the DPC would have 

to take a stronger stance against the NCH and their surveillance system. The DPC has the enforcement 

powers to do so (cf. Art. 55 (2) & 58 GDPR) but chose to not act so far.  

This is also reflected in the DPC’s past dealings with GDPR compliance. Ireland plays a significant 

role in the GDPR enforcement since many large tech-companies like Facebook, Twitter, Google, and 

LinkedIn are based in Ireland and thus, under Irish jurisdiction and the supervision of the DPC (Murphy, 

2019). However, the DPC has often been criticized for being overly business-friendly, not independent 

enough, and overall “toothless from an enforcement perspective”(Murphy, 2019, p.73). So far, the DPC 

has only issued seven fines in total for GDPR violations with the highest only being 450 000 € for 

Twitter (GDPR Enforcement Tracker, n.d.). It is also problematic hat the IDPA limits, irrespective of 

the misdemeanor, the amount of a fine imposed on public bodies to 1 000 000 € (cf. Art. 141(4)).  

 

4.3. Conclusion: Answer to sub-question 3  

 

How have national governments in the EU been regulating the application of FRT in public spaces for 

non-law enforcement purposes?  

Using FRT in a public children’s hospital is very difficult to justify legally. Neither the necessity, 

proportionality nor the pursued legitimate aim have been adequately laid down so far on the basis of the 

evidence analyzed. There are multiple legal barriers to be overcome before FRT can be lawfully 

deployed at the NCH. This case reflects the difficulties of regulating FRT. The GDPR and its Irish 

adaptation do not address FRT unequivocally leaving a lot of room for interpretation. Thus, the main 

issue of this case might not primarily be about ‘Could FRT be legally implemented at the NCH?’ but 

rather about ‘Should everything that is technically possible actually be done?’ 

The IPVM investigations into the NCH’s surveillance system resulted in major public outrage which 

could have been utilized by those responsible to inform the public about their plans in an open and 

transparent manner increasing the legitimacy of any FRT use. However, neither the NPHDB nor the 

health minister decided to do so. Instead, further public scrutiny was avoided at all costs. Throughout 

the analysis it became apparent that on both sides the effort to comply with the law and to enforce it was 

low. The NPHDB could have acted far more proactively in complying with the GDPR. The DPC, could 
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have acted more swiftly and determined in demanding law compliance from the NCH. These dynamics 

between the actors are particularly interesting since they are all part of the public body. The NPHDB 

and the health minister are ultimately accountable to the Irish government. The DPC is independent in 

its work. However, the commissioners are appointed by the Irish parliament (IDPA, Art. 15). 

Presumably, surrounding these actors seems to be an environment of backroom-politics. Nevertheless, 

it is to say that there is still some time left until FRT might be used at the NCH. Since there is no apparent 

specific interest of patients at hand justifying the use of FRT, a revision of this case later is advised.  

 

5. EU member state’s use of FRT in private spaces – The Spain case  

 

The following chapter examines the case of a Spanish supermarket which installed a FRT system in its 

stores. Just like the previous chapter, this will be done in three steps. In the law there is no clear 

differentiation between public and private spaces. However, considering the theoretical framework of 

this thesis this case is of interest because the notion of a private space which is publicly accessible due 

to an economic interest could in practice have substantial differences on the application of the GDPR. 

The aim of this chapter is to formulate an answer to the fourth sub-question of this thesis.  

 

5.1. Statement of case facts  

 

Mercadona is one of the biggest supermarket chains in Spain currently operating 1 639 stores across the 

country (Mercadona, n.d.). Privately owned Mercadona supermarkets are publicly accessible places. On 

July 1st, 2020 Mercadona started using a FRT system in about 40 of its stores in Mallorca, Zaragoza, 

and Valencia (Blonde, 2020a)20. This FRT system is from the Israeli company ‘AnyVision’ (Blonde, 

2020b21). AnyVision has been controversial for its links with the surveillance of Palestinians in the West 

Bank (Aguiar, 202022). Officially, the purpose of the system is to detect people with final sentences or 

precautionary measures who have a restraining order against Mercadona or its employees that prohibits 

them from entering the stores (Blonde, 2020a). Mercadona says that the FRT system is “nourished by 

the images generated by the video surveillance cameras that have been provided as evidence in the 

judicial procedure where the sentence has been issued”(Blonde, 2020b). This means that Mercadona 

can use any photos used as evidence in judicial procedures Mercadona has been part of and resulted in 

a restraining order or similar. Once the facial recognition system detects that a person with a current 

restraining order wants to access the supermarket, after comparing the image with a database, it issues 

an alert which will be verified by the security staff on-site (Blonde, 2020a). If that person is ultimately 

 
20 These sources have been translated from Spanish to English 
21 See 20 
22 See 20 
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identified as someone not permitted to enter the store the state security forces will be alerted (Blonde, 

2020a).  

Several major Spanish newspapers reported about the use of FRT in Mercadona stores. Following, 

on July 6th, 2020 the Spanish Data Protection Agency [AEPD] initiated an ex officio investigation of 

Mercadona for implementing the AnyVision facial recognition system (El Gobierno, 202023). Many 

people have voiced their concerns about the FRT system on social media since, expressing their refusal 

to enter Mercadona stores now because they claim that the system violates their fundamental privacy 

and data protection rights as well as current data protection regulation (Aguiar, 2020; Navas, 202124).  

 

5.2. Analysis 

 

Spain’s adoption of the GDPR, the Spanish Data Protection Law [LOPD] came into effect in 2018. The 

LOPD is adapted to the new GDPR “but it does not reproduce its content requiring a common reading 

of both legal texts”(Pauner & Viguri, 2019, p.82). Appendix C gives an overview of relevant articles 

and their adaptions into the LOPD when provided.  

 

“The fact that biometric data is categorized by the GDPR as of special protection does not 

imply a restriction on its processing, but the legal requirement of the adoption of a series 

of more specific measures aimed at greater protection of said data in its use”(Díaz, 202025).  

 

Thus, one cannot say that Mercadona’s use of FRT, by default, violates current data protection 

legislation. Nevertheless, this specific case has aroused controversy. Any Mercadona store that uses 

FRT has a poster at the entrance informing customers stating:  

 

“We inform you that Mercadona S.A., in order to improve your safety, has implemented a 

facial recognition system to detect only those people with a restraining order or similar 

judicial measure in force that may pose a risk to their safety”26.  

 

Mercadona has emphasized that despite initially processing the biometric data of everyone entering its 

stores, only those data that identify individuals with final court rulings in judicial proceedings in which 

Mercadona has been directly a procedural party will be further processed (Díaz, 2020). Only that data 

will be stored in the database, all other data is being deleted within 0.3 seconds (Díaz, 2020). There are, 

however, still several risks for potential customers. First, people with a restraining order cannot have 

their sensitive biometric data deleted as long as their order is in force (Aguiar, 2020). This means that 

despite there being no explicit authorization by law highly sensitive data from them is stored with a 

company that is known for its controversial surveillance activities. Mercadona assures that once the 

order has been canceled also the data is deleted (Aguiar, 2020). Still, a risk remains that the data is not 

 
23 See 20 
24 See 20 
25 See 20 
26 See Annex D  
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deleted. Second, FRT is not a perfect technology. It can fail and it can be biased. Hence, there is a real 

risk for people to be wrongly identified as someone prohibited to enter the supermarket. This is 

especially problematic because a (wrong) identification has immediate legal consequences on the data 

subject and thus, is a very high risk for people. Third, all people entering the store are being scanned 

and recognize through the system, even children. Does the publicly unknown, potentially very small 

number of people with a restraining order compensate for the fact that everyone entering the store is 

recognized? Fourth, there is again the problem of identification and verification. The purpose of the 

FRT system in this case is to uniquely identify people. The processing therefore falls under the especially 

restrictive legal conditions (cf. section 2) and would need, inter alia, a DPIA and prior consultation with 

the AEPD (AEPD, 2019). It is unknown whether this has been done. Mercadona insists that its system 

is legal and that they have been in contact with the AEPD during the planning process (Blonde, 2020a). 

Admittedly, why would the AEPD initiate an official investigation only five days after Mercadona stared 

using FRT even though they were allegedly involved in the planning process? Another question 

remaining is, whether the FRT system is proportionate and necessary to fulfill the purpose Mercadona 

aims at. A simpler surveillance system solely based on CCTV cameras without FRT could also fulfill 

the purpose just as good without the severe rights infringements and risks for the people.  

The processing operation of this case requires an exception under Art. 9 (2) GDPR. Since there are 

comprehensive information posters placed at the entrances of the stores entering could be seen as giving 

consent to the processing operation. However, under the LOPD the mere consent from the data subject 

is not enough to allow the processing of special categories of data (cf. Art. 9 (1) LOPD27). Mercadona 

states that its processing is based on substantial public interest and necessary to exercise juridical orders 

(Blonde, 2020b). Thus, the exceptions Mercadona is invoking are Art. 9 (2) f) 28& g). The problems of 

the “substantial public interest” exception have already been explained (cf. section 2.2.). First and 

foremost, it is unclear what exactly a “substantial public interest” is in the context of FRT use. 

Additionally, in this case it is very questionable whether Mercadona really acts in the interest of the 

public. It seems to be rather a corporate interest. Art. 9 (2) f) would in principle entitle Mercadona to 

process the biometric data only of those individuals previously convicted and with judicial measures. 

This exception does not allow for any processing of other individual’s data. Whether this exception can 

be applied in this case then comes down to two essential issues: (1) Does the legitimate interest of 

Mercadona to prevent criminals entering their stores outweigh the right to data protection? (2) How 

strict are national authorities going to be interpreting the law surrounding FRT?  

 

 
27 “For the purposes of article 9.2.a) of Regulation (EU) 2016/679, in order to avoid discriminatory situations, the 

consent of the affected party alone will not be enough to lift the prohibition of the processing of data whose main 

purpose is to identify their ideology, union, religion, sexual orientation, racial or ethnic origin or beliefs. Provided 

in the previous paragraph will not prevent the processing of said data under the other cases contemplated in article 

9.2 of Regulation (EU) 2016/679, when appropriate.“ [Translated]  
28 “processing is necessary for the establishment, exercise or defence of legal claims or whenever courts are acting 

in their judicial capacity;” 
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“The Spanish Data Protection Agency is usually especially restrictive with the use of facial 

recognition techniques for the identification of a person, as seems to be the case of 

Mercadona”(Blonde, 2020b).  

 

The European Data Protection Supervisor, Wojciech Wiewiórowski, has publicly questioned the 

precision and necessity of the FRT system in the Mercadona supermarkets (Navas, 2021). This case has 

also already been subject in the Spanish parliament. On November 5th, 2020 Senator Carles Mulet Garcia 

asked how far along the AEPD investigation is and when results can be expected (Mulet Garcia, 202029). 

Those responsible answered that the investigation is not concluded yet and currently is in the phase of 

“preliminary investigation”(El Gobierno, 2020). The AEPD’s investigation is based on Art. 67 LOPD 

(El Gobierno, 2020). Accordingly, paragraph 2 requires that any such investigation may not take longer 

than twelve months. Hence, results are expected before July 6th, 2021.  

In case the AEPD investigation finds that Mercadona violated data protection law the GDPR 

imposes a very strict and severe sanctioning regime. Art. 83 (5) regulates infringements pursuant to Art. 

9: These infringements “shall […] be subject to administrative fines up to 20 000 000 Euros, or […] up 

to 4% of the total worldwide annual turnover of the preceding financial year, whichever is higher”.  

In the past, the AEPD has acted swiftly and strict when it comes to GDPR compliance of data 

controllers. To date, the AEPD ranks on place five of the total sum of fines imposed under the GDPR 

with a total sum of more than 29 million Euros (GDPR Enforcement Tracker, n.d.). In the total number 

of fines imposed the AEPD even ranks on place one with a total of 228 fines issued (GDPR Enforcement 

Tracker, n.d.).  

Furthermore, the AEPD seems to be generally aware of the potential legal issues around new 

technologies such as FRT. On May 28th, 2020 the AEPD published a report on the use of facial 

recognition systems by private security companies (AEPD, 2020a). It is argued that the application of 

the “essential public interest” exception as a legal basis for deploying FRT requires an additional, 

currently non-existent rule with the rank of law that clearly justifies to what extent and in what cases 

FRT use would respond to it (AEPD, 2020b). Additionally, in February 2020 the AEPD published 

extensive and detailed guidelines on the GDPR compliance of processing that embed AI (AEPD, 2020c). 

These were extended in January 2021 with a document on specific audit requirements for personal data 

processing activities involving AI (AEPD, 2021).  

 

5.3. Conclusion: Answer to sub-question 4 

 

How have national governments in the EU been regulating the application of FRT in private spaces for 

non-law enforcement purposes? 

It took the AEPD five days to initiate an ex officio investigation into Mercadona after they started 

using FRT. This is a considerably short amount of time for any public authority to act. At the time the 

 
29 See 20 
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investigation began the legality of the FRT system has been questioned. In contrast to the Irish case, the 

mere consent of the data subject is not enough to allow for FRT processing operations in Spain.  

Mercadona’s FRT system falls under the especially restrictive legal conditions of the GDPR and the 

LOPD because it is used to uniquely identify people. From the information available it is currently 

doubtful whether Mercadona has met those requirements. Hence, the AEPD is currently investigating 

whether the pursued aim of the FRT system is legitimate under Art. 9 (2) f) and if the system is 

proportionate and necessary in light of the pursued aim. One of the main questions to be answered in 

this regard is if the legitimate interest of Mercadona to prevent criminals entering their stores outweighs 

the right to data protection and privacy.  

Since the regulatory framework of FRT leaves a lot of room for interpretations this question will be 

answered at the discretion of the AEPD. Based on the insights from the case analysis and the fact that 

in the past the AEPD has been very strict in demanding GDPR compliance from data controllers, it is 

likely that the AEPD will not allow for Mercadona to further use FRT in its stores. 

A revision of this case after July 6th, 2021 when the results of the investigation are published, is 

advised.  

 

6. Conclusion 

 

The aim of this bachelor thesis was to formulate an answer to the main research question: To what extent 

is the use of facial recognition technology for non-law enforcement purposes compatible with the EU’s 

current legislative framework?’  

The GDPR does not imply a general prohibition on the use of FRT. However, it demands certain 

safeguards and security mechanism to be implemented to assure compliance with data protection and 

privacy rights. Hence, using FRT is compatible with the GDPR as long as all the requirements under 

Art. 9, 35, and 36 are met. Furthermore, the GDPR does not consider all processing of biometric data as 

treatment of special categories of data. Thus, not all FRT deployments, like verification, fall under the 

especially restrictive regulations. This can be problematic when decision-makers do not sufficiently 

understand the technological backgrounds of FRT and its different analytical functions creating legal 

loopholes to be exploited by data controllers.  

The GDPR does not directly differentiate between public and private spaces or actors. Nevertheless, 

the circumstance under which FRT is deployed play a substantial role in assessing whether the use is 

legitimated and compatible with the regulations. Locations play a vital role in assessing the risks for the 

data subjects. Private spaces, which can be open to the public, have a bit more discretion in using FRT. 

Whereas, FRT usage in public spaces entail more risks, for example, because people often do not have 

options to refuse being recognized by the system.  

There is also a lack of case law surrounding FRT. As has been shown in the case analyses, national 

governments are currently handling FRT ambiguously. Spain has been in its past and current behaviour 
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very strict in demanding GDPR compliance from data controllers, especially regarding new 

technologies. Ireland, however, not so much. In practice, the GDPR leaves a lot of room for 

interpretation and discretion with the EU MS which facilitates an unequivocal regulatory environment 

and a highly complex, time-consuming, and inscrutable case-to-case assessment of FRT use throughout 

the EU. These problems can be avoided by banning FRT for some functions, like Belgium did. This is 

a promising approach in safeguarding data protection and privacy rights. However, one must consider 

that even though a ban might be adequate for the time being, it can be disproportionate in the long run. 

EU Regulators and DPAs learn and become more aware of the risks and benefits enabling them to better 

handle FRT usage.  

Due to the limited scope, time, and resources of this thesis several aspects could not be included 

into the research. For example, including considerations about FRT use in law-enforcement. Also 

including more case analyses would be beneficial to this study allowing for a more detailed picture and 

comparison between EU MS. Another limitation is that the investigations of the Spain and Ireland cases 

have not be concluded by the time this study is completed. Hence, the outcomes are currently unknown 

and should be analyzed in further research. Another interesting future research topic could be the EU’s 

proposal for an ‘Artificial Intelligence Act’, published on April 21st, 2021. This act aims at balancing 

the benefits AI technology, like FRT, can bring about whilst protection European values, fundamental 

rights, and principles. 

Keeping these limitations in mind, the findings of this thesis still have a high societal, scientific, and 

political relevance. This thesis is very contemporary with 2021 being only the fourth year of the GDPR 

in force, the 20th anniversary of the CFR, and the increasingly rapid rise of AI technologies affecting 

more and more aspects of our everyday lives. This study fills the gap of scientific research and literature 

in the context of ‘regulating biometrics’ as well as data protection and privacy issues of new AI 

technologies. It contributes to a better understanding of these issues and can facilitate a new debate 

prioritizing fundamental rights, democratic freedoms and civil liberties whilst supporting technological 

advancement. Having this debate is crucial and will help policymakers and enforcement authorities find 

adequate regulatory solutions that are desperately needed. 
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Appendix  
 

A. Table 1 – Chapter 2.  

 

Overview of the legislative framework of FRT  

 

GDPR 

Article  

Content Relevant Provision(s)   Problem(s) Case  

4 (14)  Definition ‘Biometric 

Data’ 

 “specific technical 

processing”  

 

excludes raw data; Rec. 51   

9 (1)  General prohibition of 

processing  

“for the purpose of 

uniquely identifying a 

natural person” 

limits the scope; some FRT 

functions do not fall under this 

prohibition   

Both  

9 (2) Exceptions to the 

prohibition  

a) “explicit consent” 

 

 

 

 

Is entering any place using 

FRT explicit consent? 

Conditional Consent - Often no 

opt-out possibility; Children;  

 

 

 

 

 

e) “data manifestly made 

public” 

 

Could be misused as a 

universal excuse for using FRT 

 

 

 

 

f) “exercise of legal 

claims” 

processing data only of 

involved people  

 

 

➔ Mercadona  

g) “substantial public 

interest” 

Vague term; Unclear definition 

of safeguards; Corporate vs 

public interest 

 

 

 

 

i) “public interest in the 

area of public health”  

Balancing exercise; no case 

law  

➔ NCH  

35 DPIA   

 

➔ When using FRT a DPIA 

is always necessary  

In both cases 

not conducted 

35 (1)   Impact on protection of 

personal data; “high risk”; 

“new technology” 

Full impact and potential risks 

can be hard to assess 

 

 

35 (3)   a) “produce legal effects 

or similarly significantly 

affect a natural person” 

 

No specific explanation about 

these ‘effects’  

 

 

 

b) “large scale of special 

categories of data” 

 

Rec. 9; Where is the threshold 

to ‘large scale’?  

 

 

c) “systematic monitoring 

of publicly accessible 

areas”  

 

  

35 (7)   Necessary contents of 

DPIA 

  

36  Prior Consultation (1) “high risk in the 

absence of measures taken 

by the controller to 

mitigate the risk”  

What is a “high risk”? Art. 29 

WP/ WP 248 

In both cases 

not done  
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B. Table 2 – Chapter 3.  

 

Overview of the relevant GDPR articles and their adaptions in the Irish DPA  

 
GDPR IDPA  

4 (14) 2 (1) 

9  45 

9 (2)  46-54 

35 84 (1) 

36 84 (3)  

  
  

 

C. Table 3 – Chapter 4.  

 

Overview of the relevant GDPR articles and their adaptions in the Spanish LOPD  

 
GDPR LOPD  

4 (14) -  

9  -  

9 (2)  9 

35 28 

36 28  
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D. Mercadona Entrance Poster – Chapter 4.  

 

 
Source: https://twitter.com/josecanedo_/status/1278743277475414017/photo/1.  

 

 
 


