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Abstract

For the class of Congestion Games with affine cost functions the Sequential Price
of Anarchy (SPoA) has been determined exactly when two or three players are
involved [15]. For more than three players, the exact value was unknown. There
existed a Linear Program (LP) that could be used to determine the SPoA for
any finite number of players [15]. However, this Linear Program has too many
variables to be solved in reasonable time when the number of players is 4 or
higher.

In this thesis column generation has been used to reduce the number of
variables in that LP, in order to compute the SPoA for the 4 player case. Besides
that, additional constraints have been added to analyse the worst case instance
that the Linear Program describes for the 3 player case. Moreover, a variant
of the LP has been presented that can determine the SPoA for any class of
congestion games for which the number of resources and the action sets have
been fixed. Finally, the LP has been modified in order to compute the exact
SPoA for two classes of weighted congestion games, with the use of LP duality.
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Chapter 1

Introduction

Non-cooperative Game Theory is a branch of mathematics that studies situ-
ations where several parties compete with each other [23]. Depending on the
setting the competing parties either intend to maximise their utility or minimise
their costs. The parties are not interested in working together to maximise
their combined utility or minimise their total costs and reach a social optimum.
Instead they individually make rational decisions such that they cannot be bet-
ter off themselves, regardless of the implications for the other parties. When
no player can improve their strategy given the strategies of other players, the
strategies form a Nash Equilibrium [20]. In such an equilibrium the group as a
whole may be worse off than in a social optimum. The quality of an equilibrium
can be measured with the so-called Price of Anarchy [18].

The class of Atomic Congestion Games was introduced by Rosenthal [24].
In this class of games a set of resources is available for a number of players.
Each player selects a subset of the resources, which causes those resources to
be congested. Multiple players are allowed to buy the same resource. The price
players pay for a resource is determined by the number of players that opted
to congest it. Players select resources in such a way that they minimise the
total costs over all resources they select, while they take the strategies of other
players into account.

This class of games has been well studied. A lot of the results in this field
assume that all players simultaneously decide which resources they opt to con-
gest. First of all Rosenthal showed that each instance of a congestion game has a
pure Nash Equilibrium [24]. Moreover, the quality of this equilibrium is known.
Christodoulou and Koutsoupias [7] and Awerbuch et al. [2] have independently
established that the Price of Anarchy of this class of games equals 2 for the
case with 2 players and that the Price of Anarchy equals 2.5 for any arbitrary
number of players that is 3 or higher.

This class of games has also been investigated as a sequential game. In
that setting players take turns in selecting their subset of resources. For each
player the decisions of previous players are known. This allows them to follow a
strategy that allows them to make different decisions depending on the decisions
of previous players and that takes decisions of future players into account. When
no player can improve their strategy in a sequential game a so-called subgame
perfect equilibrium has been reached. For this type of games the Sequential
Price of Anarchy has been introduced in [21] to measure the quality of such an
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equilibrium.
Whereas the Price of Anarchy is known for affine congestion games for any

number of players, the Sequential Price of Anarchy is not yet known in general.
De Jong and Uetz [15] have computed the value when the number of players is at
most 3. For the 4 player case a lower bound has been established by Kolev [17].
But when the number of players is 4 or larger, no exact value is known. Correa
et al. [8] showed that computing the Sequential Price of Anarchy for congestion
games is NP-hard when the number of players is fixed. In general, when the
number of players is arbitrary, computing the Sequential Price of Anarchy for
congestion games has been shown to be PSPACE-hard. [21]

However, De Jong and Uetz [15] have been able to derive a linear program
that computes the Sequential Price of Anarchy for affine congestion games with
3 players. That program can be adapted to find the value for any fixed number
of players. So despite the problem being NP-hard for an arbitrary fixed number
of players, there does exist a concrete method to solve the problem. In [15]
it was stated that the original version of this program becomes too large to
solve for more than three players. In this thesis we reduce the size of that
program with a linear programming technique called column generation. With
this method we compute the Sequential Price of Anarchy of affine congestion
games with 4 players. Moreover, we present adaptations of the program in
order to compute the Sequential Price of Anarchy of some similar problems,
specifically for instances with fixed sets of resources and actions and of two
classes of weighted congestion games.

1.1 The Sequential Price of Anarchy

Congestion Games have been introduced by Rosenthal back in 1973 [24]. How-
ever, research into the Price of Anarchy is quite recent. After all Koutsoupias
and Papadimitriou only introduced the concept in 1999 [18]. The Sequential
Price of Anarchy has only been introduced in 2012, by Paes Leme et al. [21].
Consequently, research that applies the concept of the (Sequential) Price of An-
archy to the class of congestion games is recent too. In 2005 Christodoulou
and Koutsoupias [7] and Awerbuch et al. [2] independently discovered that the
Price of Anarchy of the class of affine congestion games equals 2 for the case
with 2 players and 2.5 for cases with 3 or more players. The Sequential Price
of Anarchy for 2 and 3 players was presented in 2014, as well as some general
bounds [15], [16]. In particular, the Sequential Price of Anarchy for 2 and 3
players equal 1.5 and 1039/488 ≈ 2.13 respectively, which is lower than the
Price of Anarchy. Biló further investigated the use of linear programs and their
duals to compute the (Sequential) Price of Anarchy of several games [5]. There
has also been done some research into specific instances of congestion games.
For example Correa et al. [8], [9] established a lower bound of Ω(

√
n) for the

Sequential Price of Anarchy in network routing games. This means that the
Sequential Price of Anarchy of congestion games with few players is lower than
the Price of Anarchy, but higher when the number of players is large. In fact, it
diverges to infinity when the number of players goes to infinity. However, for a
large number of players no exact value has yet been determined. Groenland and
Schafer introduced a framework to investigate Sequential Games where players
only have a limited lookahead [11]. An example of research into the Sequential
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Price of Anarchy of a different class of games is the article by Angelucci et al.
[1], where they investigated Isolation Games. We can conclude that research
into the Sequential Price of Anarchy is recent, but so far it already has been
established that the Sequential Price of Anarchy behaves differently than the
Price of Anarchy.

1.2 Outline

In Chapter 2 a formal problem definition is presented. In Chapter 3 we use
the technique of column generation in order to compute the Sequential Price of
Anarchy of affine congestion games with 4 players. In Chapter 4 some restricted
instances of affine congestion games are investigated using adapted versions of
the program presented in [15]. Finally, in Chapter 5 another version of that
program is used to compute the Sequential Price of Anarchy for weighted affine
congestion games, a generalisations of affine congestion games.
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Chapter 2

Problem Description

In this chapter we formally define the problem that is discussed in this thesis.
We also introduce the notation that is used throughout the thesis. After we
have presented the definitions necessary for this thesis we present an example
to clarify them.

2.1 Games

Each game in non-cooperative game theory can be represented as a strategic
form games. These are defined as follows, as stated in [23].

Definition 2.1 (Strategic Form Game). [23] A Stratgic Form Game is a tuple
(N,S1, . . . ,Sn, C1, Cn) which represent the following. The set N represents n
players of the game. Each player i ∈ N is given a set of pure strategies Si
that they can select in the game. A tuple that contains the selected strategies
of all players is called a strategy profile. The set of strategy profiles is denoted
S = S1×· · ·×Sn. Finally each player i is given a cost function Ci : S1×· · ·×Sn →
R, which represents the cost the player pays when all players decide to play a
specific strategy profile S = (S1, . . . , Sn).

Remark 2.1. According to the definition stated in [23] the functions Ci(S) of a
strategic form game can either represent a payoff that can either be a utility,
which players intend to maximise, or a cost, which they intend to minimise. In
this thesis we only consider games where Ci(S) represents a cost.

In general each player determines the strategy they are going to play inde-
pendently. It can be seen as a plan that is made on beforehand. It dictates
how the player is going to act in certain states of the game. For this plan it
is relevant when a player has to commit to her action. If all players act simul-
taneously without knowledge of other player’s actions, it may be beneficial for
a player to stick to a different plan than when players play sequentially. After
all, if one player already has committed an action when another player still has
to decide, that latter player may want to create a flexible plan that bases their
action on the first player’s decision. Games where players act sequentially can
be represented in extensive form [23].

Definition 2.2 (Extensive Form Game). [23] A game in extensive form is
described by a game tree. This is a directed tree that describes the order in
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which players make decisions. The top vertex of the tree is called the root
of the game tree and the the tree ends in several end nodes or leaves. Each
vertex other than the leaves represent decision states. The arcs of the graph
represent actions that a player can choose between in a decision state. We say
that an action Ai represented by arc (v, v′) is prescribed by strategy Si if Si
maps decision vertex v to arc (v, v′). The root represents the decision state of
the first player. All arcs from a decision state for player i lead to decision states
for player i + 1, except for the decision states for the final player n. The arcs
from a decision node for player n lead to leaves. Each leaf l is given a label cl
that represents the costs of that leave. If all players play actions prescribed by
a strategy profile S, then a unique path from the root to a leaf l is prescribed by
S. Then for all players i it holds that Ci(S) equals the i-th entry of leaf label
cl.

Remark 2.2. According to [23] an extensive form game can also contain so-
called chance nodes besides the decision states and the leaves. Moreover, several
decision states can be grouped into so-called information sets. In this thesis
we only consider games without chance nodes and with perfect information.
Therefore Definition 2.2 suffices.

In Definition 2.2 we make a distinction between a strategy and an action of
a player in a game. This distinction is made formal in the following definition.

Definition 2.3 (Action and Strategy). Let player i be a player of an extensive
form game. An action Ai denotes an available arc in the game tree. The
set Ai denotes the set of actions available for player i in the game tree. A
strategy in an extensive form game represents a function that maps decision
states to actions. If we denote by Vi the set of all decision states for player i,
then all strategies Si ∈ Si are functions of the form Si : Vi → Ai. A tuple
A = (Ai)i∈N that denotes one action for each player is called an action profile.
When all players play actions that are prescribed by a strategy profile S, then
the resulting action profile A is called the outcome of the game. The set of all
action profiles is denoted A. By (A−i, A

′
i) we denote the action profile where

player i chooses action A′i and all other players act according to action profile
A. With A<i we denote the ordered set of actions (A1, . . . , Ai−1).

In an extensive form game the player costs are determined by the leaf of
the action outcome that a strategy profile describes. This corresponds with a
unique path in the game tree from the root to a specific leaf. In general this
means that there exist decision states in the game tree that this path do not
occur in the path corresponding to this outcome. However, a strategy Si maps
each decision state i ∈ Vi to an action Ai ∈ Ai. If a state vi does not appear in
the path of the outcome of strategy profile S, then any strategy S′i that maps
vi to an arbitrary action yields the same outcome as Si. That means that the
player costs Ci(S) and Ci((S−i, S

′
i)) are equal for all players.

Observation 2.1. Let S and S′ be two strategy profiles of an extensive form
game that lead to the same outcome A. Then for all players it holds that

Ci(S) = Ci(S
′). (2.1)
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In Definition 2.1 it was stated that player costs are functions that map a
strategy profile to a real number. Because of Observation 2.1 we also use the
notation Ci(A) to denote the player costs for player i in action profile A. For
any strategy profile S for which action profile A is the induced outcome, it holds
that Ci(S) = Ci(A). We will use the notations Ci(S) and Ci(A) interchangeably
throughout this thesis.

In general a decision state for player i only has outgoing arcs for a subset of
Ai. After all, the actions of previous players can influence the available actions
a player can choose. However, in this thesis we only consider a special case
of extensive form games where all actions are available in every decision state.
Such games are called sequential games [21].

Definition 2.4 (Sequential Game). A sequential game is a special case of an
extensive form game for which the game tree has the following structure. Each
player i ∈ N is given a set of actions Ai. The root of the game tree has |A1|
outgoing arcs to decision states for player 2, one for each action that player 1
can choose. Likewise, each decision state vi for player i has |Ai| outgoing arcs
to decision states for player i+ 1. Player n has |An| outgoing arcs to leaves.

2.2 Quality of Equilibria

In the previous section we defined a sequential game as a special case of an
extensive form game. In general players are allowed to choose any action in any
decision state of the game tree. However, players intend to play a strategy that
lets the outcome of the game be such that their cost is as low as possible. If all
players play optimally with respect to minimising their own costs, the resulting
strategy profile is called an equilibrium. However, the outcome that follows
from such a strategy profile may not be an outcome that minimises the sum of
the costs for all players combined. In this section we define the Sequential Price
of Anarchy as a measure for the quality of an equilibrium.

Firstly, we give the definition for an equilibrium of a strategic form game,
as stated by Nash [20].

Definition 2.5 (Nash Equilibrium). [20] Let I be an instance of a strategic
form game. Then a pure Nash equilibrium SNE is a strategy profile for which it
holds that no player can play a different strategy Si in order to strictly decrease
their cost. That means that for all players i and all strategies Si ∈ Si the
following Nash inequality holds:

Ci
(
SNE

)
≤ Ci

(
SNE
−i , S

′
i

)
(2.2)

In games where players choose their actions simultaneously, a Nash equilib-
rium is a strategy profile where no player can decrease their cost by deviating
to a different strategy. However, in extensive form games a Nash equilibrium
may not be a strategy in which both players play optimally, as will be illus-
trated in Example 2.1. After all, Observation 2.1 states that the player costs
do not change when a player changes their strategy for a decision state that
does not occur in the path of the outcome. Therefore a second definition of an
equilibrium is required for extensive form games. To this end we firstly define
a subgame, as defined in [23].
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Definition 2.6 (Subgame). [23] A subgame of an extensive form game I induced
by decision state v is a game I ′ for which the game tree is a copy of the game
tree for I, except that all paths that do not involve v have been removed.

Definition 2.6 implies that in the game tree for I ′ all decision states closer
to the root than v only have one outgoing arc. Decision state v and states after
v still have the same outgoing arcs as the game tree of I.

We now use Definition 2.6 to define the so-called subgame perfect equilibrium,
as stated in [23]. This equilibrium is suitable for extensive form games.

Definition 2.7 (Subgame Perfect Equilibrium). [23] A subgame perfect equilib-
rium SSPE is a strategy profile for extensive form game I that induces a Nash
equilibrium in the subgame induced by v for all decision states v of the game
tree of I. An action profile ASPE is called a subgame perfect outcome if it is the
outcome of a subgame perfect equilibrium SSPE. We call an action Ai of player
i is subgame perfect in the subgame induced by state v if there exists a subgame
perfect equilibrium in the subgame induced by v where player i chooses Ai.

Note that a subgame perfect equilibrium can be computed using backward
induction [23]. Player n knows for each decision state what leaves her actions
lead to. She can directly compute in which leaf her cost is minimised and choose
to play the strategy that exactly prescribes those actions. Likewise any player i
can then use backward induction to compute the strategies for players i+1 until
player n. Player i then knows what her cost will be for all her strategies use that
information to determine her own strategy. After every player has determined
their strategy with this method, a subgame perfect equilibrium SSPE has been
computed.

The subgame perfect equilibrium is used to describe action profiles where
players play optimally in such a way that they minimise their own cost. Now
we define social cost as the price for all players combined.

Definition 2.8 (Social Cost). [21] The social cost C(A) is a function that maps
action profiles to R, which is defined as follows:

C(A) =

n∑
i=1

Ci(A). (2.3)

Remark 2.3. The cost function in (2.3) is called a utilitarian cost function.
Social cost can also be defined with a so-called egalitarian cost function. In this
thesis we always use the utilitarian social cost.

Definition 2.9 (Social Optimum). For any game I the social optimum AOPT

is an action profile for which the social cost C(A) is minimised. That is:

AOPT = arg min
A∈A

C(A). (2.4)

The quality of a subgame perfect equilibrium with respect to the social
optimum is then given by the Sequential Price of Anarchy. This is only defined
for sequential games, not for extensive form games in general.
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Definition 2.10 (Sequential Price of Anarchy). [21] Let I be an instance of a
sequential game and let ASPE(I) denote the set of all subgame perfect equilibria
of I. Then the Sequential Price of Anarchy for instance I is defined as followed:

SPoA(I) = max
A∈ASPE(I)

C
(
ASPE

)
C (AOPT)

. (2.5)

Let I be a class of sequential games. Then the Sequential Price of Anarchy
of class I is defined as followed:

SPoA(I) = sup
I∈I

SPoA(I). (2.6)

When the class I is clear from context, we also write SPoA.

2.3 Congestion Games

In this thesis we discuss the class of affine congestion games. In this section
that class is defined. We also present some examples of congestion games to
illustrate the definitions of the previous sections.

Definition 2.11 (Affine Congestion Game). [24] An (atomic) congestion game
is defined as follows. The set R denotes a set of resources. For each player
i ∈ N the set of actions Ai consists of subsets of resources: Ai ⊆ 2R. We
say that player i chooses resource r ∈ R if she chooses an action Ai ∈ Ai for
which it holds that r ∈ Ai. Each resource r has a nondecreasing cost function
cr : R+ → R+. Given an action profile A = (A1, . . . , An), each resource r has
a cost of cr(xr). Here xr denotes the number of players who chose r, that is:
xr = |{i ∈ N |r ∈ Ai}|. For each player the player cost is defined as follows:

Ci(A) =
∑
r∈R

cr(xr). (2.7)

An affine congestion game is a congestion game where for each resource
r ∈ R the cost function cr(xr) is defined as follows:

cr(xr) = αr + βrxr. (2.8)

Here we have αr ≥ 0 and βr ≥ 0. The constant term αr of the cost function
is called the activation cost of resource r and the linear term βr is called the
weight of resource r.

In the remainder of this section two examples of affine congestion games are
presented in order to illustrate the definitions presented in this chapter.

Example 2.1. In a network congestion game players travel within a network.
This example, displayed in Figure 2.1, consists of two players who both start at
vertex s of the network. Player 1 intends to travel to vertex t1, player 2 wants to
travel to t2. Both players have two possible routes to their destination available:
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s

t1

t2

c1 (x1) = x1

c2 (x2) = x2

c3 (x3) = 1 c4 (x4) = 1

Figure 2.1: Network congestion game of Example 2.1

Player 1

Player 2

{1} {2, 4}

{2} {1, 3} {2} {1, 3}

Figure 2.2: Game Tree of the network congestion game in Figure 2.1

S2
{2}, {2} {2}, {1, 3} {1, 3}, {2} {1, 3}, {1, 3}

S1
{1} 1,1 1,1 2, 3 2, 3
{2, 4} 3, 2 2, 2 3, 2 2,2

Table 2.1: Strategic form representation of the game tree in Figure 2.2

they can either choose a direct path or a detour. In order to travel over an edge
in the graph they have to spend travel time, indicated by the functions cr(xr).
The players intend to arrive at their destination while spending as little travel
time as possible.

This game can be seen as a congestion game. Here the edges of the graph rep-
resent the set of resources and the available routes for the players represent their
action sets. That is, R = {1, 2, 3, 4}, A1 = {{1}, {2, 3}} and A2 = {{2}, {1, 3}}.
In this example we assume that player 1 leaves s slightly before player 2, which
means that this is a sequential game. The game tree of this game is displayed in
Figure 2.2. The strategic form representation of the game is displayed in Table
2.1. Observe that player 1 has one decision state in the game tree and player 2
has two. Therefore each strategy for player 1 only consists of one action, while
the strategies for player 2 consist of two actions. For each strategy profile the
player costs are displayed.

This game has three Nash equilibria, for which the player costs have been
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displayed in italics in Table 2.1. For all those strategies it holds that neither
player can decrease their cost by deviating to a different strategy if the other
player sticks to the strategy of the Nash equilibrium. However, the strategy
profile SNE = (({2, 4}), ({1, 3}, {1, 3]})) is not a subgame perfect equilibrium.
After all, in this game player 1 acts first. Therefore by choosing the strategy
S1 = ({1}) she gives an incentive to player 2 to pick the short route instead of
the detour.

In this example the action profile with the lowest cost equals AOPT =
({1}, {2}). This turns out to also be the only outcome of the subgame per-
fect equilibria of the game. Therefore, in this example it holds that SPoA = 1.

The congestion game of Example 2.1 has a Sequential Price of Anarchy of
1. But this is not true for all sequential games. The next example has a higher
Sequential Price of Anarchy.

s

v

t

c1 (x1) = x1

c3 (x3) = 3.5

c2 (x2) = 1

Figure 2.3: Network congestion game of Example 2.2

Player 1

Player 2

{1, 2} {3}

{1, 2} {3} {1, 2} {3}

Figure 2.4: Game Tree of the network congestion game in Figure 2.3

A2

{1, 2} {3}

A1
{1, 2} 3, 3 2, 3.5
{3} 3.5, 2 3.5, 3.5

Table 2.2: Outcomes of the game tree in Figure 2.4

Example 2.2. Again consider a network congestion game with two players. In
this instance, which is displayed in Figure 2.3, both players want to travel from
vertex s to t. They have two routes available: they can choose the direct edge
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or the path via vertex v. The corresponding game tree is displayed in Figure
2.4. The outcomes of the game are displayed in Table 2.2.

In both decision states for player 2 it is benificial for her to choose the
direct edge over the path via v. Her travel time then is respectively 3 and 2
instead of 3.5. Therefore, the only subgame perfect strategy for player 2 is
SSPE
2 = ({1, 2}, {1, 2}). Player 1 then can deduce that her cost for the path via
v is the fastest. It follows that both player select the path via vertex v in the
subgame perfect equilibrium: ASPE = ({1, 2}, {1, 2}). From Table 2.2 it follows
that the social cost in this outcome is C

(
ASPE

)
= 6.

However, it can also be seen that the subgame perfect outcome is not the
social optimum. After all, the social optimum is obtained when one player takes
the direct edge and the other player the detour. In that scenario it holds that
C
(
AOPT

)
= 5.5. We conclude that for this instance we have that SPoA = 1.2.
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Chapter 3

Congestion Games with 4
Players

The Sequential Price of Anarchy for affine congestion games is not yet known
in general. In [15] de Jong and Uetz derive the values for 2 and 3 player games,
which are 1.5 and 1039/488 respectively. For more players the Sequential Price
of Anarchy is still unknown. However, in [15] the same authors presented a
Linear Program (LP) which can generate a worst case instance of a sequential
congestion game for an arbitrary number of players. So in theory the Sequential
Price of Anarchy for any number of players can be found using that LP. But
with more than 3 players the number of variables and constraints of the LP
becomes too large to be practically computable in its original form. In [17] it
is stated that the Sequential Price of Anarchy for the case with 4 players is
bounded below by 2.5509150067, but no exact value was yet presented. In this
chapter we apply column generation which allows us to use the LP from [15] to
compute the Sequential Price of Anarchy for the case with 4 players.

3.1 LP Formulation

In this section a lemma from [15] is presented which ensures that a worst case
instance of bounded size exists. This allowed the authors to formulate the LP
that generates such an instance.

Lemma 3.1. [15] For any instance I of a congestion game there exists a con-
gestion game I ′ for which the following properties hold.

1. For all players i ∈ N it holds that |Ai| ≤ zi, where all zi are defined as
follows:

z1 := 2 and zi := 1 +

i−1∏
j=1

zj for all i ≥ 2. (3.1)

2. The amount of resources |R| is at most 2
∑

i∈N |Ai| − 1.

3. For all resources r ∈ R it holds that αr + βr ≤ nC(AOPT).
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4. SPoA(I ′) = SPoA(I).

In [15] the authors defined an LP to compute the Sequential Price of Anarchy
for 3 players. Here we formulate a similar LP for the case with 4 players.
Because of Lemma 3.1 the LP is constrained such that it only considers instances
of congestion games with |Ai| ≤ zi for all players i ∈ N and with at most
2
∑

i∈N |Ai| − 1 resources.
The parameters and variables of the LP are introduced in Table 3.1 and 3.2

respectively. The subscripts of the parameters and variables refer to different
sets that will be introduced here. The subscripts a and a′ denote actions of
players, so they are elements of the set A1. Similarly we have that b, b′ ∈ A2,
c, c′ ∈ A3 and d, d′ ∈ A4. When the subscript µ is used, we refer to the union
of the actions of all players: µ ∈

⋃4
i=1Ai. The subscripts p and q in variable

opq also denote actions, but those actions belong to different players i and j,
that is p ∈ Ai, q ∈ Aj such that j > i. When specific actions are mentioned,
they are denoted in the form of i.k. Here the i refers to the player and the k to
the action within Ai. For instance, action profile A = (1.1, 2.1, 3.1, 4.1) consists
of the first action of the action sets for each player. Finally, the subscript r
denotes a resource from the set of resources R.

In this LP because of Lemma 3.1 we enforce that for each unique subset of
the actions in

⋃4
i=1Ai there exists exactly one resource that is selected in that

exact subset of actions. This is encoded in parameter δµr. These parameters are

set such that for any two resources r, r′ ∈ R there exists an action µ ∈
⋃4
i=1Ai

such that δµr 6= δµr′ . Moreover, it holds that
∑
µ∈

⋃4
i=1

δµr ≥ 1 for all resources

r ∈ R. Because of Lemma 3.1 we set the number of actions for each player as
follows:

|A1| = 2, (3.2a)

|A2| = |A1|+ 1 = 2 + 1 = 3, (3.2b)

|A3| = |A1| · |A2|+ 1 = 2 · 3 + 1 = 7, (3.2c)

|A4| = |A1| · |A2| · |A3|+ 1 = 2 · 3 · 7 + 1 = 43. (3.2d)

As a result, the following holds for the number of resources:

|R| = 2
∑4

i=1 |Ai| − 1 = 22+3+7+43 − 1 = 255 − 1. (3.3)

In the LP we enforce which action profile corresponds to the social optimum
and which corresponds to SSPE, namely as follows: AOPT = (1.1, 2.1, 3.1, 4.1)
and ASPE = (1.2, 2.3, 3.7, 4.43). The parameters z1a, z2ab, z

3
abc and z4abcd are set

equal to 1 whenever the action profile belongs to SSPE and 0 otherwise.

Below the LP is stated. We intend to find the instance for which sup C(ASPE)
C(AOPT)

is obtained. To this end we enforce that C(AOPT) = 1 in constraint (3.4h) and
we maximise C(ASPE) in the objective (3.4a). After all, if we fix all resource costs
and then multiply all variables αr and βr with the same nonnegative constant
M , then we it holds for each player cost that

Ci(A) =
∑
r∈Ai

Mαr +Mβrxr = MCi(A).
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This means that normalising the social cost in the social optimum does not
have an impact on the Sequential Price of Anarchy of the instance.

Constraints (3.4b) and (3.4c) define variables vµ and opq, called the base
cost and overlap, in terms of activation cost and weight of the resources. The
variables vµ and opq are used to translate the affine cost functions of the resources
into linear constraints. After all, for each resource in an action a player pays the
activation cost and the linear term at least once. For each other player she has
to pay the linear term of their overlapping resources another time. Therefore
we can define the costs for the players in each action profile as the sum of the
base cost and the overlap with each other player. This is done in constraint
(3.4d), (3.4e), (3.4f) and (3.4g). Constraint (3.4i) ensures that the total costs
for each action profile are at least the total costs of the social optimum AOPT.
Constraints (3.4j), (3.4k), (3.4l) and (3.4m) make sure that the costs of the
individual players are minimised in the action profiles that correspond to SSPE,
using the auxiliary variables C1(a), C2(ab) and C3(abc). After all, by Definition
2.7 all decision states have to induce a Nash equilibrium in a subgame perfect
equilibrium. This means that in each decision state of the game tree the Nash
inequality from Definition 2.5 must satisfy for the action that belongs to SSPE.
In constraints (3.4n), (3.4o) and (3.4p) the player costs in the corresponding
action profiles are set equal to the auxiliary variables. Finally, constraint (3.4q)
ensures that the LP maximises C(ASPE). Since the activation cost and the
weight of resources in a congestion game are defined to be nonnegative, this has
been added with (3.4r).
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Parameters

δµr ∀µ, r

{
1 if r ∈ µ
0 otherwise

z1a ∀a

{
1 if a is prescribed by SSPE

1

0 otherwise

z2ab ∀a, b

{
1 if b is prescribed by SSPE

2 in state a

0 otherwise

z3abc ∀a, b, c

{
1 if c is prescribed by SSPE

3 in state ab

0 otherwise

z4abcd ∀a, b, c, d

{
1 if d is prescribed by SSPE

4 in state abc

0 otherwise

Table 3.1: Parameters of the LP

Variables

αr ∀r activation cost of r
βr ∀r weight of r
vµ ∀µ total activation cost plus total weight of resources in

µ
opq ∀p, q total weight of resources in p ∩ q
Ci(abcd) ∀a, b, c, d, i cost of player i when players 1, 2, 3 and 4 choose a, b,

c and d respectively
C(ASPE) costs in subgame perfect equilibrium ASPE

C1(a) ∀a cost of player 1 when she chooses a and players 2, 3
and 4 choose according to SSPE

C2(ab) ∀a, b cost of player 2 when players 1, 2 choose a, b and
players 3 and 4 choose according to SSPE

C3(abc) ∀a, b, c cost of player 3 when players 1, 2, 3 choose a, b, c and
player 4 chooses according to SSPE

Table 3.2: Variables of the LP
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Linear Program

max C
(
ASPE

)
(3.4a)

s.t. vµ =
∑
r∈R

δµr (βr + αr) ∀µ ∈
4⋃
i=1

Ai (3.4b)

opq =
∑
r∈R

δprδqrβr ∀p ∈ Ai,∀q ∈ Aj , j > i (3.4c)

C1(abcd) = va + oab + oac + oad ∀a, b, c, d (3.4d)

C2(abcd) = vb + oab + obc + obd ∀a, b, c, d (3.4e)

C3(abcd) = vc + oac + obc + ocd ∀a, b, c, d (3.4f)

C4(abcd) = vd + oad + obd + ocd ∀a, b, c, d (3.4g)

4∑
i=1

Ci(1.1, 2.1, 3.1, 4.1) = 1 (3.4h)

4∑
i=1

Ci(abcd) ≥ 1 ∀a, b, c, d (3.4i)

C4(abcd) ≤ C4(abcd′) ∀a, b, c, d|z4abcd = 1,∀d′ (3.4j)

C3(abc) ≤ C3(abc′) ∀a, b, c|z3a,b,c = 1,∀c′ (3.4k)

C2(ab) ≤ C2(ab′) ∀a, b|z2ab = 1,∀b′ (3.4l)

C1(a) ≤ C1(a′) ∀a|z1a = 1,∀a′ (3.4m)

C1(a) = C1(abcd) ∀a, b|z2ab = 1, c|z3abc = 1, d|z4abcd = 1
(3.4n)

C2(ab) = C2(abcd) ∀a, b, c|z3abc = 1, d|z4abcd = 1 (3.4o)

C3(abc) = C3(abcd) ∀a, b, c, d|z4abcd = 1 (3.4p)

C
(
ASPE

)
=

4∑
i=1

Ci(1.2, 2.3, 3.7, 4.43) (3.4q)

αr, βr ≥ 0 (3.4r)

3.2 Column Generation

The LP as described above is an extension of the LP in [15] to suit congestion
games with 4 players. De Jong and Uetz stated in [15] that this LP is too large
to be practically solvable. In this section we apply column generation in order
to find the solution of the LP. This allows us to determine the Sequential Price
of Anarchy for congestion games with 4 players.

In the LP variables αr and βr are the only variables that are defined for
each resource. The other variables in the LP are defined for actions. The only
constraints in which αr and βr appear are (3.4b) and (3.4c). Those are the
constraints where the base cost and overlap variables vµ and opq are defined.
However, recall that the amount of resources is exponentially larger than the
amount of actions: |R| = 2

∑
i∈N |Ai| − 1. This suggests that we may be able
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to reduce the number of variables representing the resources by an exponential
factor using column generation.

In order to apply column generation we initialise the LP with a polynomial
number of resources. We only add the variables αr and βr for which there exist
only one action µ ∈

⋃4
i=1Ai such that δµr = 1. So initially the reduced LP only

has 55 resources instead of 255 − 1. If we solve this LP, some of the constraints
of the dual problem corresponding to the complete LP can be violated. If there
exists a violated dual constraint, we add the corresponding constraint to the
LP and solve it again. We continue this process until no dual constraints of the
complete LP are violated anymore. At that point the obtained solution to the
LP is optimal to the complete LP.

If resources are removed from the LP, the only constraints of the dual LP
that potentially will be violated, correspond to variables αr and βr in the primal
LP for those resources r ∈ R that are removed. Let us therefore derive those
dual constraints.

Since αr and βr appear in constraints (3.4b) and (3.4c) we create dual vari-
ables that correspond to those primal constraints. Let τµ be the dual variable
that corresponds to primal constraint (3.4b) where variable vµ is defined and
let σpq be the dual variable that corresponds to primal constraint (3.4c) where
opq is defined. Since those primal constraints are equality constraints, the dual
variables τµ and σpq are unrestricted in sign. Since primal variables αr and βr
are nonnegative and the primal LP is a maximisation problem, the dual con-
straints will be ≥-constraints. Since neither αr nor βr appears in the objective
function of the primal LP, the right hand side of the dual constraints will be 0.
The dual constraints are as follows, where (3.5) corresponds to primal variable
αr and (3.6) to βr.

∑
µ∈

⋃4
i=1Ai

δµrτµ ≥ 0 (3.5)

∑
µ∈

⋃4
i=1Ai

δµrτµ +
∑
x∈Ai

∑
y∈Aj |j>i

δprδqrσpq ≥ 0 (3.6)

Consider an optimal solution to the dual of the reduced LP and let τ̂µ and
σ̂pq be the optimal values for dual variables τµ and σpq respectively. In order
to find a resource r ∈ R for which a corresponding constraint is violated in the
dual of the complete LP, we look for a vector x that represents all values δµr
such that (3.5) or (3.6) is violated if τµ = τ̂µ for all µ and σpq = σ̂pq for all p, q.
In order to figure out if either constraint is violated we can solve the following
two pricing problems.

min
∑

µ∈
⋃4

i=1Ai

τ̂µxµ

s.t. xµ ∈ {0, 1}
(3.7)
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min
∑

µ∈
⋃4

i=1Ai

τ̂µxµ +
∑
p∈Ai

∑
q∈Aj |j>i

σ̂pqypq

s.t. ypq ≤ xp
ypq ≤ xq
ypq ≥ xp + xq − 1

ypq ≥ 0

xp, xq ∈ {0, 1}

(3.8)

Proposition 3.2. The optimal objective value of pricing problem (3.7) is strictly
negative if and only if there exists a constraint (3.5) in the dual problem of the
complete LP (3.4) which is violated. Moreover, if the objective value of (3.7)
is strictly negative, then the values of xµ in the optimal solution describe the
values of LP parameter δµr for a resource r ∈ R for which (3.5) is violated.

Proof. For all 255− 1 resources r ∈ R there exists a variable αr in the complete
LP (3.4). The dual problem of the complete LP hence have 255 − 1 constraints
of the form in (3.5). Each resource is represented by binary parameters δµr for

all actions µ ∈
⋃4
i=1Ai, as defined in Section 3.1. By the pigeonhole principle

either xµ = 0 for all µ ∈
⋃4
i=1Ai, or the binary variables xµ in the optimal

solution of pricing problem (3.7) are equal to the parameters δµr for exactly one
of the resources r ∈ R. The values of the parameters τ̂µ represent the optimal
solution of variables τµ in the dual problem of the restricted version of (3.4).
So the objective value of (3.7) represents the left hand side of dual constraint

(3.5) for some resource r ∈ R, given that xµ = 1 for some µ ∈
⋃4
i=4Ai.

If the objective value of pricing problem (3.7) is strictly negative, then there

exists a µ ∈
⋃4
i=4Ai such that xµ = 1. After all, if xµ = 0 for all µ ∈

⋃4
i=4Ai

then the objective value equals 0. So the variables xµ in the optimal solution of
(3.7) represent the parameters δµr for some r ∈ R. The left hand side of dual
constraint (3.5) is strictly negative, so the constraint is violated.

Conversely, let the optimal objective value of (3.7) be nonnegative. Since
(3.7) is a minimisation problem, it holds that the objective value is nonnegative

for all values xµ, with µ ∈
⋃4
i=1Ai. It follows that for all resources r ∈ R the left

hand side of (3.5) is nonnegative, so none of those constraints are violated. �

Proposition 3.3. The optimal objective value of pricing problem (3.8) is strictly
negative if and only if there exists a constraint (3.6) in the dual problem of the
complete LP (3.4) which is violated. Moreover, if the objective value of (3.8)
is strictly negative, then the values of xµ in the optimal solution describe the
values of LP parameter δµr for a resource r ∈ R for which (3.6) is violated.

Proof. The constraints of (3.8) ensure that ypq = 1 for some p, q if both xp = 1
and xq and that ypq = 0 otherwise. Since all xp and xq are binary it holds that
ypq = xpxq for all p, q.

By similar reasoning as in the proof of Proposition 3.2 the objective of (3.8)
represents the left hand side of dual constraint (3.6), where xµ = δµr and
ypq = δprδqr, for some resource r ∈ R. Likewise the result of Proposition 3.3
follows. �
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As stated before, we initially start the column generation process by solving
the LP with only those resources r ∈ R for which there exists exactly one
µ ∈

⋃4
i=1Ai such that δµr = 1. Consequently, it suffices to only solve pricing

problem (3.8) in order to find a resource with a violated dual constraint.

Lemma 3.4. Let m ∈ N be arbitrary. Consider the following inequality:

m∑
j=1

tjxj ≥ 0. (3.9)

Suppose that t̂ satisfies (3.9) for all unit vectors x = ei, where 1 ≤ i ≤ m.
Then t̂ satisfies (3.9) for all x ∈ {0, 1}m.

Proof. Let i be arbitrary such that 1 ≤ i ≤ m and choose x = ei. If this unit
vector x satisfies (3.9) then the following holds:

0 ≤
m∑
j=1

tjxj = ti.

So if ei satisfies (3.9) it follows that ti ≥ 0. Hence if t̂ satisfies (3.9) for
all unit vectors x = ei, then it holds that t̂i ≥ 0 for all i where 1 ≤ i ≤ m.
Consequently, (3.9) holds for all x ≥ 0, in particular for all x ∈ {0, 1}m. �

It follows from Lemma 3.4 that the optimum of pricing problem (3.7) is
nonnegative with the current initialisation. Therefore it suffices to only solve
pricing problem (3.8) within each iteration of our column generation process.
If on the one hand the optimum is strictly negative, we add variable βr and all
parameters δµr for the resource r ∈ R that has a violated dual constraint. If on
the other hand the optimum of (3.8) is nonnegative, then all dual constraints
are satisfied and the optimum to the primal LP has been found. The column
generation process is summarised in Algorithm 3.1.
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Algorithm 3.1 Column Generation for SPoA of 4 player affine congestion
games

Require: Restricted Master LP (3.4) with only αr, βr and δµr for those re-

sources r ∈ R that are only used by one action µ ∈
⋃4
i=1Ai, pricing problem

(3.8).
Ensure: SPoA for 4 player affine congestion games.

repeat
Solve Restricted Master LP (3.4)
Solve pricing problem (3.8).
if Objective value of (3.8) < 0 then

Add βr and all δµr to Restricted Master LP (3.4) for the resource r ∈ R
for which pricing problem (3.8) found a violated constraint in the dual
problem of the Complete Master LP (3.4).

end if
until Objective value of (3.8) ≥ 0
return Objective Value of (3.4).

3.3 Sequential Price of Anarchy

As stated in the beginning of the chapter the Sequential Price of Anarchy for
affine congestion games with 2 or 3 players equals 1.5 and 1039/488 respectively
[15]. A lower bound for the Sequential Price of Anarchy for the case with 4
players is 2.5509150067 [17]. By applying the column generation process as
described in Algorithm 3.1, we could determine the exact Sequential Price of
Anarchy for 4 player affine congestion games.

Theorem 3.5. For affine congestion games with 4 players the following holds:

SPoA = 28679925/10823887 ≈ 2.65. (3.10)

Proof. We implemented Algorithm 3.1 in Python using the Gurobi extension
[12]. The objective value of the final Master LP equals 28679925/10823887. �

It can be seen that the numerator and denominator of the Sequential Price
of Anarchy cannot be reduced to a small value. As a matter of fact the worst
case instance for which the SPoA is obtained has cost functions with weights
where the denominator is large, too. The instance found by the LP consists of
more than a hundred resources. The number of resources is significantly lower
than 255 − 1, which is the number of resources that the complete version of LP
(3.4) considers. But the obtained instance is too large to display in the report.
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Chapter 4

Restricted Instances of
Congestion Games

In the cases with 3 or 4 players the Sequential Price of Anarchy of affine conges-
tion games are fractions with large denominators that cannot be simplified. In
[15] it is stated that with three players this value equals 1039/488 and Theorem
3.5 states that the value for the case with 4 players equals 28679925/10823887.
It seems unlikely that such values will occur in any practical instances of con-
gestion games. In this chapter it is investigated how restricted instances can be
handled in case the input parameters of the cost functions are bounded. This
would correspond to more realistic scenarios from a practical perspective. We
do this in order to understand if this would have meaningful consequences on
the Sequential Price of Anarchy. In order to do this it is investigated whether
adaptations to the LP from [15] can be made in order to evaluate the Sequential
Price of Anarchy with such restrictions. In Section 4.1 we impose restrictions
on the worst case instance that the original LP describes. In Section 4.2 we
discuss a variant of the LP that describes any arbitrary instance with a fixed
number of actions and resources.

4.1 Bounded Cost Parameters

The LP that computes the Sequential Price of Anarchy for the class of affine
congestion games essentially determines the parameters αr and βr for all re-
sources in the worst case instance, which satisfies the properties described by
Lemma 3.1. These instances have resources with weights that vary a lot across
resources. For instance, in [15] the worst case instance for the case with three
players has some resources with weight 3 and 4 but other resources have weights
of 82, 93 and 374. In order to restrict instances to represent realistic congestion
games it is intuitive to restrict the activation costs and weights of resources to
only vary a little.

However, even if we consider the class of congestion games where the activa-
tion costs and weights of all resources to be either 0 or the same positive value,
there still exists an instance for which SPoA(I) equals the Sequential Price of
Anarchy of the class of all congestion games. In order to prove this, we use the
following lemma.

21



Lemma 4.1. There exists a solution to LP (3.4) such that all variables are
rational.

Proof. By constraints (3.4h) and (3.4i) it holds that for any solution we have
that C

(
AOPT

)
= 1. By the third property of Lemma 3.1 it holds that αr and βr

are bounded between 0 and nC
(
AOPT

)
= n. Hence we know that there exists

an optimal solution to the LP. It follows that there exists an optimal solution
which is a basic feasible solution [3].

Furthermore it is possible to write the constraints in the following form: [3]

Ax = b

x ≥ 0

The optimal solution x can be described in the form Bx = b, where B is a
matrix with the coefficients of the basis variables and b represents the right hand
side of the constraints [3]. We can compute the solution of x using Cramer’s
rule. [10] Since all coefficients of B and b are integer, so are the determinants
of the matrices used in Cramer’s rule. We conclude that the optimal solution x
is rational. �

Using Lemma 4.1 we prove the following theorem.

Theorem 4.2. Let I be the class of affine congestion games with n players. Let
c > 0 be an arbitrary number. Let J be the class of affine congestion games with
n players such that the cost functions of all resources can only have a activation
term of 0 or c and a linear term of 0 or c. Then SPoA(I) = SPoA(J ).

Proof. Since all instances of class J also are instances of class I it suffices to
show that there exists an instance J ∈ J such that SPoA(J) = SPoA(I) Let I
be the worst case instance of class I given by LP (3.4). By Lemma 4.1 we know
that all αr and βr of this instance are rational. If this solution has any resources
that have a noninteger activation cost or weight, then multiply all αr and βr
by the product of the denominators of all noninteger activation costs and linear
terms. This new instance then has the same Sequential Price of Anarchy as the
original instance. Now, replace each resource r in this instance with αr resources
that have a activation cost of c and no linear cost, and with βr resources that
have a linear cost of c and no activation cost. Include these new resources in
exactly those actions that r appeared in. This has been illustrated in Figure
4.1 Then we have constructed an instance J ∈ J where all player costs Ci(A)
have been multiplied by the same constant, namely the product of c and the
denominators of all noninteger activation costs and weights of the resources of
I. This means that that SPoA(J) = SPoA(I). �

Theorem 4.2 states that there is no point in creating a program that only
bounds the parameters of the cost functions of resources. After all, such a
program would yield the same objective value as the program in [15]. However,
we can investigate restricted versions of the worst case instance described by
LP (3.4). In order to understand the effect of bounding the cost parameters
of this particular instance we focus on the case with 3 players. In [15] a worst
case instance for the 3 player case was presented for which that all resource
weights were integer. This solution was a scaled version of an optimal solution
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(a) Resource before re-
placement

(b) Replacing resources

Figure 4.1: Resource replacement in the proof of Theorem 4.2

to the original 3 player version of the LP as stated in [15]. In this solution all
resource weights were between 0 and 374. Let us now restrict the worst case
instance for 3 players such that for all rescource it holds that αr and βr are
integer and bounded between 0 and some upper bound U lower than 374. It
is to be expected that the Sequential Price of Anarchy of this instance is lower
than 1039/488, the value for the unrestricted instance [15]. However, there may
be instances with a Sequential Price of Anarchy close to that value for which the
maximum of the variables αr and βr is much lower than 374. This is investigated
in this section.
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Mixed Integer Program

max C
(
ASPE

)
(4.1a)

s.t. vµ =
∑
r∈R

δµr (βr + αr) ∀µ ∈
3⋃
i=1

Ai (4.1b)

opq =
∑
r∈R

δprδqrβr ∀p ∈ Ai,∀q ∈ Aj , j > i (4.1c)

C1(abc) = va + oab + oac ∀a, b, c (4.1d)

C2(abc) = vb + oab + obc ∀a, b, c (4.1e)

C3(abc) = vc + oac + obc ∀a, b, c (4.1f)

3∑
i=1

Ci(1.1, 2.1, 3.1) = x (4.1g)

3∑
i=1

Ci(abc) ≥ x ∀a, b, c (4.1h)

C3(abc) ≤ C3(abc′) ∀a, b, c|z3a,b,c = 1,∀c′ (4.1i)

C2(ab) ≤ C2(ab′) ∀a, b|z2ab = 1,∀b′ (4.1j)

C1(a) ≤ C1(a′) ∀a|z1a = 1,∀a′ (4.1k)

C1(a) = C1(abc) ∀a, b|z2ab = 1, c|z3abc = 1 (4.1l)

C2(ab) = C2(abc) ∀a, b, c|z3abc = 1 (4.1m)

C
(
ASPE

)
=

1

x

4∑
i=1

Ci(1.2, 2.3, 3.7) (4.1n)

0 ≤ αr, βr ≤ U ∀r (4.1o)

αr, βr ∈ Z+ (4.1p)

In order to investigate this restricted instance we use program (4.1), which
is an adapted variant of the LP in [15]. Observe that this is now a Mixed
Integer Program (MIP), because we set αr, βr ∈ Z+. Besides the fact that αr
and βr have been bounded, which is stated in constraint (4.1o), there has been
made another change. In the original LP it can be assumed that C

(
AOPT

)
= 1.

After all, any instance can by scaled by multiplying αr and βr with any positive
number for all resources r ∈ R without changing the Sequential Price of Anarchy
of the instance. However, if αr and βr are restricted by some upper bound U
such a scaling is not always possible. So in order to find the Sequential Price of
Anarchy for all instances bounded by U all different possible values for C

(
AOPT

)
have to be considered.

Constraints (4.1g), (4.1h) and (4.1n) have been set up such that the total
cost in the social optimum equals some integer value x. If one solves the program
for a given upper bound U for all possible social optimum values, the Sequential
Price of Anarchy of all instances with that upper bound then is the maximum
of all those solutions. In order to apply this approach we need to determine
all possible values the social optimum can have for which the Sequential Price
of Anarchy can be maximal. According to Lemma 3.4 there exists an optimal
solution for which αr = 0 for all resources that are selected by at least two
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different actions. In [5] it is even stated that there exists a worst case instance
with only linear cost functions. Therefore the highest possible social optimum
for which the Sequential Price of Anarchy could be maximal is reached in the
solution where βr = U and αr = 0 for all r ∈ R. Observe that the number of
actions in (4.1) is 12. It follows that for any action µ there are 211 resources
for which δµ,r = 1. Moreover, for any action pair (p, q) there exist 210 resources
such that δp,r = δq,r = 1. If we set βr = U and αr = 0 for all resources, it
follows from constraints (4.1b) and (4.1c) that vµ = 211U and opq = 210U for
all actions µ, p, q. Hence in this solution it holds that

C
(
AOPT

)
=

3∑
i=1

Ci(1.1, 2.1, 3.1)

=

3∑
i=1

211U + 210U + 210U

= 12288U.

Figure 4.2: SPoA when U = 1

In Figure 4.2 the Sequential Price of Anarchy is shown for U = 1 and the
social optimum between 1 and 12288. It holds that over all normalisations the
Sequential Price of Anarchy is approximately 2.09, a value that is obtained when
C
(
AOPT

)
= 11. It can also be observed that the Sequential Price of Anarchy

is reached when the social optimum is still low. After all, all instances with a
Sequential Price of Anarchy of at least 2 have a social cost in the social optimum
of at most 62. On the other hand, already when C

(
AOPT

)
= 3 there exists an

instance for which the Sequential Price of Anarchy is 2.
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Figure 4.3: SPoA for different upper bounds U

It can be conjectured that also for higher upper bounds the maximal Sequen-
tial Price of Anarchy is obtained when the social optimum is relatively small in
comparison to 12288U . Figure 4.3 depicts the Sequential Price of Anarchy for
all normalisations when the upper bound is 1, 2, 4 or 8. It can be seen that for
all these upper bounds the same pattern occurs.

We now use program (4.1) to show how for increasing upper bound U on
the cost parameters of the worst case instance the Sequential Price of Anarchy
converges to 1039/488, the Sequential Price of Anarchy for the class of all affine
congestion games with 3 players [15]. Figure 4.4 shows this convergence. In
this report we do not prove that the Sequential Price of Anarchy is obtained
when the social cost of the social optimum is low. Instead the figure shows the
Sequential Price of Anarchy over all instances with a social cost in the social
optimum of at most 1000. When we set the upper bound U equal to 127, the
instance with bounded cost parameters has a Sequential Price of Anarchy of
1039/488. It can be seen that the Sequential Price of Anarchy converges to this
value rather quickly. However, it could be the case that for some upper bounds
the value is even closer to 1039/488 than depicted in the figure. After all we
have not formally proven that for any upper bound U the highest Sequential
Price of Anarchy is obtained in an instance where the social cost in the social
optimum is at most 1000.
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Figure 4.4: SPoA for increasing upper bound U

4.2 Program for Specified Number of Actions
and Resources

The LP presented in [15] describes a congestion game instance that has been
proven to be the worst case instance for the entire class of congestion games. It
finds the resource cost functions for all resources of that instance such that the
Sequential Price of Anarchy of the worst case instance is maximised.

However, within the general class of affine congestion games there exist sub-
classes with a more specified structure. An example of such a subclass is the
class of network congestion games, which has been introduced in Example 2.1
and 2.2. The Sequential Price of Anarchy of the general class serves as an upper
bound for the Sequential Price of Anarchy of such subclasses. Moreover for the
class of network congestion games the lower bound of Ω(

√
n) has been presented,

where n represents the number of players [8]. But in general no exact Sequen-
tial Price of Anarchy for such subclasses is known. Even for a specific instance
of an affine congestion game where the set of resources and the sets of actions
have been fixed, it is not clear how the cost parameters of the resources of the
instance can be set such that the Sequential Price of Anarchy of the instance is
maximised.

In this section we investigate to what extent the program in [?] can be altered
in order to compute the Sequential Price of Anarchy of subclasses or specific
instances of affine congestion games. It turns out that it is not possible to derive
a variant of the program to compute the Sequential Price of Anarchy for sub-
classes of affine congestion games. However, we do derive a generalised variant
of that program which describes an arbitrary instance of a congestion game for
which the set of resources and the sets of actions for all players have been fixed.
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For such instances this variant of the program finds the cost parameters of the
resource cost functions for which the Sequential Price of Anarchy of the instance
is maximised. The program displayed in this section holds for games with three
players.

In the instance of the original program all actions are symmetrical. That is,
each action contains the same number of resources and for each unique subset
of the actions the instance has exactly one resource that is contained in exactly
those actions. However, in general an arbitrary instance do not have to be
symmetrical. Therefore we do not know on beforehand which actions turn out
to be part of the social optimum or the worst Subgame Perfect Equilibrium of the
game. In order to maximise the Sequential Price of Anarchy of the instance the
Nash inequalities have to be enforced for those actions that form the Subgame
Perfect Equilibrium in the optimal solution. Therefore we have introduced the
binary variables z1(a), z2(ab), z3(abc) and s(abc) to denote the actions of the
Subgame Perfect Equilibrium and the social optimum, as is denoted in Table
4.3. Note that the variables z1(a), z2(ab) and z3(abc) were parameters in the
original LP.

The program is displayed in (4.2). Here constraints (4.2g), (4.2j), (4.2k)
and (4.2l) ensure that exactly one action pattern is selected to be the social
optimum and that in each node of the game tree exactly one action is selected
to be included in SSPE. Then the normalisation constraint (4.2h) and the Nash
inequalities in (4.2m), (4.2n) and (4.2o) are only enforced for those actions that
belong to the social optimum and SSPE respectively. Since the total costs in the
social optimum have been set to 1, the objective value of the program is the
total costs in the Subgame Perfect Outcome that follows from z1(a), z2(ab) and
z3(abc), as denoted in (4.2r).
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Sets

A1, A2, A3 µ, ν, a, a′, b, b′, c, c′ Actions
R r Resources

Table 4.1: Sets

Parameters

δrµ ∀r, µ

{
1 if edge r in action µ

0 otherwise

Table 4.2: Parameters of the LP

Variables

αr ∀r activation cost of e
βr ∀r weight of e

z1(a) ∀a

{
1 if action a is played in SPE by player 1

0 otherwise

z2(ab) ∀a, b

{
1 if action b is played in SPE in state a by player 2

0 otherwise

z3(abc) ∀a, b, c

{
1 if action c is played in SPE in state ab by player 3

0 otherwise

s(abc) ∀a, b, c

{
1 if actions a, b, c are played in social optimum

0 otherwise

vµ ∀µ total activation cost plus total weight of edges in µ
oµν ∀µ, ν total weight of resources in µ ∩ ν
Ci(abc) ∀a, b, c, i cost of player i when players 1, 2 and 3 choose a, b

and c respectively
C2(ab) ∀a, b cost of player 2 when players 1 and 2 choose a and b

and player 3 plays according to SSPE.
C1(a) ∀a cost of player 1 when player 1 chooses a and players

2 and 3 play according to SSPE.
C(ASPE) costs in subgame perfect equilibrium ASPE

Table 4.3: Variables of the LP
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Non-linear Mixed Integer Program

max C
(
ASPE

)
(4.2a)

s.t. vµ =
∑
r∈R

δrµ (αr + βr) ∀µ ∈
3⋃
i=1

Ai (4.2b)

opq =
∑
r∈R

δrpδrqβr ∀p ∈ Ai,∀q ∈ Aj , j > i

(4.2c)

C1(abc) = va + oab + oac ∀a, b, c (4.2d)

C2(abc) = vb + oab + obc ∀a, b, c (4.2e)

C3(abc) = vc + oac + obc ∀a, b, c (4.2f)∑
a∈A1

∑
b∈A2

∑
c∈A3

s(abc) = 1 (4.2g)

∑
a∈A1

∑
b∈A2

∑
c∈A3

s(abc)

3∑
i=1

Ci(abc) = 1 (4.2h)

3∑
i=1

Ci(abc) ≥ 1 ∀a, b, c (4.2i)∑
a∈A1

z1(a) = 1 (4.2j)

∑
b∈A2

z2(ab) = 1 ∀a (4.2k)

∑
c∈A3

z3(abc) = 1 ∀a, b (4.2l)

z3(abc)C3(abc) ≤ C3(abc′) ∀a, b, c, c′ (4.2m)

z2(ab)z3(abc)C2(abc) ≤ C2(ab′) ∀a, b, b′, c (4.2n)

z1(a)z2(ab)z3(abc)C1(abc) ≤ C1(a′) ∀a, a′, b, c (4.2o)

C2(ab) =
∑
c∈A3

z3(abc)C2(abc) ∀a, b (4.2p)

C1(a) =
∑
b∈A∈

z2(ab)
∑
c∈A3

z3(abc)C1(abc) ∀a

(4.2q)

C
(
ASPE

)
=
∑
a∈A1

z1(a)
∑
b∈A2

z2(ab)
∑
c∈A3

z3(abc)

3∑
i=1

Ci(abc)

(4.2r)

αr, βr ≥ 0 ∀r, µ, ν, pi, pj (4.2s)

z1(a), z2(ab), z3(abc), s(abc) ∈ {0, 1} ∀a, b, c (4.2t)
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It can be observed that program (4.2) is non-linear. The reason for this is the
fact that multiplications of binary variables and at most one continuous vari-
able occur in the constraints. This means that the program can be linearised by
adding auxilary variables that replace those multiplications [19]. Any multipli-
cation of two binary variable x1 and x2 can be replaced by variable y by adding
the constraints displayed in (4.3). If x1 is binary and x2 a continuous variable
such that 0 ≤ x2 ≤ u, then the multiplication can be replaced by variable y
that satisfies the constraints displayed in (4.4).

y ≤ x1
y ≤ x2
y ≥ x1 + x2 − 1

(4.3)

y ≤ ux1
y ≤ x2
y ≥ x2 − u(1− x1)

y ≥ 0

(4.4)

Proposition 4.3. Program (4.2) can be transformed in a Mixed Integer Pro-
gram with only linear constraints.

Proof. Let us construct a MIP with only linear constraints by replacing mul-
tiplications with auxiliary variables. Firstly, replace all multiplications of the
binary variables z1(a), z2(ab) and z3(abc) in constraints (4.2n), (4.2o), (4.2q)
and (4.2r). When a multiplication of three binary variables appears, then we
can firstly replace the multiplication of the first two variables and then the mul-
tiplication of the auxiliary variable with the third binary variable. This new
program only has multiplications of binary variables and cost variables left.
Since the social optimum has been normalised to 1, it follows from Lemma 3.1
that αr + βr ≤ 1 for all resources r ∈ R. Hence the following is true for all cost
variables.

Ci(abc) ≤ 3|R|.

It also follows from the constraints that the cost variables are nonnegative.
Consequently, we can replace all multiplications of a binary variable with a
continuous variable using the auxiliary variable and constraints displayed in
(4.4). �

The reason that program (4.2) can describe any instance of a congestion
game, is the fact that it has not been predetermined how many resources and
actions are contained by the sets R and Ai. Hence this program can be seen as
a generalisation of the LP presented in [15]. After all, if we define the sets of
resources and actions as in the LP in [15], then the objective value of program
(4.2) equals the objective value of the LP in [15]. In that instance all actions are
symmetric, because for each subset of the actions there is exactly one resource
that is included in exactly those actions. Therefore the values of the binary
variables does not have an impact on the objective value. As a result, they
could be replaced by the original parameters.
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For any instance for which the number of players, resources and the actions
have been fixed, program 4.2 can find the resource costs such that the Sequential
Price of Anarchy is maximised. The LP in [15] finds the Sequential Price of
Anarchy of the entire class of affine congestion players. However, there also
exist some subclasses of congestion games for which the sets of actions have a
specific structure. An example of this is the class of network congestion games.
The presented programs cannot be used to find the Sequential Price of Anarchy
of such subclasses. In this thesis it will not be proven that no such program
exists. However, in Example 4.1 it is argued that the reasoning of Lemma 3.1
from [15] does not hold in general for such subclasses.

Example 4.1. Consider the network routing instance in Figure 4.5. In this
instance all players choose a path from vertex s to t in the graph. The edges are
the resources of this congestion game and the resource costs represent the travel
time over the edges. For each player the set of actions consists of three paths:
the top route, the bottom route and the zigzag route. According to Lemma
3.1 this instance can be transformed into a congestion game that satisfies all
properties stated in the lemma while maintaining the same Sequential Price of
Anarchy. However, that method constructs an instance where |A1| = z1 = 2. So
if we apply that method to this network routing instance, that would disallow
player 1 to select one of the three routes, while all other players can still opt
between all three routes. But a network congestion game has been defined such
that any player is free to select any available path from the source to the target
vertex. So while such an adapted instance is still a congestion game, it is not a
network congestion game anymore.

s

v1

v2

t

r1

r2

r3

r4

r5

Figure 4.5: Instance of a network congestion game

Example 4.1 shows that one cannot construct a general worst case instance
for a subclass of the affine congestion games such as the network routing. Lemma
3.1 allowed for the construction of a worst case instance for the general class of
affine congestion games. This allowed for the creation of the LP in [15] as a tool
to find the Sequential Price of Anarchy of the entire class of affine congestion
games. But Example 4.1 shows that this lemma does not hold in general for
a subclass. If one removes actions from an instance of a subclass such as the
network congestion games in order to create an instance where |Ai| ≤ zi for
all players i ∈ N , then one may construct an instance outside of the subclass.
Therefore it is not possible to use Lemma 3.1 to provide an upper bound on the
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number of resources and actions for which a worst case instance exists. Hence we
cannot create a program to find the Subgame Perfect Equilibrium of a subclass
to the affine congestion games.
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Chapter 5

Weighted Congestion
Games

Chapter 3 and [15] focus on the Sequential Price of Anarchy for unweighted
congestion games. That class of games models a scenario where any two play-
ers who congest the same resource contribute an equal amount to the total
congestion of that resource. In this chapter we focus on the class of weighted
congestion games, as described in [13] and [4]. Here each player is given a
weight that represents the amount that they contribute to the total conges-
tion of a resource. Recall from Section 2 that the cost of a resource is defined
by the function cr(xr). For unweighted congestion games the total congestion
xr was defined as the number of players to whom resource r was allocated:
xr = |{i ∈ N |r ∈ Ai}|. However, in weighted congestion games the total con-
gestion of a resource r equals to sum of the weights of the players to whom the
resource is allocated: xr =

∑
i∈N :r∈Ai

wi. In this chapter we will investigate
the impact of player weights on the Sequential Price of Anarchy. Similarly to
previous chapters we only allow for affine resource costs. We focus on games
with n = 2.

We consider two variants of the weighted congestion game model: the model
with proportional costs and the model with uniform costs. In a weighted con-
gestion game with proportional costs the player costs are proportional to the
player weights. This means that for all actions A ∈ A and all players i ∈ N the
player cost is defined as follows:

Ci(A) = wi
∑
r∈Ai

cr(xr). (5.1)

In the model with uniform costs each player pays the same amount for
allocated resources. In this model the weights of the players are only used to
determine the total congestion of a resource. The player costs are then defined
similarly to unweighted congestion games:

Ci(A) =
∑
r∈Ai

cr(xr). (5.2)
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In this chapter we prove the following results, which we will discuss in detail
in Sections 5.1 and 5.2 respectively.

Theorem 5.1. Let w1, w2 ≥ 0 be arbitrary player weights. Then for the class of
weighted affine congestion games with proportional costs and 2 players it holds
that the Sequential Price of Anarchy is given by the following formula:

SPoA(w1, w2) = 1 +
w1w2

w2
1 + w2

2

. (5.3)

Corollary 5.1.1. For the class of weighted affine congestion games with pro-
portional costs and 2 players it holds that SPoA = 1.5.

Theorem 5.2. Let w1, w2 ≥ 0 be arbitrary player weights. Then for the class
of weighted affine congestion games with uniform costs and 2 players it holds
that the Sequential Price of Anarchy is given by the following formula:

SPoA(w1, w2) =


1 + w1

w1+w2
if w2 ≤ w1

1 + 2w1w2

2w2
1+w1w2+w2

2
if w1 < w2 ≤ 2w1

1 + w2

2w1+w2
if 2w1 < w2

. (5.4)

Corollary 5.2.1. For the class of weighted affine congestion games with uni-
form costs and 2 players it holds that SPoA = 2.

Recall that the Sequential Price of Anarchy for (unweighted) affine conges-
tion games with 2 players it has been established that SPoA = 1.5 [15]. On the
one hand Corollary 5.1.1 states that for weighted congestion games with propor-
tional costs the Sequential Price of Anarchy is the same as for the unweighted
case. On the other hand Corollary 5.2.1 states that for weighted congestion
games with uniform costs is strictly higher.

Theorems 5.1 and 5.2 are proven in two steps. Firstly, it is proven that the
right hand sides of (5.12) and (5.4) serve as lower bounds for the Sequential
Price of Anarchy. Secondly, it is certified that they also serve as upper bounds.

5.1 Proportional Costs

In this section we compute the Sequential Price of Anarchy for the class of games
where players are assigned proportional resource costs. In order to do that we
take the following approach. Firstly, we propose a potential worst case instance
and compute the Sequential Price of Anarchy of that instance. Secondly, we
certify that the proposed instance is indeed a worst case instance with a linear
programming approach. This forms a proof for Theorem 5.1. Finally, we find
the weights that maximise the Sequential Price of Anarchy of the worst case
instance. That value is the Sequential Price of Anarchy of the entire class,
which is the proof of Corollary 5.1.1.
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5.1.1 Worst Case Instance

The worst case instance for this problem is similar to the worst case instance for
unweighted congestion games. That instance is described in [15] and consists of
three resources. The first player can either select resource 1 or resource 2, then
player 2 either picks resource 2 or resource 3. We set the cost functions to be
linear, so cr(xr) = βrxr for all r ∈ R. We intend to define the resource costs in
such a way that AOPT = ({1}, {2}) and ASPE = ({2}, {3}). This is displayed in
Figure 5.1.

β1 β2 β3

1 2

(a) AOPT

β1 β2 β3

1 2

(b) ASPE

Figure 5.1: Optimal and subgame perfect action profiles for worst case instance
for weighted congestion games with proportional costs

In order to determine the Sequential Price of Anarchy of this instance we
need to find the values of β1, β2 and β3. First of all we show that we only need
to define two of the three cost functions.

Lemma 5.3. Suppose we are given a specific instance I of a weighted congestion
game with three resources as described above. Let β1, β2 and β3 be the linear
terms of the resource cost functions. Let I ′ be a similar instance with aβ1, aβ2
and aβ3 as linear terms, with a > 0. Then SPoA(I) = SPoA(I ′)

Proof. Let i ∈ N be an arbitrary player and let (A1, A2) ∈ A be an arbitrary
action outcome of the games. Let us call the cost for player i in this action
outcome as CIi (A1, A2) and CI

′

i (A1, A2) in instances I and I ′ respectively. Then
for instance I the cost is defined as follows:

CIi (A1, A2) = wiβrxr.

Now for instance I ′ the cost for player i at the same action outcome is as
follows:

CI
′

i (A1, A2) = wicβrxr

= aCIi (A1, A2).

As a result the Sequential Price of Anarchy is the following:
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SPoA(I ′) =
CI

′

1 (ASPE) + CI
′

2 (ASPE)

CI
′

1 (AOPT) + CI
′

2 (AOPT)

=
aCI1 (ASPE) + aCI2 (ASPE)

aCI1 (AOPT) + aCI2 (AOPT)

=
CI1 (ASPE) + CI2 (ASPE)

CI1 (AOPT) + CI2 (AOPT)

= SPoA(I).

�

By Lemma 5.3 we can set β2 := 1. In order to define β1 and β3 we have
to ensure that the outcomes of the social optimum and the Subgame Perfect
Equilibrium occur as described by Figure 5.1b. This is achieved by enforcing
the Nash inequalities for each action of SSPE in each decision state of the game
tree. These can be formulated using the game tree, which is denoted in Figure
5.2.

Player 1

Player 2

1 2

2 3 2 3

Figure 5.2: Game Tree of the worst case instance of Figure 5.1

The desired Subgame Perfect Outcome occurs when player 1 opts for the
right path in the game tree and player 2 then also chooses the right path.
This is enforced by two Nash inequalities. Firstly, in the subgame induced by
the second state, when player 1 selected resource 2, it has to be ensured that
picking resource 3 is a weakly dominant strategy over picking resource 2. This is
described by constraint (5.5). Secondly, it has to be ensured that resource 2 is at
least as cheap as resource 1 for player 1, under the assumption that player 2 picks
resource 3 in the right state of the game tree. Since player 1 always pays the
same price for resource 1 regardless of the strategy of player 2, we can formulate
the Nash inequality for player 1 without formulating Nash inequalities for the
subgame induced by the first state of player 2. So the inequality for player 1 is
given by (5.6).

w2
2β3 ≤ w2(w1 + w2)β2 (5.5)

w2
1β2 ≤ w2

1β1 (5.6)

Now, let us define the Sequential Price of Anarchy of this game:
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SPoA =
w2

1β2 + w2
2β3

w2
1β1 + w2

2β2
. (5.7)

From (5.7) the Sequential Price of Anarchy is maximised by setting β1 as low
as possible and β3 as high as possible. This occurs when the Nash inequalities
are tight. So β1 and β3 are as follows:

β1 = 1

β3 =
w1 + w2

w2
.

Now all resource costs have been defined, so we can evaluate the Sequential
Price of Anarchy of the game thus establish a lower bound for the Sequential
Price of Anarchy for the entire class.

SPoA =
w2

1β2 + w2
2β3

w2
1β1 + w2

2β2

=
w2

1 + w1w2 + w2
2

w2
1 + w2

2

= 1 +
w1w2

w2
1 + w2

2

.

Lemma 5.4. Let w1, w2 ≥ 0 be arbitrary player weights. Then the following
formula is a lower bound for the Sequential Price of Anarchy for the class of
weighted affine congestion games with proportional costs and 2 players:

SPoA(w1, w2) ≥ 1 +
w1w2

w2
1 + w2

2

. (5.8)

Proof. As demonstrated in this section, there exists an instance for which the
Sequential Price of Anarchy is equal to this lower bound, namely the instance
described by Figure 5.1 with β1 = β2 = 1 and β3 = w1+w2

w2
. Hence this is a

lower bound for the entire class. �

5.1.2 A Certificate for the Upper Bound

In order to prove that the game presented above is indeed a worst-case instance,
we use a linear program similar to the program presented in [15]. The program
in [15] describes an optimal solution for the general worst case instance for affine
congestion games. In this section we derive a general worst case instance for the
class of weighted affine congestion games with proportional costs. This allows
us to create a program that finds an optimal solution for that instance. While it
is not possible to directly solve the program within reasonable time in order to
find the Sequential Price of Anarchy, it can be used to provide an upper bound
to the Sequential Price of Anarchy.

In order to prove the existence of a general worst case instance we prove the
following lemma, which is a variant of Lemma 3.1 from [15]. The proof follows
a similar structure to the proof of 3.1 presented in [15].
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Lemma 5.5. For any instance I of a weighted affine congestion game with pro-
portional costs there exists a weighted congestion game I ′ for which the following
properties hold.

1. For all players i ∈ N it holds that |Ai| ≤ zi, where all zi are defined as
follows:

z1 := 2 and zi := 1 +

i−1∏
j=1

zj for all i ≥ 2. (5.9)

2. The amount of resources |R| is at most 2
∑

i∈N |Ai| − 1.

3. SPoA(I ′) = SPoA(I).

Proof. Suppose we are given an instance I of a weighted affine congestion game
with proportional costs. Let us construct an instance I ′ for which the stated
properties hold.

Firstly, note that for I there exist both a social optimum and a Subgame
Perfect Equilibrium. Let AOPT

1 and ASPE
1 be the actions that player 1 plays in

the respective outcomes. If we now consider a game where all other actions
for player 1 are removed, then in that game it holds that |A1| ≤ z1. Besides
that, the same social optimum and Subgame Perfect Equilibrium still exist.
Therefore the Sequential Price of Anarchy of the new instance has not changed.
Now suppose that we have constructed a game where for the first k players it
holds that |Aj | ≤ zj . Then the game tree of this new instance has at most∏k
j=1 zj states in which player k+ 1 has to make a decision. In each state there

exists one action that belongs to the subgame perfect strategy of player k + 1.
Besides that, there exists one action for player k+ 1 that is played in the social
optimum. If we consider a new game in which all other actions for player k+ 1
are removed, then the same social optimum and Subgame Perfect Equilibrium
as in I still exist, and it holds that |Ak+1| ≤ zk+1.

Secondly, suppose the newly constructed game has more than 2
∑

i∈N |Ai|− 1
resources. By the pigeonhole principle there exist two resources r1, r2 ∈ R such
that for all actions Ai it holds that either both resources are picked in Ai or
none of them are. Then we can replace r1 and r2 by a new resource r′ without
changing the total costs for any player regardless of the actions that are played.
Let i ∈ N be an arbitrary player to whom r1 and r2 are allocated when action
profile A is played. Since the total congestion xr1 of r1 is equal to the total
congestion xr2 of r2 it holds that

Ci(A) = wic(r1) + wic(r2) + wi
∑

r∈Ai\{r1,r2}

c(r)

= wi(αr1 + βr1xr1 + αr2 + βr2xr2) + wi
∑

r∈Ai\{r1,r2}

c(r)

= wi((αr1 + αr2) + (βr1 + βr2)xr1) + wi
∑

r∈Ai\{r1,r2}

c(r).

Now let us define the activation cost and the linear term of the resource cost
for r′ as follows:
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αr′ = αr1 + αr2

βr′ = βr1 + βr2 .

Then the Sequential Price of Anarchy of the game with r′ is equal to the
game that involves both r1 and r2. This process can be repeated until we end
up with the instance I ′, for which |R| ≤ 2

∑
i∈N |Ai| − 1. �

From Lemma 5.5 it follows that there exists a weighted affine congestion
game with proportional costs for which |Ai| = zi and |R| = 2

∑
i∈N |Ai|−1. This

game can be described by a linear program similar to the LP in [15].
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Sets

P i, j Players
A1, A2, A3 µ, ν, a, a′, b, b′ Actions
R r Resources

Table 5.1: Sets

Parameters

wi ∀i weight of player i

δµr ∀µ, r

{
1 if r ∈ µ
0 otherwise

z1a ∀a

{
1 if a is prescribed by SSPE

1

0 otherwise

z2ab ∀a, b

{
1 if b is prescribed by SSPE

2 in state a

0 otherwise

Table 5.2: Parameters

Variables

αr ∀r activation cost of resource r
βr ∀r weight of resource r
vµ ∀µ total activation cost plus total weight of resources in

µ
oab ∀a.b total weight of resources in a ∩ b
Ci(ab) ∀a, b, i cost of player i when players 1 and 2 choose a and b

respectively
C
(
ASPE

)
costs in subgame perfect equilibrium ASPE

C1(a) ∀a cost of player 1 when she chooses a and player 2
chooses according to SSPE

Table 5.3: Variables
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Linear Program

max C
(
ASPE

)
(5.10a)

s.t.
∑
r∈R

δµrwi (wiβr + αr)− vµ = 0 ∀µ ∈ Ai, i ∈ [2] (5.10b)∑
r∈R

δarδbrw1w2βr − oab = 0 ∀a ∈ A1,∀b ∈ A2 (5.10c)

va + oab − C1(ab) = 0 ∀a, b (5.10d)

vb + oab − C2(ab) = 0 ∀a, b (5.10e)

2∑
i=1

Ci(1.1, 2.1) = 1 (5.10f)

2∑
i=1

Ci(ab) ≥ 1 ∀a, b (5.10g)

C2(ab)− C2(ab′) ≤ 0 ∀a, b|z2ab = 1,∀b′ (5.10h)

C1(a)− C1(a′) ≤ 0 ∀a|z1a = 1,∀a′ (5.10i)

C1(a)− C1(ab) = 0 ∀a, b|z2ab = 1 (5.10j)

2∑
i=1

Ci(1.2, 2.3)− C
(
ASPE

)
= 0 (5.10k)

αr, βr, vµ, oab, Ci(ab), C
(
ASPE

)
, C1(a) ≥ 0 ∀a, b, µ, r, i (5.10l)

Observe that the player weights appear as a parameter in this LP, namely
in constraints (5.10b) and (5.10c). The LP aims to set the resource costs in
such a way that given any two player weights the Sequential Price of Anarchy
is maximised. However, in order to find the Sequential Price of Anarchy of
the entire class we need to find those weights for which the objective value is
maximised. If one would like to achieve that by directly solving the program,
then the weights have to be defined as variables rather than weights. As a con-
sequence constraints (5.10b) and (5.10c) would then contain multiplications of
two nonnegative variables. In other words, one would need to solve a quadratic
program in order to directly find the Sequential Price of Anarchy of the class.

Instead we intend to use this program to derive an upper bound for the
Sequential Price of Anarchy. This upper bound serves as a certificate that the
instance described in Section 5.1.1 is also a worst case instance. To that end,
let us multiply each constraint with a constant described by Table 5.4. If we
then add up all the constraints, we end up with the following constraint:

C
(
ASPE

)
+ ζ ≤ 1 +

w1w2

w2
1 + w2

2

. (5.11)

Here ζ is an expression consisting of LP variables other than C
(
ASPE

)
. If

we can show that ζ ≥ 0, then we have found an upper bound for C
(
ASPE

)
.

Observe that the right hand side of (5.11) is equal to the Sequential Price of
Anarchy of the game discussed in Section 5.1.1. Consequently, if ζ ≥ 0 then the
game in Section 5.1.1 is indeed a worst case instance.
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constraint multiplier
(5.10b) when µ = 1.2 x
(5.10b) when µ = 2.2 x

(5.10c) when a = 1.1 and b = 2.1 x+ 1
(5.10c) when a = 1.2 and b = 2.2 −1
(5.10d) when a = 1.1 and b = 2.1 x+ 1
(5.10d) when a = 1.1 and b = 2.2 −x− 1
(5.10e) when a = 1.1 and b = 2.2 x+ 1
(5.10e) when a = 1.2 and b = 2.2 −1
(5.10d) when a = 1.2 and b = 2.3 x

(5.10f) x+ 1
(5.10h) when a = 1.1, b = 2.2 and b′ = 2.1 x+ 1
(5.10h) when a = 1.2, b = 2.3 and b′ = 2.2 1

(5.10i) when a = 1.2 and a′ = 1.1 x+ 1
(5.10j) when a = 1.1 x+ 1
(5.10j) when a = 1.2 −x− 1

(5.10k) −1

Table 5.4: Multipliers for LP constraints, where x = w1w2

w2
1+w

2
2
. All other con-

straints have a multiplier of 0.

Lemma 5.6. In (5.11) it holds that ζ ≥ 0.

Proof. The term ζ is defined by the following expression:

ζ =
w1w2

w2
1 + w2

2

o1.2,2.3

+
w1w2

w2
1 + w2

2

(∑
r∈R

(δ1.2,rw1(w1βr + αr) + δ2.2,rw2(w2βr + αr))

)

+

(
1 +

w1w2

w2
1 + w2

2

)(∑
r∈R

δ1.1,rδ2.1rw1w2βr

)
−
∑
r∈R

δ1.2,rδ2.2rw1w2βr.

Since all parameters and variables of the LP are nonnegative, it suffices to
show that

w1w2

w2
1 + w2

2

(∑
r∈R

(
δ1.2,rw

2
1βr + δ2.2,rw

2
2βr
))
−
∑
r∈R

δ1.2,rδ2.2rw1w2βr ≥ 0.

Observe that none of the resources r ∈ R appear in the second summation
for which δ1.2,r = 0 or δ2.2,r = 0. Therefore we only have to consider those
resources r ∈ R such that δ1.2,r = 1 and δ2.2,r = 1. For those resources the
following holds:

43



w1w2

w2
1 + w2

2

(
w2

1βr + w2
2βr
)
− w1w2βr =

w1w2

w2
1 + w2

2

(
w2

1 + w2
2

)
− w1w2

= w1w2 − w1w2

= 0.

�

From this lemma the upper bound for the Sequential Price of Anarchy fol-
lows.

Lemma 5.7. Let w1, w2 ≥ 0 be arbitrary player weights. Then the following
formula is an upper bound for the Sequential Price of Anarchy for the class of
weighted affine congestion games with proportional costs and 2 players:

SPoA(w1, w2) ≤ 1 +
w1w2

w2
1 + w2

2

. (5.12)

Proof. If we multiply the LP constraints from (5.10) with the multiplier indi-
cated in Table 5.4 it follows that for all feasible solutions to LP (5.10) have to
satisfy constraint (5.11). From (5.11) and Lemma 5.6 it then follows that for
all w1, w2 it holds that

C
(
ASPE

)
≤ 1 +

w1w2

w2
1 + w2

2

.

By Lemma 5.5 the objective value C
(
ASPE

)
of LP (5.10) is equal to the

Sequential Price of Anarchy. �

5.1.3 Sequential Price of Anarchy

In the previous sections we have found a lower and an upper bound to the Se-
quential Price of Anarchy. This is sufficient to prove Theorem 5.1 and Corollary
5.1.1.

Theorem 5.1. Let w1, w2 ≥ 0 be arbitrary player weights. Then for the class of
weighted affine congestion games with proportional costs and 2 players it holds
that the Sequential Price of Anarchy is given by the following formula:

SPoA(w1, w2) = 1 +
w1w2

w2
1 + w2

2

. (5.3)

Proof. By Lemmas 5.4 and 5.7 the result follows. �

Corollary 5.1.1. For the class of weighted affine congestion games with pro-
portional costs and 2 players it holds that SPoA = 1.5.

Proof. Let us choose w1 = w2 = 1. For those weights it holds that

44



SPoA = sup
w1,w2

SPoA(w1, w2)

= sup
w1,w2

(
1 +

w1w2

w2
1 + w2

2

)
≥ SPoA(1, 1)

= 1 +
1 · 1

12 + 12

= 1.5.

Furthermore for all w1 and w2 it holds that

(w1 − w2)2 = w2
1 − 2w1w2 + w2

2 ≥ 0.

It follows that

SPoA = sup
w1,w2

SPoA(w1, w2)

= sup
w1,w2

(
1 +

2w1w2

2(w2
1 + w2

2)

)
≤ sup
w1,w2

(
1 +

w2
1 + w2

2

2(w2
1 + w2

2)

)
= 1.5.

�

5.2 Uniform Costs

In this section we derive the Sequential Price of Anarchy for uniform costs, which
is displayed in Theorem 5.2 and Corollary 5.2.1. We use a similar approach as
in Section 5.1. Firstly, we present three instances in order to derive a lower
bound. Then we use the LP to show that the lower bound is tight.

5.2.1 Worst Case Instances

In this section we present three instances of weighted congestion games with
uniform costs. The Sequential Price of Anarchy of these instances serve as a
lower bound for each interval indicated in the formula for SPoA(w1, w2) as shown
in Theorem 5.2. For each instance we present the player costs for each action
in the corresponding game tree. Using these values we derive the Subgame
Perfect Equilibrium and the social optimum, which lead to the Sequential Price
of Anarchy of the instance.

The first instance, which we will call I1, is similar to the instance presented
in Figure 5.3. This is the same instance as the wort case instance for the case
with proportional costs, as displayed in figure 5.4. Only in this instance we set
β1 = β2 = 1 and β3 = 1 + w1

w2
. The game tree of this instance is displayed in

Figure 5.4. The player costs for each player are displayed in Table 5.5.
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β1 β2 β3

1 2

(a) AOPT

β1 β2 β3

1 2

(b) ASPE

Figure 5.3: Optimal and subgame perfect action profiles for worst case instance
for weighted congestion games with proportional costs

Player 1

Player 2

1 2

2 3 2 3

Figure 5.4: Game Tree of the worst case instance of Figure 5.3

Action Outcome (a, b) C1(ab) C2(ab)
({1}, {2}) w1 w2

({1}, {3}) w1 w1 + w2

({2}, {2}) w1 + w2 w1 + w2

({2}, {3}) w1 w1 + w2

Table 5.5: Player costs for each outcome of the game tree displayed in Figure
5.2

It can be seen that the social optimum occurs when player 1 selects resource 1
and player 2 selects resource 2. Furthermore it can be seen that in any Subgame
Perfect Equilibrium player 2 should select resource 2 if player 1 selects resource
1. But if player 1 selects resource 2, then it does not matter for player 2 which
resource she selects. On the other hand player 1 should select resource 1 if she
expects player 2 to pick resource 2 when she selects that resource herself too.
Otherwise player 1 is indifferent.

It follows that the worst Subgame Perfect Equilibrium S in this instance
is as follows: S = ({2}, ({2}, {3})). This leads to subgame perfect outcome
({2}, {3}). The Sequential Price of Anarchy for this instance then is as follows:
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SPoA(I1) =
w1 + (w1 + w2)

w1 + w2
= 1 +

w1

w1 + w2
. (5.13)

Figure 5.5: Worst case instance when w1 < w2 ≤ 2w1

Instance I2 consists of four resources. It is displayed in Figure 5.5 and the
corresponding game tree is presented in Figure 5.6. The cost functions of the
resources do not have any activation costs. The linear terms are the following:

β1 = 1

β2 =
w2

w1

β3 = 1 +
w1

w2

β4 = 2 +
w1

w2
+
w2

w1
.

The action sets for the players are defined as follows:

A1 = {{1}, {1, 2}}
A2 = {{1, 2}, {2, 3}, {4}}.

In Table 5.6 the player costs for all outcomes of I2 are displayed. First of
all we can observe that ({1}, {2, 3}) is the social optimum. The worst Subgame
Perfect Equilibrium will be presented in the following lemma:

Lemma 5.8. Let strategy S be the strategy defined as follows: S = ({1, 2}, ({1, 2}, {4})).
Then S represents the worst Subgame Perfect Equilibrium of I2.

Proof. The outcome of strategy S is action pattern ({1, 2}, {4}). In order to
show that S is a Subgame Perfect Equilibrium we verify that none of the players
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Player 1

Player 2

{1} {1, 2}

{1, 2} {1, 3} {4} {1, 2} {1, 3} {4}

Figure 5.6: Game Tree of the worst case instance in Figure 5.7

Action Outcome (a, b) C1(ab) C2(ab)

({1}, {1, 2}) w1 + w2 w1 + w2 +
w2

2

w1

({1}, {2, 3}) w1 w1 + w2 +
w2

2

w1

({1}, {4}) w1 w1 + 2w2 +
w2

2

w1

({1, 2}, {1, 2}) w1 + 2w2 +
w2

2

w1
w1 + 2w2 +

w2
2

w1

({1, 2}, {2, 3}) w1 + w2 +
w2

2

w1
w1 + 2w2 +

w2
2

w1

({1, 2}, {4}) w1 + w2 w1 + 2w2 +
w2

2

w1

Table 5.6: Player costs for each outcome of the game tree in Figure 5.6

can achieve a lower cost by selecting a different action. In Table 5.6 it can be
seen that player 2 always has the same cost when player 1 selects resources 1
and 2. So player 2 cannot improve her cost. Likewise player 1 has the same
cost for all outcomes that follow from the strategy of player 2. So S is indeed a
Subgame Perfect Equilibrium.

Now assume for the sake of contradiction that this is not the worst Subgame
Perfect Equilibrium in this instance. Then there must exist a Subgame Perfect
Equilibrium with either ({1, 2}, {1, 2}) or ({1, 2}, {2, 3}) as outcome. However, if
player 2 selects {1, 2} or {2, 3} then player 1 has a strictly lower cost if she selects
action {1} instead of {1, 2}. It follows that ({1, 2}, {1, 2}) and ({1, 2}, {2, 3})
cannot be Subgame Perfect Outcomes, so S is indeed the worst Subgame Perfect
Equilibrium of I2. �

By Lemma 5.8 the Sequential Price of Anarchy of I2 is as follows:

SPoA(I2) =
(w1 + w2) +

(
w1 + 2w2 +

w2
2

w1

)
w1 +

(
w1 + w2 +

w2
2

w1

)
= 1 +

2w1w2

2w2
1 + w1w2 + w2

2

.

Finally, instance I3 consists of two resources. The instance is displayed in
Figure 5.7 and the corresponding game tree in Figure 5.8. The resource costs
of this instance also only have linear terms, which are defined as follows:
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β1 = 1

β2 = 1 +
w1

w2
.

β1 β2

1 2

(a) AOPT

β1 β2

1 2

(b) ASPE

Figure 5.7: Worst case instance when 2w1 ≤ w2

Table 5.7 shows the player costs for the only two outcomes of this game. It
can be observed that ({1}, {2}) is the social optimum. Since player 1 can only
select resource 1 and player 2 has the same cost in both outcomes, it follows
that the worst Subgame Perfect Equilibrium is SSPE = ({1}, ({1}, {1}). The
Sequential Price of Anarchy of I3 is the following:

SPoA(I3) =
(w1 + w2) + (w1 + w2)

w1 + (w1 + w2)
= 1 +

w2

2w1 + w2

Player 1

Player 2

1

1 2

Figure 5.8: Game Tree of the worst case instance depicted in Figure 5.7

These three instances provide a lower bound for the formula depicted in
Theorem 5.2. This result is presented in the following lemma.

Lemma 5.9. Let w1, w2 ≥ 0 be arbitrary player weights. Then for the class
of weighted affine congestion games with uniform costs and 2 players it holds
that a lower bound for the Sequential Price of Anarchy is given by the following
formula:

49



Action Outcome (a, b) C1(ab) C2(ab)
({1}, {1}) w1 + w2 w1 + w2

({1}, {2}) w1 w1 + w2

Table 5.7: Player costs for each outcome of the game tree displayed in Figure
5.2

SPoA(w1, w2) ≥


1 + w1

w1+w2
if w2 ≥ w1

1 + 2w1w2

2w2
1+w1w2+w2

2
if w1 < w2 ≤ 2w1

1 + w2

2w1+w2
if 2w1 < w2

. (5.14)

Proof. It holds that SPoA(w1, w2) ≥ max{SPoA(I1),SPoA(I2),SPoA(I3)}. So
to complete the proof let us derive the intervals for which each of the three
instances has the largest Sequential Price of Anarchy. Firstly we determine for
which weights it holds that SPoA(I1) ≥ SPoA(I2).

1 +
w1

w1 + w2
≥ 1 +

w1w2

2w2
1 + w1w2 + w2

2

⇐⇒ w1(2w2
1 + w1w2 + w2

2) ≥ w1(2w1w2 + 2w2
2)

⇐⇒ w1(2w1 + w2)(w1 − w2) ≥ 0

w1,w2∈R+⇐⇒ w1 ≥ w2.

Secondly we determine for which weights we have that SPoA(I2) ≥ SPoA(I3).

1 +
w1w2

2w2
1 + w1w2 + w2

2

≥ 1 +
w2

2w1 + w2

⇐⇒ w2(4w2
1 + 2w1w2) ≥ w2(2w2

1 + w1w2 + w2
2)

⇐⇒ w2(2w1 − w2)(w1 + w2) ≥ 0

w1,w2∈R+⇐⇒ 2w1 ≥ w2.

Finally we determine when SPoA(I1) ≥ SPoA(I3).

1 +
w1

w1 + w2
≥ 1 +

w2

2w1 + w2

⇐⇒ 2w2
1 + w1w2 ≥ w1w2 + w2

2

w1,w2∈R+⇐⇒ w1

√
2 ≥ w2.

We conclude that max{SPoA(I1),SPoA(I2),SPoA(I3)} is equal to the right hand
side of (5.24). �

5.2.2 A Certificate for the Upper Bound

In this section we provide an upper bound for the Sequential Price of Anarchy.
Again we make use of an LP. In order to do that we first prove another version
of Lemma 3.1 from [15].
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Lemma 5.10. For any instance I of a weighted affine congestion game with
uniform costs there exists a weighted congestion game I ′ for which the following
properties hold.

1. For all players i ∈ N it holds that |Ai| ≤ zi, where all zi are defined as
follows:

z1 := 2 and zi := 1 +

i−1∏
j=1

zj for all i ≥ 2. (5.15)

2. The amount of resources |R| is at most 2
∑

i∈N |Ai| − 1.

3. SPoA(I ′) = SPoA(I).

Proof. Let I be an arbitrary instance of a weighted affine congestion game with
uniform costs. Let us construct an instance I ′ that satisfies all properties stated
above. This construction has the same approach as in the proof of Lemma 5.5:
firstly we remove actions from the instance such that |Ai| ≤ zi for all players
i. Secondly we remove all resources that are not used by any remaining actions
and we merge resources that appear in exactly the same actions. The first step
of this process does not have an impact on the Sequential Price of Anarchy of
the instance regardless of how the resource costs are defined. Therefore the first
part of the proof to Lemma 5.5 also applies. So we only have to prove that the
second step of the construction preserves the Sequential Price of Anarchy.

So suppose that we constructed a new instance from I for which |Ai| ≤ zi for
all players i ∈ N which has more than 2

∑
i∈N |Ai|−1 resources. By the pigeonhole

principle there exist two resources r1, r2 ∈ R such that for all actions it holds
that either both resources are picked in or none of them. Then we can replace
r1 and r2 by a new resource r′ without changing the total costs for any player
regardless of the actions that are played. Let i ∈ N be an arbitrary player to
whom r1 and r2 are allocated when action profile A is played. Since the total
congestion xr1 of r1 is equal to the total congestion xr2 of r2 it holds that

Ci(A) = c(r1) + wic(r2) +
∑

r∈Ai\{r1,r2}

c(r)

= αr1 + βr1xr1 + αr2 + βr2xr2 +
∑

r∈Ai\{r1,r2}

c(r)

= (αr1 + αr2) + (βr1 + βr2)xr1 +
∑

r∈Ai\{r1,r2}

c(r).

Now let us define the activation cost and the linear term of the resource cost
for r′ as follows:

αr′ = αr1 + αr2

βr′ = βr1 + βr2 .

Then the Sequential Price of Anarchy of the game with r′ is equal to the
game that involves r1 and r2. This process can be repeated until we end up
with the instance I ′, for which |R| ≤ 2

∑
i∈N |Ai| − 1. �
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From Lemma 5.10 it follows that there exists an weighted affine congestion
game with proportional costs for which |Ai| = zi and |R| = 2

∑
i∈N |Ai|−1. This

game can be described by a variant of the LP in [15]. This variant has the
same sets, parameters and variables as LP (5.10). Constraints (5.10b), (5.10c),
(5.10d) and (5.10e) have been altered to represent uniform costs rather than
proportional costs. The adapted constraints are stated in constraints (5.16b),
(5.16c), (5.16d) and (5.16e) respectively.

Linear Program

max C
(
ASPE

)
(5.16a)

s.t.
∑
r∈R

δµr (wiβr + αr)− vµ = 0 ∀µ ∈ Ai, i ∈ [2] (5.16b)∑
r∈R

δarδbrβr − oab = 0 ∀a ∈ A1,∀b ∈ A2 (5.16c)

va + w2oab − C1(ab) = 0 ∀a, b (5.16d)

vb + w1oab − C2(ab) = 0 ∀a, b (5.16e)

2∑
i=1

Ci(1.1, 2.1) = 1 (5.16f)

2∑
i=1

Ci(ab) ≥ 1 ∀a, b (5.16g)

C2(ab)− C2(ab′) ≤ 0 ∀a, b|z2ab = 1,∀b′ (5.16h)

C1(a)− C1(a′) ≤ 0 ∀a|z1a = 1,∀a′ (5.16i)

C1(a)− C1(ab) = 0 ∀a, b|z2ab = 1 (5.16j)

2∑
i=1

Ci(1.2, 2.3)− C
(
ASPE

)
= 0 (5.16k)

αr, βr, vµ, oab, Ci(ab), C
(
ASPE

)
, C1(a) ≥ 0 ∀a, b, µ, r, i (5.16l)

Note that like the LP for the proportinal model this program is linear because
we set the player weights to be parameters. That is why we will only use the
program to derive an upper bound to SPoA(w1, w2), rather than setting the
weights as variables and solving it as a quadratic program. We present an
upper bound for each interval of the weights as indicated in Theorem 5.2.

Firstly we consider the case where w1 ≥ w2. Let us multiply all constraints
of (5.16) with the multipliers stated in Table 5.8 and add them all up. It follows
that each feasible solution to the LP has to satisfy the following:

C
(
ASPE

)
+ x ≤ 1 +

w1

w1 + w2
. (5.17)

Here x is defined as follows:
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constraint multiplier
(5.16b) when µ = 1.2 w1

w1+w2

(5.16b) when µ = 2.2 w1

w1+w2

(5.16c) when a = 1.1 and b = 2.1 w2

(
1 + w1

w1+w2

)
(5.16c) when a = 1.1 and b = 2.2

2w2
1−w1w2−w2

2

w1+w2

(5.16c) when a = 1.2 and b = 2.2 −w1

(5.16d) when a = 1.1 and b = 2.1 1 + w1

w1+w2

(5.16d) when a = 1.1 and b = 2.2 −1− w1

w1+w2

(5.16e) when a = 1.1 and b = 2.2 1 + w1

w1+w2

(5.16e) when a = 1.2 and b = 2.2 −1
(5.16d) when a = 1.2 and b = 2.3 w1

w1+w2

(5.16f) 1 + w1

w1+w2

(5.16h) when a = 1.1, b = 2.2 and b′ = 2.1 1 + w1

w1+w2

(5.16h) when a = 1.2, b = 2.3 and b′ = 2.2 1
(5.16i) when a = 1.2 and a′ = 1.1 1 + w1

w1+w2

(5.16j) when a = 1.1 1 + w1

w1+w2

(5.16j) when a = 1.2 −1− w1

w1+w2

(5.16k) −1

Table 5.8: Multipliers for LP constraints for the case that w1 ≥ w2. All other
constraints have a multiplier of 0.

x =
w1w2

w1 + w2
o1.2,2.3 +

w1

w1 + w2

∑
r∈R

(δ1.2,r(αr + w1βr) + δ2.2,r(αr + w2βr))

+ w2

(
1 +

w1

w1 + w2

)∑
r∈R

δ1.1,rδ2.1,rβr

+
2w2

1 − w1w2 − w2
2

w1 + w2

∑
r∈R

δ1.1,rδ2.2,rβr − w1

∑
r∈R

δ1.2,rδ2.2,rβr

(5.18)
Similarly to the approach for the proportional model we now show that x ≥ 0

in order to show that the right hand side of (5.17) is an upper bound to the
Sequential Price of Anarchy when w1 ≥ w2.

Lemma 5.11. Let x be defined as in (5.18). Then it holds that x ≥ 0 for all
feasible solutions to LP (5.16) if for the player weights w1, w2 ∈ R+ it holds
that that w1 ≥ w2.

Proof. Let us assume that w1 ≥ w2. Since all parameters and variables are set
to be nonnegative, it follows that all terms on the first two lines of (5.18) are
nonnegative. So it is sufficient to show that the terms on the final line of (5.18)
are either nonnegative or compensated for by the other terms.

Firstly, let us consider the first term on the last line of (5.18). We will show
that the coefficient is nonnegative.
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2w2
1 − w1w2 − w2

2

w1 + w2

w1≥w2

≥ 2w2
1 − w2

1 − w2
1

w1 + w2

= 0.

Secondly, consider the final term of (5.18). Let r ∈ R be any recourse for
which δ1.2,r = δ2.2,r = 1 and βr > 0. Then this resource also appears in two
terms of the first line of (5.18). Together they yield the following:

w1

w1 + w2
(w1βr + w2βr)− w1βr = βr

(
w1(w1 + w2)

w1 + w2
− w1

)
= 0.

It follows that x ≥ 0 for all feasible solutions of LP (5.16). �

constraint multiplier

(5.16b) when µ = 1.1
−2w2

1+w1w2+w
2
2

2w2
1+w1w2+w2

2

(5.16b) when µ = 1.2
2w2

1+w1w2−w2
2

2w2
1+w1w2+w2

2

(5.16b) when µ = 2.2 2w1w2

2w2
1+w1w2+w2

2

(5.16c) when a = 1.1 and b = 2.1 w2

(
1 + 2w1w2

2w2
1+w1w2+w2

2

)
(5.16c) when a = 1.1 and b = 2.2 −w1

(
−2w2

1+w1w2+w
2
2

2w2
1+w1w2+w2

2

)
(5.16c) when a = 1.2 and b = 2.2 −w1

(5.16d) when a = 1.1 and b = 2.1 1 + 2w1w2

2w2
1+w1w2+w2

2

(5.16d) when a = 1.1 and b = 2.2 −1− 2w2
1+w1w2−w2

2

2w2
1+w1w2+w2

2

(5.16e) when a = 1.1 and b = 2.2 1 + 2w1w2

2w2
1+w1w2+w2

2

(5.16e) when a = 1.2 and b = 2.2 −1

(5.16d) when a = 1.2 and b = 2.3
2w2

1+w1w2−w2
2

2w2
1+w1w2+w2

2

(5.16f) 1 + 2w1w2

2w2
1+w1w2+w2

2

(5.16h) when a = 1.1, b = 2.2 and b′ = 2.1 1 + 2w1w2

2w2
1+w1w2+w2

2

(5.16h) when a = 1.2, b = 2.3 and b′ = 2.2 1

(5.16i) when a = 1.2 and a′ = 1.1 1 +
2w2

1+w1w2−w2
2

2w2
1+w1w2+w2

2

(5.16j) when a = 1.1 1 +
2w2

1+w1w2−w2
2

2w2
1+w1w2+w2

2

(5.16j) when a = 1.2 −1− 2w2
1+w1w2−w2

2

2w2
1+w1w2+w2

2

(5.16k) −1

Table 5.9: Multipliers for LP constraints for the case that w1 < w2 ≤ 2w1. All
other constraints have a multiplier of 0.

Now we have established the first upper bound we continue with the case
where w1 < w2 ≤ 2w1. Let us now multiply the LP constraints with the
multipliers stated in Table 5.9 and add them up. This yields a different upper
bound:
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C
(
ASPE

)
+ y ≤ 1 +

2w1w2

2w2
1 + w1w2 + w2

2

. (5.19)

Here y is defined as follows:

y =
2w2

1 + w1w2 − w2
2

2w2
1 + w1w2 + w2

2

o1.2,2.3 +
−2w2

1 + w1w2 + w2
2

2w2
1 + w1w2 + w2

2

∑
r∈R

δ1.1,r(αr + w1βr)

+
2w2

1 + w1w2 − w2
2

2w2
1 + w1w2 + w2

2

∑
r∈R

δ1.2,r(αr + w1βr)

+
2w1w2

2w2
1 + w1w2 + w2

2

∑
r∈R

δ2.2,r(αr + w2βr)

+ w2

(
1 +

2w1w2

2w2
1 + w1w2 + w2

2

)∑
r∈R

δ1.1,rδ2.1,rβr

− w1

(
−2w2

1 + w1w2 + w2
2

2w2
1 + w1w2 + w2

2

)∑
r∈R

δ1.1,rδ2.2,rβr − w1

∑
r∈R

δ1.2,rδ2.2,rβr

(5.20)
Let us now show that y ≥ 0, from which it follows that we have found the

second upper bound.

Lemma 5.12. Let y be defined as in (5.20). Then it holds that y ≥ 0 for all
feasible solutions to LP (5.16) if for the player weights w1, w2 ∈ R+ it holds
that that w1 < w2 ≤ 2w1.

Proof. All parameters and variables are nonnegative, so let us show for which
weights all variable coefficients are nonnegative. Firstly, let us consider the
coefficient of o1.2,2.3.

2w2
1 + w1w2 − w2

2

2w2
1 + w1w2 + w2

2

o1.2,2.3 =
(2w1 − w2)(w1 + w2)

2w2
1 + w1w2 + w2

2

o1.2,2.3 ≥ 0

w1,w2∈R+⇐⇒ w2 ≤ 2w1.

Moreover, if we set w2 ≤ 2w1 then the coefficient on the second line of (5.20)
is also nonnegative.

Secondly, let r ∈ R be any resource for which δ1.1,r = 1 and αr > 0. In order
to let all coefficients of αr for such resources be nonzero the following must be
satisfied:

−2w2
1 + w1w2 + w2

2

2w2
1 + w1w2 + w2

2

=
−(2w2

1 + w2)(w1 − w2)

2w2
1 + w1w2 + w2

2

≥ 0

w1,w2∈R+⇐⇒ w2 ≥ w1.

It remains to show that the terms on the final line of (5.20) are being com-
pensated for. The first term is only nonzero for those resources r ∈ R for which
δ1.1,r = δ2.2,r = 1 and βr > 0. For those resources on the first and third line of
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(5.20) two other terms involving βr appear. If we add up those coefficients, we
get:

w1

(
−2w2

1 + w1w2 + w2
2

2w2
1 + w1w2 + w2

2

)
− w1

(
−2w2

1 + w1w2 + w2
2

2w2
1 + w1w2 + w2

2

)
+

2w1w
2
2

2w2
1 + w1w2 + w2

2

=
2w1w

2
2

2w2
1 + w1w2 + w2

2

≥ 0.

Finally, let r ∈ R be an arbitrary resource for which δ1.2,r = δ2.2,r = 1 and
βr > 0. By similar reasoning for such resources we have the following:

w1

(
2w2

1 + w1w2 − w2
2

2w2
1 + w1w2 + w2

2

)
+

2w1w
2
2

2w2
1 + w1w2 + w2

2

− w1

(
2w2

1 + w1w2 + w2
2

2w2
1 + w1w2 + w2

2

)
=

2w3
1 + w2

1w2 − w1w
2
2 + 2w1w

2
2 − 2w3

1 − w2
1w2 − w1w

2
2

2w2
1 + w1w2 + w2

2

= 0.

The two terms on the last line of (5.20) are compensated for by different
other terms of y. Therefore even for resources for which δ1.1,r = δ1.2,r = δ2.2,r
and βr > 0 it holds that the final terms are compensated for. Therefore we
conclude that y ≥ 0 if w1 < w2 ≤ 2w1. �

constraint multiplier
(5.16b) when µ = 1.1 w2

2w1+w2

(5.16b) when µ = 2.2 w2

2w1+w2

(5.16c) when a = 1.1 and b = 2.1 w2

(
1 + w2

2w1+w2

)
(5.16c) when a = 1.1 and b = 2.2

2w2
1−w

2
2

2w1+w2

(5.16c) when a = 1.2 and b = 2.2 −w1

(5.16d) when a = 1.1 and b = 2.1 1 + w2

2w1+w2

(5.16d) when a = 1.1 and b = 2.2 −1
(5.16e) when a = 1.1 and b = 2.2 1 + w2

2w1+w2

(5.16e) when a = 1.2 and b = 2.2 −1
(5.16f) 1 + w2

2w1+w2

(5.16h) when a = 1.1, b = 2.2 and b′ = 2.1 1 + w2

2w1+w2

(5.16h) when a = 1.2, b = 2.3 and b′ = 2.2 1
(5.16i) when a = 1.2 and a′ = 1.1 1

(5.16j) when a = 1.1 1
(5.16j) when a = 1.2 −1

(5.16k) −1

Table 5.10: Multipliers for LP constraints for the case that 2w1 < w2. All other
constraints have a multiplier of 0.

Finally we derive an upper bound for the case that 2w1 < w2. Again we
multiply the constraints of LP (5.16) with some multipliers and then add up

56



the constraints. These multipliers are stated in Table 5.10. From this it follows
that any feasible solution to (5.16) has to satisfy the following constraint:

C
(
ASPE

)
+ z ≤ 1 +

w2

2w1 + w2
. (5.21)

Here z is defined as followed:

z =
w2

2w1 + w2

∑
r∈R

(δ1.1,r(αr + w1βr) + δ2.2,r(αr + w2βr))

+ w2

(
1 +

w2

2w1 + w2

)∑
r∈R

δ1.1,rδ2.1,rβr

+
2w2

1 − w2
2

2w1 + w2

∑
r∈R

δ1.1,rδ2.2,rβr − w1

∑
r∈R

δ1.2,rδ2.2,rβr

(5.22)

Now we show that z ≥ 0 in order to establish the third upper bound.

Lemma 5.13. Let z be defined as in (5.22). Then it holds that z ≥ 0 for all
feasible solutions to LP (5.16) if for the player weights w1, w2 ∈ R+ it holds
that that 2w1 ≤ w2.

Proof. It suffices to show that the final two terms in (5.22) are compensated
for. Firstly, let r ∈ R be an arbitrary resource for which δ1.1,r = δ2.2,r = 1 and
βr > 0. If we add the coefficients of βr on the first and last line of (5.22) we get
the following:

w1w2

2w1 + w2
+

w2
2

2w1 + w2
+

2w2
1 − w2

2

2w1 + w2
=

2w2
1 + w1w2

2w1 + w2
≥ 0. (5.23)

Secondly, consider the final term of (5.22). This is negative for those re-
sources r ∈ R that have δ1.2,r = δ2.2,r = 1 and βr > 0. Let us add the
coefficients of βr on the first and last line of (5.22). In order to let all these
coefficients be nonnegative the following must be satisfied:

w2
2

2w1 + w2
+

2w2
1 − w1w2

2w1 + w2
=

2w2
1 − w1w2 − w2

2

2w1 + w2

=
−(2w1 − w2)(w1 + w2)

2w1 + w2

≥ 0.

w1,w2∈R+⇐⇒ 2w1 ≤ w2.

Finally, let r ∈ R be any resource for which δ1.1,r = δ1.2,r = δ2.2,r and βr.
Then all terms of (5.22) are involved. Using (5.23) the following then holds:
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2w2
1 + w1w2

2w1 + w2
βr + w2

(
2w1 + 2w2

2w1 + w2

)
βr −

w1(2w1 + w2)

2w1 + w2
βr

=βr

(
2w2

1 + w1w2 + 2w1w2 + 2w2
2 − 2w2

1 − w1w2

2w1 + w2

)
=βr

(
2w2

2 + 2w1w2

2w1 + w2

)
≥0.

We conclude that z ≥ 0 if 2w1 < w2. �

We are now ready to give an upper bound to the Sequential Price of Anarchy
for all weights.

Lemma 5.14. Let w1, w2 ≥ 0 be arbitrary player weights. Then for the class of
weighted affine congestion games with uniform costs and 2 players it holds that
an upper bound for the Sequential Price of Anarchy is given by the following
formula:

SPoA(w1, w2) ≤


1 + w1

w1+w2
if w2 ≥ w1

1 + 2w1w2

2w2
1+w1w2+w2

2
if w1 < w2 ≤ 2w1

1 + w2

2w1+w2
if 2w1 < w2

. (5.24)

Proof. By Lemma 5.11 and LP constraint (5.17) the upper bound holds when
w1 ≥ w2. By Lemma 5.12 and LP constraint (5.19) the upper bound holds when
w1 < w2 ≤ 2w1. By Lemma 5.13 and LP constraint (5.21) the upper bound
holds when 2w1 < w2. �

5.2.3 Sequential Price of Anarchy

In this section we use the lower and upper bound from the previous section to
prove Theorem 5.2 and Corollary 5.2.1.

Theorem 5.2. Let w1, w2 ≥ 0 be arbitrary player weights. Then for the class
of weighted affine congestion games with uniform costs and 2 players it holds
that the Sequential Price of Anarchy is given by the following formula:

SPoA(w1, w2) =


1 + w1

w1+w2
if w2 ≤ w1

1 + 2w1w2

2w2
1+w1w2+w2

2
if w1 < w2 ≤ 2w1

1 + w2

2w1+w2
if 2w1 < w2

. (5.4)

Proof. By Lemmas 5.9 and 5.14 the result follows. �

Corollary 5.2.1. For the class of weighted affine congestion games with uni-
form costs and 2 players it holds that SPoA = 2.

Proof. Firstly we show that the Sequential Price of Anarchy is at least 2:
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SPoA = sup
w1,w2

SPoA(w1, w2) ≥ SPoA(1, 0) = 1 +
1

1 + 0
= 2.

Secondly we show that the Sequential Price of Anarchy is at most 2. We do
this by giving an upper bound to SPoA(w1, w2) for all three cases. If w1 ≥ w2

we have:

SPoA(w1, w2) = 1 +
w1

w1 + w2
≤ 2.

In order to prove the upper bound for the case that w1 < w2 ≤ 2w1 we use
that w2

1 + w2
2 ≥ 2w1w2. This follows from the fact that

(w1 − w2)2 = w2
1 − 2w1w2 + w2

2 ≥ 0.

It follows that

SPoA(w1, w2) = 1 +
2w1w2

2w2
1 + w1w2 + w2

2

≤ 1 +
2w1w2

w2
1 + 3w1w2

≤ 2

Finally if w2 > 2w1 we have

SPoA(w1, w2) = 1 +
w2

2w1 + w2
≤ 2.

We can conclude that

SPoA = sup
w1,w2

SPoA(w1, w2) = 2.

�

5.2.4 Lower Bound on SPoA for n Players

The results presented in this chapter all concern games with 2 players. For
games with more players we do not have the exact value of the Sequential Price
of Anarchy. However, for games with uniform costs we can present a lower
bound.

Theorem 5.15. For the class of weighted affine congestion games with uniform
costs and n players it holds that SPoA ≥ n.

Proof. Let I be the instance presented in Figure 5.9. This instance has two
resources. The cost functions of these resources only have a linear term, which
we set to be β1 = β2 = 1. The first n− 1 players only have one available action,
namely to select the first resource. Player n can then select either the first or
the second resource.

We now set wi = 0 for all players i such that 1 ≤ i ≤ n − 1 and we set
wn = 1. Then player n always has a cost of 1, regardless of the resource she
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β1 β2

1, ..., n− 1 n

(a) AOPT

β1 β2

1, ..., n− 1 n

(b) ASPE

Figure 5.9: Lower bound instance I for n players

selects. However, the other players have a cost of 1 if player 1 picks the first
resource and a cost of 0 if player n picks the second resource. So in the social
optimum player n chooses resource 2 and in the worst subgame perfect outcome
she selects resource 1. We conclude that

SPoA ≥ SPoA(I) =
n

1
= n.

�
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Chapter 6

Conclusion

In this thesis we examined to what extent the linear program presented in [15]
could be used to find the Sequential Price of Anarchy of affine congestion games.
The resources and actions of a worst case instance for that class determined the
size of that program. The number of resources of that instance exponentially
larger than the number of actions. Since the number of constraints was of linear
order in the number of actions, it was possible to apply column generation in
order to solve the program for the case with 4 players. However, by Lemma 3.1
the number of actions already was of exponential size in the number of players.
In the 5 player the number of actions also is so large that the program is not
solvable in reasonable time, even when column generation is applied. This also
means that this method is not sufficient to find the Sequential Price of Anarchy
for any larger number of players.

Furthermore we presented variants of the program to analyse a restricted
version of the worst case instance that the original LP describes. This gained
some insight in the existence of instances with a Sequential Price of Anarchy
that is close to the value of the whole class but with less varying resource cost
functions. However, by restricting that worst case instance one cannot get
insight in restricted classes of congestion games, since then Lemma 3.1 does not
hold anymore.

We also presented a Mixed Integer Program that can set the resource costs
of any instance such that the Sequential Price of Anarchy of that instance is
maximised. An advantage of this problem is that the number of actions and
resources remains the same for any number of players. This partly prevents the
number of variables and constraints to become large, as is the case with the
problem for which the original LP was created. But it is not possible to use this
program to analyse subclasses of congestion games such as the network routing
problem. After all, such restricted classes of games do not have a general worst
case instance, as Lemma 3.1 does not hold anymore.

Finally we investigated two variants of weighted congestion games. We can
only use a variant of the program to find the Sequential Price of Anarchy for
fixed weights. We cannot use it to find the Sequential Price of Anarchy for all
weights, as the weights make the program non-linear. By solving the program
for several fixed weights, we were able to find a pattern in both the primal and
dual solution, which allowed us to find the solution for arbitrary weights. A
reason this method worked, was the fact that we effectively were searching for
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a linear function. After all, the Sequential Price of Anarchy did not alter when
both player weights were multiplied by the same constant. When the number
of players is more than 2, it may become harder to apply this method, since one
must then find a multidimensional function. Moreover, solving the program with
fixed weights has the same limitations as the program for unweighted congestion
games has. Therefore it is not clear if this method can be applied for 3 or more
players.

We conclude that it is possible to alter the original LP in [15] to gain further
insights in the Sequential Price of Anarchy of affine congestion games. However,
the applications of this approach are limited, because the size of the program
gets too large when the number of players gets large, it is not suitable to describe
subclasses of affine congestion games and it becomes non-linear when player
weights are introduced.

However, we did gain the insight that for the case with 2 players it holds
that the Sequential Price of Anarchy of weighted affine congestion games with
uniform costs is larger than the Sequential Price of Anarchy for the unweighted
case. In fact, in Section 5.2.4 we presented a lower bound of n for the class of
weighted affine congestion games with uniform costs, while [14] states that for
the class of unweighted affine congestion games it holds that SPoA ≤ n. On
the other hand, we have shown that for the case with 2 players the Sequential
Price of Anarchy of weighted affine congestion game with proportional costs
is equal to the Sequential Price of Anarchy for unweighted affine congestion
games. We do not know if for a general number of players n it holds if the class
of weighted affine congestion games with uniform costs has a strictly higher
Sequential Price of Anarchy than the class with proportional cost. Neither do
we know if it holds for any number of players n that weighted affine congestion
games with proportional costs have the same Sequential Price of Anarchy as
unweighted affine congestion games. Therefore we recommend further research
into the relation between the Sequential Price of Anarchy of unweighted affine
congestion games and of weighted affine congestion games with proportional or
uniform costs.
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In: Proceedings of the 3rd Innovations in Theoretical Computer Science
Conference (ITCS ’12). Association for Computing Machinery, New York,
NY, USA, 60–67. DOI: https://doi.org/10.1145/2090236.2090242

[22] Papadimitriou C. (2001) Algorithms, games, and the internet. In: Proceed-
ings of the thirty-third annual ACM symposium on Theory of computing
(STOC ’01). Association for Computing Machinery, New York, NY, USA,
749–753. DOI: https://doi.org/10.1145/380752.380883

[23] Peters H. Game Theory: A Multi-Leveled Approach. Springer-Verlag,
Berlin Heidelberg, 2015 (ISBN: 978-3-662-46949-1; eBook: 978-3-662-
46950-7)

[24] Rosenthal R.W. (1973) A Class of Games Possessing Pure-Strategy Nash
Equilibria Int. J. Game Theory, 2, pp. 65-67 DOI: https://doi.org/10.
1007/BF01737559

65

https://doi.org/10.1145/2090236.2090242
https://doi.org/10.1145/380752.380883
https://doi.org/10.1007/BF01737559
https://doi.org/10.1007/BF01737559

	Introduction
	The Sequential Price of Anarchy
	Outline

	Problem Description
	Games
	Quality of Equilibria
	Congestion Games

	Congestion Games with 4 Players
	LP Formulation
	Column Generation
	Sequential Price of Anarchy

	Restricted Instances of Congestion Games
	Bounded Cost Parameters
	Program for Specified Number of Actions and Resources

	Weighted Congestion Games
	Proportional Costs
	Worst Case Instance
	A Certificate for the Upper Bound
	Sequential Price of Anarchy

	Uniform Costs
	Worst Case Instances
	A Certificate for the Upper Bound
	Sequential Price of Anarchy
	Lower Bound on SPoA for n Players


	Conclusion

