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1 Introduction

In this thesis, a model of the a four terminal SNS junction is investigated. The model predicts
outcomes of experiments on spectral supercurrent, total supercurrent, differential conductance
and local density of states in junctions with two conventional or unconventional superconductor
terminals and two normal metal terminals. The two normal metal terminals are used to change the
occupation of electron levels in the junction. The differences between the results for s-wave and
p-wave superconducting electrodes is investigated. These differences can be used for experimental
verification of the existence of p-wave superconductors, which are predicted to host Majorana
fermions [1].
The model used is based on the non-equilibrium Green’s function theory. This theory is applied to
the four terminal junction in the quasiclassical dirty limit [2], [3]. The model uses Tanaka Nazarov
boundary conditions [4] for the superconducting electrodes. The resulting equations in the so-called
θ-parametrisation will be derived.
The setup allows for variation to include topological insulators. This is important, both from a
theoretical viewpoint and from the viewpoint of applications [1]. For theoretical fundamentals it is
important because it has never been proved that p-wave superconductivity exists, for applications
it is of interest because in unconventional superconductivity Majorana fermions might exist, which
are important for quantum computing.
In this thesis, first a motivation for the work will be given in chapters 2 and 3. The theory behind
the model and its application to the junction under consideration will be discussed in chapters 4 to
8. Chapters 9 to 16 include results that can be extracted from the code. Some results are used for
validation of the model compared to theory, other results are predictions of the model. The thesis
is concluded with a conclusion and an outlook.
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2 Energy consumption and computers

Ever since the computer was invented, the computational effort has continuously increased to meet
the demand from society. To accommodate this demand, transistors were made more efficient and
successively smaller [5]. The number of transistors on a chip has doubled every two years following
Moore’s law for decades [6], the energy per elementary operation has decreased likewise [5], [7]. In
this way, the demand for improvement of performance could be accommodated by exponentially
increasing the number of components. However, there is a limit to the size reduction and the
energy per elementary operation that can be obtained. There are three different factors that set
this limit:

• Technological challenges. Over the course of the previous decades scientists have been able
to overcome technological challenges to make transistors smaller and smaller [5]. However, as
demand is increasing, the challenges become harder and harder to solve, which means, that
it becomes harder and harder to overcome the technological challenges at a rate sufficient to
meet the demand [8].

• Quantum effects. If the size of the transistors becomes very small, quantum effects, such as
tunnelling, play a role. If the tunnelling probability becomes high, this leads to errors in
calculations using classical transistors [9]. This can be overcome by adjusting the way of
computation, in order to make use of quantum effects, rather than to be hindered by them.
This is the concept of quantum computing.

• Entropy. Lastly, there is a thermodynamic lower bound to computation energy [8], [10].
A computer usually does not execute only one computation in its entire lifetime. After
each calculation, the information of a previous calculation must be erased to start a new
calculation. Such erasure is not free, Landauer [10] has shown that the erasure of any bit of
information is accompanied by a dissipation of at least kT ln 2. This implies that there is a
minimum to the energy dissipation per elementary operation.

The end of Moore’s law has been predicted before [11], [12]. However, Moore’s law has held up
for some years after these predictions. Still, progress in the past few years indicates that Moore’s
law truly comes at its end [5]. The demand for computational resources, on the other hand, is
still growing at an enormous rate. It was reported [13] that in the period between 2010 and 2018,
the total number of computing instances at data centres has increased by 550%. This has led to
an increase of 6% in the energy consumption of these datacentres [13]. These figures are more
optimistic than figures for servers world wide. Considering all servers world wide, an increase of
25% in energy consumption has been observed [13]. This figure is in good correspondence with
the figures for the US and Europe in a slightly longer period [14], [15]. This shows that electricity
consumption per computation has decreased enormously in this period, but that it is still not
enough to stabilise electricity consumption. New solutions are required in the form of new materials
and/or different ways of computing. A promising solution is the quantum computer. The quantum
computer will be introduced in the next section. It will be seen that the quantum computer, instead
of being negatively influenced by quantum effects, uses them to become far more powerful.
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3 Quantum computing

In this section quantum computing is introduced, some of the numerous advantages are listed, and
requirements for the hardware of a quantum computer are listed. In particular, Josephson junctions
(subsection 3.1) and Majorana fermions (subsection 3.2.1) will be considered. It will become clear
why Majorana fermions are such an opportunity for quantum computers, and how they relate to
the research of this thesis. To start, the difference between conventional computers and quantum
computers will be discussed. This discussion is by no means sufficient to fully understand the
advantage of quantum computers, that is not the goal of this thesis. Rather, the coming section
serves to give an intuition as to why quantum computers are different from classical computers.
This explanation is mainly based on the work in [16], a useful source for extra reading is [17].
Conventional computers perform computations using bits, which can be either 0 or 1. Thus, for
n bits there are 2n possible sequences. The quantum computer, instead of bits uses qubits. The
state of n qubits is much more diverse - in fact, it can not only be any of the 2n states possible for
bits, but also any superposition of these states. For example, the possible state for two qubits are

|ψ〉 = a |11〉+ b |10〉+ c |01〉+ d |00〉 (3.1)

|a|2 + |b|2 + |c|2 + |d|2 = 1 (3.2)

a, b, c, d ∈ C. (3.3)

Thus, a qubit can be in infinitely many, even uncountable infinitely many, states. For those familiar
with the concept of entropy this might be a concern, as it seems the qubit would carry an infinite
amount of information. However, this is not the case.
The reason for this is that for qubits, not all states can be distinguished with 100% accuracy, in
contrast to bit states. As an illustration of this principle, consider for example a single qubit. To
extract information from it, we must do a measurement. A measurement always projects the state
onto a single basis state. What these basis states are, can be chosen by the person carrying out the
experiment. However, it must always be an orthogonal basis of the space, such as {|0 >, |1 >} or
{ 1√

2
(|0 > +|1 >), 1√

2
(|0 > −|1 >)}. Consider a measurement that projects on the basis {|0 >, |1 >}.

If the qubit is in state |0 >, then there is a 100% probability that the measurement will yield the
outcome |0 >, and if the qubit is in state |1 >, the measurement is certain to yield |1 >. However,
if the qubit is initially in state 1√

2
(|0 > +|1 >), then the measurement will yield |0 > with a

probability of 50% and |1 > with a probability of 50%. This measurement thus does not distinguish
100% between |0 > and 1√

2
(|0 > +|1 >).

Because the states 0 > and 1√
2
(|0 > +|1 >) are not orthogonal to each other, there is no orthogonal

basis in which these two states will give a different outcome with a 100% probability. These
states can thus never be distinguished with 100% accuracy. This means that a different view on
information is needed in quantum mechanics. In quantum mechanics, the concept of Neumann
entropy is used, rather than the concept of Shannon entropy, which is used in quantum computing.
Neumann entropy is defined by

S = −Trρ log2 ρ (3.4)

= −
∑

λ∈eig(ρ)

λ log2 λ, (3.5)

where ρ is the density matrix of the system and eig(ρ) denotes the set of eigenvalues of the matrix.
In a simple example of two qubits, ρ would be a four by four matrix, and thus have four eigenvalues.
This will thus be a sum over four eigenvalues, entirely analogous to the classical entropy, where the
sum is over the probabilities of the four outcomes.
Thus, this is not where quantum computing makes the difference with classical computers. The
advantage of quantum computers compared to normal computers is that the possibility of having a
superposition gives much more flexibility for the algorithms that can be designed. To fully grasp
this idea, it is best to study an example of a code that works on a quantum computer, but not
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on a classical computer, such as the famous Shor’s algorithm [18]. This however falls beyond the
scope of this thesis. Rather, two examples will be given where quantum computers are essentially
different from classical computers, and that are the basis of some important algorithms set up for
the quantum computer:

• Suppose can set up the qubit in state 1√
2
(|00 > +|11 >). A priori, a measurement of one

of the two qubits will yield 0 with a probability of 50% and 1 with a probablity of 50%.
However, if one of the qubits is measured, the state of the other is immediately fixed, that
is, if the first qubit is measured to be 0, the second must also be 0. This is very useful in
establishing a secure communication [16].

• The second example can best be illustrate by adding a third qubit. Consider a function
f : N −→ N. Now suppose there is an operation that sends |000 > to |00f(0) >, |010 > to
|01f(1) >, |100 > to |10f(2) > and |110 > to |11f(3) >. Now suppose that initially we know
the qubit is initially in the state 1

2 (|000 > +|010 > +|100 > +|110 >). This qubit is then
mapped by the function to 1

2 (|00f(0) > +|01f(1) > +|10f(2) > +|11f(3) >). From this state
one can get the value of f at a single point. However, by applying a suitable measurement,
one may also extract information about f at several points at the same time, even though
the function f has been applied to only one qubit. This is the principle on which Shor’s
algorithm is based.

This has several advantages. A few explored in [16] are listed here:

• There are programs that are not in the class P on a classical computer. This means that the
problem can not be solved by an algorithm that has a polynomial time complexity, at least.
Some of these problems can be computed in polynomial time, or even log-polynomial time
on a quantum computer. An example of this is Shor’s algorithm, which factorises integers in
polynomial time [18]. This means quantum computers break RSA, a widely used method for
security in data transmission [19].

• Whereas quantum computers break modern security protocols as RSA, quantum computers
allow for new ways of key distribution. These new key distribution protocols are secure, as it
is not possible to copy the information without the receiver noticing it [20].

• Quantum computers can simulate more complex dynamics than classical computers. This
enables quantum field theories to be tested. It is widely believed that a classical computer
can not simulate a quantum computer, which would imply that a quantum computer can
perform significantly more complex simulations than a classical one [21], [22].

With this, the reader has an idea as to why quantum computers are much more powerful than
classical computers. Quantum computers are however, not yet widely used today. This is because
quantum computers are hard to make, having a good and reliable qubit is hard. Potential systems
that can serve as qubits need to satisfy the following conditions:

• The qubit can assume two different states. This is needed for computation.

• These states are at most weakly coupled to other states, otherwise the information is lost on
small timescales. If the coupling is weak, the qubits will be reliable over a long time span.

• It must be possible to switch and measure the state of the qubit in order to encode information.

• The objective is too have as less dissipation as possible, a primary objective is too have at
least less dissipation than a classical computer.

These conditions are very hard to meet. Over the years many systems have been proposed to serve
as qubits, such as the helicity of photons, the electron spin, the nuclear spin, quantum dots, and
also Josephson junctions with Majorana particles. Here, we pursue the latter option. In the next
section the Josephson junction and Majorana particles will be introduced, and it will be indicated
why this is a good platform for qubits.
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3.1 Josephson junctions

Superconductors are described by a superconducting energy gap and the order parameter, which
can be interpreted as the number of Cooper pairs. Cooper pairs are the carriers of the supercurrent,
the current that can flow without an applied bias voltage [23]. These concepts will be discussed
in more detail in the discussion of the microscopic theory of superconductivity in section 4. If
a superconductor comes in contact with a material that is not superconducting, these Cooper
pairs can penetrate in this material over a short distance. This has important consequences. If
the non-superconducting material is thin compared to the penetration depth of the Cooper pairs,
and is sandwiched between two superconductors, Cooper pairs may travel between these two
superconductors, in that case we call these superconductors coherent. The structure just described
is called a Josephson junction, named after the scientist who predicted and measured the effects
Josephson junctions [24], [25]. More shortly, Josephson junctions are weak links between two
superconductors. This weak link, in which superconductivity is suppressed, may be a normal
metal, an insulator, or even a superconductor that is not in the superconducting state [23]. In a
Josephson junction there can still be a supercurrent, that is, a current which generates no voltage,
even though there is a non-superconducting material in the junction. The superconductors thus
induce superconductivity in the non-superconducting material. This is called the proximity effect.
In this thesis the proximity effect will be investigated for a special type of Josephson junction, a
Josephson junction with two extra terminals, which are normal metal terminals. The advantage of
these extra terminals is that they can be used to influence the transport properties of the junction.
This will be discussed in section 15.
Josephson junctions are interesting for several reasons. A first reason is that new physics can be
explored, be it in the superconductors itself or in the material that constitutes the weak link. For
that goal, nowadays junctions with all sorts of weak links with special material properties, such
as ferromagnetic material or a topological insulator are investigated [26], [27]. A second reason
is that Josephson junctions can be used in technologies, for example in Squid devices [28], with
which magnetic fields can be measured with high accuracy.

3.2 Majorana particles

Now that Josephson junctions have been introduced, attention will shift to Majorana particles.
The concept of Majorana particles will be explained using relativistic quantum mechanics.
The first equation that is taught in quantum mechanics is the Schrödinger equation. The Schrödinger
equation is a non-relativistic equation, that is, it is only valid in the regime where the velocity is
much smaller than the light velocity c and potential energies are much smaller than the energy mc2

associated with the mass m of the particle. In relativistic systems a different equation is needed.
The relativistic counterpart of the Schrödinger equation is the Dirac equation [29]:

(iγµ∂µ −m)ψ = 0. (3.6)

This equation contains some short hand notation that deserves some explanation. The Einstein
summation convention was used, that is, γµδµ is short for −γ0δ0 +

∑3
i=1 γ

iδi. The function ψ is
the ’wavefunction’, called spinor for the Dirac equation, ∂0 is a time derivative and ∂i, i = 1, 2, 3

are spatial derivatives. The matrices γ0 =

[
1 0
0 −1

]
and for i = 1, 2, 3 γi =

[
0 σi

−σi 0,

]
where σi

are the Pauli matrices:

σ1 =

[
0 1
1 0

]
σ2 =

[
0 −i
i 0

]
σ3 =

[
1 0
0 −1

]
.
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The Dirac equation is thus a equation for spinors with four entries. An important aspect of Dirac’s
equation is that it follows from this equation that every particle has an antiparticle, a particle with
the same mass, but opposite charge and helicity [29].
Examples of antiparticles are the electron and the positron. An interesting question is whether there
are particles that are there own antiparticles. The answer to this question is not yet unambiguously
given. Theoretically this is allowed, as the Italian scientist Majorana has shown [30]. Named after
him, fermions that are their own antiparticle are named Majorana particles or Majorana fermions.
However, up to now no elementary particles have been proven to be Majorana particles, though
there has been debate even in the most recent years on whether neutrino’s might be Majorana
fermions [31], [32].
In this thesis, the possibility of existence of elementary Majorana particles is not of interest.
In condensed matter physics apart from particles, also quasiparticles exist. Quasiparticles are
excitations of a material from the ground state, the lowest energy state, that behave similar
to elementary particles [33]. Also quasiparticles can have antiparticles. The existence of these
antiparticles can be argued very intuitively. At zero temperature, electrons fill the lowest energy
states in a material. This means that there is a level below which all states are occupied, and
above which all states are filled. This level is called the Fermi level. An excitation can be a
particle that is added to the system and occupies one of the unoccupied states above the Fermi
level. However, there is also an excitation if one of the particles present in the ground state, that
is, a particle from below the Fermi level, is removed. The antiparticle of the quasiparticle is then
a quasiparticle that has reversed charge, spin and energy with respect to the Fermi level. For
example, in condensed matter physics, the antiparticle of an electron is a hole. Thus, analogously,
the Majorana quasiparticle can be defined. From the definition of antiparticles of quasiparticles
and Majorana particles, it follows that Majorana quasiparticles must be at the Fermi level, this
will be called the zero energy condition. There is much debate on whether Majorana quasiparticles
have already been observed [34], [35], [36], [37], [38].
With this, Majorana particles and quasiparticles have been introduced. As indicated, elementary
Majorana particles are not of interest. This means that notation can be simplified greatly. In this
thesis, condensed matter physics is studied. Therefore, the term Majorana particle will here refer
to zero-mode Majorana quasiparticles, that is, zero charge particles that have the Fermi energy. In
some literature, particles which do not have zero energy, but do satisfy all other properties to be
a Majorana fermion are also called Majorana fermions. A short comment on the reason for this
convention will be given in the section below in the discussion of Kitaev’s model. This convention
will however not be followed here, because it is of no importance for the rest of this thesis. In case
an elementary Majorana particle or a quasiparticle with non-zero energy is considered this will be
mentioned explicitly.

3.2.1 Realising Majorana fermions

Now that Majorana fermions have been introduced, it will be explained what are suitable platforms
for a Majorana fermion.
Majorana fermions are difficult to realise experimentally. Majorana fermions need to be chargeless.
This is difficult because in most materials the excitations do have a nonzero-charge. There are
however, materials for which some of the excitations have a vanishing charge. A known platform
for such chargeless excitations are superconductors [23]. There are, however, two reasons why
Majorana fermions were not observed in the earliest found superconductors:

• In a conventional superconductor there is spin degeneracy, so antiparticles have opposite spin.
To have Majorana particles, the system should be made effectively spinless, that is, only one
spin degeneracy should be present near the Fermi level.

• The earliest found superconductors have a gap in their energy spectrum, that is, there are no
states at the Fermi level.

The first of these problems can be overcome by applying a magnetic field. By applying a magnetic
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field, particles with opposite spins get vastly different energies, which means that near the Fermi
level, there is only one spin polarisation, and the system behaves effectively spinless. The second,
however, is less trivial. There are ways to overcome this problem:

• Using a special type of superconductors. The superconductors found in the first half of the
twentieth century are nowadays called conventional superconductors or s-wave superconduc-
tors. This last term refers to the isotropy of the state, similar to the notation used in quantum
mechanics [39], and already earlier in chemistry. For a long time, it was assumed that this was
the only type of superconductivity [23]. With the discovery of a superconductor which was
later found not to have an isotropic superconducting potential in 1979 [40] and the discovery
of high temperature superconductivity [41] however, the perspective changed, also other
states are possible, such as p-wave [42], [43] and d-wave [44], [45] superconductors. Those
unconventional superconductors have special properties, for example p-wave superconductors,
for which there is no energy gap in certain directions [46]. P-wave superconductors will play
an important role in this thesis.

• The second option is using the proximity effect that has been introduced above. It is predicted
that in suitable materials this might result in p-wave superconductivity. Also the proximity
effect will play an important role in this thesis. Not only to create platforms for Majorana
fermions, but also for a method to distinguish the p-wave superconductors from s-wave
superconductors.

By now, possible platforms for Majorana particles have been listed. To back the hypothesis that
p-wave superconductors are a good platform, a theoretical model by Kitaev [46] will be revisited.
With this model it was shown that in a theoretical p-wave superconductors Majorana fermions do
indeed exist. This calculation will be briefly reviewed here, as it can also be used to highlight a
property of Majorana fermions very convenient for quantum computing.
The derivation starts with the following Hamilitonian for a chain of L atoms

H =

L−1∑
j=1

−w(a†jaj+1 + a†j+1aj) + ∆ajaj+1 + ∆a†j+1a
†
j −

L∑
j=1

µ(a†jaj −
1

2
). (3.7)

Here, aj is the annihilation operator on site j, a†j the creation operator on site j, ∆ the supercon-
ducting gap, here assumed real, µ the chemical potential, and w the hopping parameter. The term
s in this Hamiltonian can thus be interpreted as follows. The first term represents hopping from
site j + 1 to state j, the second term the reverse direction. The last term presents the energy of a
particle at a certain site, a†jaj is 1 if there is a particle in state j and 0 otherwise. The terms with
∆ are the terms that are responsible for the superconductivity.
The Hamiltonian in equation (3.7) looks complicated, but can be made much more simple. It
is convenient to do a transformation of operators in the Hamiltonian of Kitaev’s model. The
operators c2j−1 = 1

2 (aj + a†j) and c2j = 1
2i (aj − a

†
j) namely satisfy the relation ck = c†k ∀k. They

can thus be interpreted as (not necessarily zero energy) Majorana operators in the sense that the

creation operator c†k equals the annihilation operator ck. Because aj = c2j−1 + ic2j , the c-operators
are also called half fermions in literature. The Hamiltonian can be written in terms of ck as

H =
i

2

L−1∑
j=1

−µc2j−1c2j + (∆ + w)c2jc2j+1 + (∆− w)c2j−2c2j+1. (3.8)

The first term involves only c2j−1 and c2j , which are linear combinations of aj and a†j . This is
thus an interaction that only takes place on site j. This means that it is an energy term, in
correspondence with the representation in a. The other two terms couple fermions on neighbouring
sites, the second term involves c2j , a linear combination of aj and a†j , and c2j+1, a linear combination

of aj+1 and a†j+1, and thus couples sites j and j + 1, the third couples sites j and j − 1.
Now, for computational simplicity, consider the case µ = 0, w = ∆. Then the Hamiltonian reduces

10



to

H = i∆

L−1∑
j=1

c2jc2j+1. (3.9)

The most important aspect of this new Hamiltonian is that c1 and c2L do not appear in the
Hamiltonian, thus c1 and c2L are the desired zero-energy modes in this theoretical model. These
are thus Majorana fermions that would exist at the edges of the chain. With this it has been shown
that Majorana fermions can exist in a p-wave superconductors.
With this however, the derivation is not yet completely done. The derivation above holds for a very
specific set of parameters. If µ or w −∆ is finite, the formalism changes slightly, but it remains
true that near the ends of the wire there are modes of zero energy. A difference is that for finite
µ or w −∆, the localisation is not exact, the fermions are not only found at locations 1 and N ,
the mode decays rather exponentially [46]. Striking here is that c1 and c2L are each located at a
different end of the wire, so they are spatially separated. This is important, as this means that
there is no local interaction possible between the two Majorana fermions, which would give them a
nonzero energy. If the localisation is exact, as in the case of µ = w −∆ = 0, the length of the wire
is of no influence. In all other conditions, the length of the wire should be much larger than the
decay length of the Majorana modes.

3.3 Majorana fermions and quantum computing

Now that Majorana fermions have been introduced, it can be considered what makes them conve-
nient for quantum computing. First, it will be shown that a system with a Majorana particle is a
qubit, afterwards, it will be argued that this is a very robust qubit, following the requirements put
forward in section 3.2.1.
Consider a physical system that can host a Majorana particle, described by γ1 + iγ2L as in the
previous section. Let |0〉 be a groundstate of the system. Then |1〉 = (γ1 + iγ2L) |0〉 is another
state. Because Majorana fermions have no energy, states, |1〉 and |0〉 have the same energy. This
means that also state |1〉 is a ground state of the system. The difference between the two states
is that an electron is added, thus, in one of the two states there is an even number of electrons,
whereas in the other there is an odd number of electrons. It can be concluded that this system
behaves as a two-level system with two levels at the same energy, a qubit [47].
An advantage of a qubit constructed in this way is that a decoherence error can only occur via
interactions that involve two Majorana particles. Because the Majorana particles are well separated,
this is an unlikely event. Thus, quantum computing via Majorana fermions is robust against
decoherence. Moreover, also the zero-energy mode is very robust. Because of the particle-hole
symmetry of the superconductor, a state at energy +E is always accompanied by a state at energy
−E. Because the Majorana-state is only one state (it changes the parity), the only possibility is
that for this state E = −E, that is, E = 0. This means that upon applying an extra interaction,
the Majorana will still exist. This lies at the heart of the generalisation of Kitaev’s model to
nonzero µ and ∆− w discussed in the previous section. The only local ways the Majorana can be
disturbed is if two different Majorana fermions can interact, in which case there is a, usually very
small, energy splitting [47].
Now suppose there is an energy gap for excitations, which is the case in superconductors. Then at
low temperatures there is only a very small coupling to other states. This means that there is also
only a small decoherence due to these other states.
Thus, it has been shown that Majorana fermions satisfy many of the conditions for potential qubits
listed in section 3.2.1. What has not been discussed so far is the third of these conditions, whether
the state of the system can be switched and measured. Switching and measuring the state of a
Majorana-based qubit is harder than in some other proposals for quantum computers [48], but it
has been shown that it can be done. The switching even has an additional property that might be
useful in computations. Namely, interchanging the Majorana fermions is non-commutative. In this
context, this means that when encirling one Majorana fermion with another one, the initial state is
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different from the final state. This means that a process is possible that is called braiding. In this
thesis, braiding will not be discussed any further, interested readers are referred to [48].

By now, the importance of the development of quantum computers has been discussed, and it has
been indicated that unconventional superconductivity and/or the proximity effect are a promising
way to create qubits for the quantum computer. In this thesis, the proximity effect is considered
in a Josephson junction in the so-called VT geometry, a geometry with extra terminals that
will proof convenient in the later parts of this thesis. In the coming sections first the theory of
superconductivity will be briefly reviewed and applied to the geometry under consideration.
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4 Formalism

In this section the theoretical foundation for the equations used in the rest of this thesis will be
laid. There will be two main topics of interest. The first is the phenomenon of superconductivity
and the microscopic theory to explain it, to which a short introduction is given in sections 4.1 and
4.2. The second topic is the concept of non-equilibrium Green’s functions, which is discussed in
the subsequent subsections. The Green’s function technique will be adopted to the models that
will be motivated in section 5, of which the Usadel equations are central to this thesis.

4.1 BCS theory

Ever since in 1911 Kamerlingh Onnes discovered superconductivity in his laboratory in Leiden
[49], the subject has got much attention. In the first half of the twentieth century mainly
phenomenological theories where developed [50], [51]. A microscopic theory did not emerge
until the late 1950s. This theory is the BCS-theory, which is nowadays still used to explain
superconductivity. A short introduction to BCS theory will be given in this section. Here, the
main are to introduce terminology often used in superconductivity and to make the reader familiar
with the concepts used in the theory. For further background material, the reader is referred to
[23], [33], [52], [53] and [54].

An important step to a microscopic theory was the work of Leon Cooper [55]. He showed that an
effectively attractive interaction between electrons leads to bound states of two electrons, regardless
of the strength of the attractive interaction [55]. The two electrons form a pair, now called a
Cooper pair [23]. In 1957 Cooper, together with John Bardeen and Robert Schrieffer, developed a
microscopic theory of superconductivity, called the BCS-theory [56], [57]. This theory rests on two
main independent ingredients to come to a theory of superconductivity:

• The result obtained the year before by Cooper [55].

• The theory of Fröhlich [58] that was developed a few years earlier. In this theory two electrons
are considered, one in state 1 with energy ε1, the other in state 2 with energy ε2. Fröhlich’s
theory shows that if the energy difference |ε1 − ε2| of two states 1 and 2 is less than Planck’s
constant times the frequency of a possible lattice phonon, exchange of this phonon between
the two electrons leads to an attractive interaction.

The BCS theory used Fröhlich’s theory to account for the attractive interaction between electrons
that is required in Cooper’s theory. Combining the two results, the potential proposed in the BCS
theory is

Vkk′ =

{
−V |εk − εk′ | < ~ωD
0 |εk − εk′ | > ~ωD,

(4.1)

where εk denotes the energy of an electron with wavenumber ~k, ωD is the Debye frequency, that is,
maximum frequency of phonons carried by the underlying lattice, and thus the maximum frequency
for which the phonon interaction renders the total potential effectively attractive according to
Fröhlich’s model [58]. The attraction has strength V . This parameter varies from material to
material, and determines whether a material is a superconductor.
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~ωD

EF

Figure 1: Illustration of superconductivity. The filled circle represents all states occupied in
occupied, that is, with energy below EF . The dotted circles indicate the electrons for which there
is attraction, in a energy range ~ωD � EF .

Next to the attractive interaction predicted by Fröhlich, there is also a repulsive electron-electron
interaction, the Coulomb repulsion [59]. If V is small compared to the strength of these repulsive
interactions, the attraction from Fröhlich’s model is overcome by repulsive electron-electron
interactions, and the material does not show superconductivity. If V is large compared to the
strength of repulsive interactions, the material is a superconductor, and V controls the size of the
superconducting gap. The strength of the Coulomb repulsion depends on the free electron density
[54]. A larger electron density means a larger Coulomb repulsion. Thus, superconductors tend to
have a low free electron density, and are generally bad conductors in the normal state [54].
Next to this, following [55], it was assumed that electrons form pairs in the ground state. The
ground state and energy excitations of interacting electron pairs in a lattice can be calculated from
the proposed potential (4.1) and occupancy rule. Here, a short description of such calculation
will be given, following [23]. For simplicity of calculation, the repulsive interactions are ignored.
First, a bit of terminology needs to be introduced. In the following sections, knowledge of quantum
mechanics, on the level of the first few chapters of [39], is assumed. The terminology will also play
a role in later stages. The term state can refer to two different concepts. There are the single
particle states, that can either be occupied or not occupied. Then there is the system state, that
describes which states are occupied and which states are unoccupied. The ground state is the
lowest energy state, in which all single particle state below a given energy, called the Fermi energy,
are occupied, whereas all single particle states above the Fermi energy are unoccupied. This is the
system state assumed at zero temperature.
Now denote system states in which all single particle states have an occupation probability 0 or
1 as occupation states. In general, the state of the system consists of a superposition of those
occupation states. Using Cooper’s argument [55], state ~k can only be occupied if state −~k is
occupied. Following the notation of [23], denote the amplitude of states (k,−k) by vk. The
occupation probability is then v2

k, the probability that the states are not occupied is u2
k = 1− v2

k.
If the energy of the single particle state is εk, than occupation of states (k,−k) contributes 2εkv

2
k

to the energy of the system. The factor of 2 arises here because both single particle state k and
single particle state −k contribute. Their energy is the same as there is no angular dependence in
the system, the energy of a state only depends on the magnitude of k. The interaction V couples
states in which (k,−k) is occupied and (k′,−k′) is not occupied with states for which the reverse
holds true. These terms thus give a contribution (ukvk′)Vkk′(vkuk′). In conclusion, the energy of
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the system can be written as

Es =
∑
k

2εkv
2
k +

∑
k,k′

Vkk′vk′ukvkuk′ . (4.2)

In the expression of the summand the first term is the energy of the electron that it would have
if the attractive interaction were not present. The second term represents the energy due to the
interaction.
This expression can subsequently be minimised [23] to find that in the ground state

v2
k =

1

2

(
1− εk√

ε2k + ∆2

)
, (4.3)

where ∆ = V
∑
k vkuk is the so-called superconducting potential of the superconductor [23]. The

importance of this formula is that vk is neither 0 nor 1. This is in contrast to normal metals, in
which single states are either occupied, or not-occupied in the ground state.
Bardeen, Cooper and Schrieffer found that any excitation from this ground state has an energy of
at least 2∆. This implies the existence of a gap [57]. The factor 2 arises here because the excitation
breaks up a pair of electrons, the energy per electron is thus ∆ for the smallest energy excitation.
This means that there is a nonzero energy barrier for scattering. Thus, this theory explains the
absence of low energy scattering which would otherwise give rise to resistance in a normal metal.
The excitations were given an interpretation as quasiparticles, that is, quantities that behave very
similar to elementary particles, by Bogoliubov [60]. This means that the underlying theory of
quasiparticles [33] can be used for superconductivity.

4.2 Unconventional superconductivity

In section 3.2.1 it was noted that there exists conventional and unconventional superconductivity.
Here, ‘conventional’ superconductivity refers to superconductivity as described by BCS theory
in which phonon exchange induces an effective attracting potential between pairs of interacting
electrons.
As can be understood from equation (4.1), the BCS-theory assumes that the superconducting
interactions are isotropic. In the 1960s this described all known superconductors, except small
corrections due to non-isotropic crystal structures. However, in 1979 a superconductor was
discovered which was later found not to have an isotropic superconducting potential [40]. A few
years later, high temperature superconductors were discovered [41], of which many, such as the
famous YBCO material, are not isotropic either [61]. Apart from superconductors with an isotropic
potential, nowadays called conventional or s-wave superconductors, also other types were found or
predicted to exist. These are labelled analogously to the different angular momentum states of an
H atom: s,p,d,f ... A two-dimensional illustration is shown for s-wave and p-wave superconductors
in figure 2. For d-wave superconductors a conclusive confirmation of existence was presented in
[44]. Such confirmation is not available for possible p-wave superconductors. There are indications
that Sr2RuO4 is a p-wave superconductor [62]. However, the evidence is not conclusive and there
is debate on the nature of superconductivity in this material [43], [63], [42], [64]. Even though the
attractive interaction in unconventional superconductors is not attributed to interactions via the
exchange of phonons, as in Fröhlich’s theory, the description of unconventional superconductors
does not differ greatly from the description of conventional superconductors. In fact, only the
potential Vk,k′ in equation (4.1) is proposed to be direction dependent. With this extension, the
analysis can proceed largely as for conventional superconductors with technical developments in
the theoretical analysis that involve the systematic use of Green’s function formalism. This aspect
will be addressed next.
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Figure 2: A two dimensional illustration of the pair potentials of s-wave (left) and p-wave
(right) superconductors. For s-wave superconductors, the pair potential is isotropic, for p-wave
superconductors, the pair potential has a strong angle dependence, ∆ = ∆0 cosφ, where φ is
the angle made with a horizontal line. Colour coding has been used to indicate the sign of ∆.
Note that a negative sign of ∆ does not mean there is repulsion instead of attraction. Namely,
∆ = V

∑
k vkuk, that is, the sign of ∆ also depends on the sign of

∑
k vkuk. It is this latter

quantity that is negative if ∆ is negative.

4.3 Green’s functions

Now that the theory of superconductivity has been discussed, the second main topic of this
section will be introduced, that is, the concept of Green’s functions. First the concept of Green’s
functions in its own right will be discussed. In the next subsection the application to problems in
superconductivity will be discussed, using so-called non-equilibrium Green’s functions. The latter
are needed for the description of transport problems. For further information on the use of the
Green’s function technique in physical problems, the interested reader is referred to [33].
Green’s functions can be used to define a solution method for quite general partial differential
equations. As such, these functions can be used for Hamiltonian systems. Given a Hamiltonian
H, a Green’s function G(r, r′), where r = (t, x) contains both temporal and spatial coordinates,
satisfies the equation

HG(r, r′) = δ(r − r′), (4.4)

where E ∈ R is a scalar that is interpreted as the energy of the system. The Green’s function can
thus be interpreted as a generalisation of the impulse response of a system. If the Green’s function
of the system is known than equations of the form

Hu = F, (4.5)

can be solved via

u =

∫
G(r, r′)F (r′)dr′. (4.6)

This is not the only convenient aspect of Green’s functions. From a Green’s function also physical
quantities, such as the density of states can be extracted. It is this latter use of Green’s functions
that will be important in the coming sections.
For a given Hamiltonian the Green’s function is not uniquely defined, there is redundancy. In case
of electronic systems the Green’s functions of interest are the retarded Green’s function GR and
the advanced Green’s function GA, which satisfy

HGR,A = δ(r − r′). (4.7)

Next to this, also the electron correlation function G< and the hole correlation function G>, which
satisfy

HG>,< = 0, (4.8)
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are often used to extract physical quantities. These four functions can be expressed as:

GR(r, r′) =

{
−i(〈Ψ(r)Ψ†(r′)〉+ 〈Ψ†(r′)Ψ(r)〉) t > t′

0 t < t′
. (4.9)

GA(r, r′) =

{
i(〈Ψ(r′)Ψ†(r)〉+ 〈Ψ†(r′)Ψ(r)〉) t > t′

0 t < t′
. (4.10)

G<(r, r′) = i〈Ψ†(r′)Ψ(r)〉. (4.11)

G>(r, r′) = −i〈Ψ(r)Ψ†(r′)〉. (4.12)

In this expression Ψ is the electron annihilation operator, while Ψ† is the electron creation operator
[2], the Hermitian conjugate of the annihilation operator. The notation 〈...〉 is used to denote
expectation values. This ensures that the Green’s functions are functions, not operators.

4.4 Green’s functions in superconductivity

In this section the application of Green’s functions to superconductivity will be explained. This
description is based on the theory presented in [2], [3]. The notation used in these articles is closely
followed.
The idea to use Green’s functions to solve problems in BCS theory is due to Gorkov [65]. In
superconductivity the Green’s function technique is slightly modified to describe the correlation
of the Cooper pairs, the electrons paired via Cooper’s interaction. In BCS-theory, there is a

relation between the occupation of a state with momentum ~~k and spin up
∣∣∣~k ↑〉 and the state

with momentum −~~k and spin down
∣∣∣−~k ↓〉. In real materials, the eigenstates of the Hamiltonian

are not necessarily momentum states. However, there is still a strong correlation between pairs of
electrons. Therefore, in Green’s functions in superconductivity, instead of using a single particle

wavefunction Ψ, the vector-valued two particle function, called the Nambu spinor [23] Ψ =

[
ψk↑
ψ†−k↓

]
is used. Here, ψ↑ is used to denote the annihilation operator of an electron with spin up, ψ†↓ a
creation operator of an electron with spin up. Here, often the electron-hole correspondence is used.
The creation operator of an electron, is the annihilation operator of a hole. Thus, one could say
that Ψ contains two annihilation operators, one for an electron with spin up and momentum ~k,
one for a hole with spin down and momentum −~k. Note here that an electron with momentum
~k and a hole with momentum −~k have opposite charge, and opposite velocity, they have thus
the same current contribution.
Similar, to the case discussed in the previous section, Ψ is called an annihilation operator, and
Ψ† a creation operator. The space of these Nambu spinors is called Nambu space. Instead of a
C-valued, the equilibrium Green’s function used for superconductivity is thus C2×2-valued [23],
[33], [2]. The function is represented in position space rather than momentum space:

G(x, x′) = 〈TΨ(x)Ψ†(x′)〉 =

[
〈Tψ↑(x)ψ†↑(x

′)〉 〈Tψ↑(x)ψ↓(x
′)〉

−〈Tψ†↓(x)ψ†↑(x
′)〉 −〈Tψ†↓(x)ψ↓(x

′)〉

]
. (4.13)

Analogous with the single-particle Green’s function, this Green’s function satisfies HG = Iδ(r− r′),
where I is the identity matrix. The minus signs on the lower entries are in place because the first
entry contains an electron creation / hole annihilation operator rather than an electron annihilation
operator [3]. Here T denotes the time-ordering operator, that ensures that time is increasing from
right to left. Thus, due to the time-ordering operator, operators at earlier times are applied first.
The space of possible outcomes is called the Gorkov-Nambu space. The diagonal entries are the
single-particle Green’s functions , however, the off-diagonal entries are different. These are called
the pair amplitudes. This is most easily viewed in momentum space, 〈ψk↑ψ−k↓〉. In previous
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sections, it was indicated that pairs of single particle states are occupied with a probability uk
that is neither 0 nor 1 at zero temperature. This is in contrast with a normal system state, in
which all single particle states below the Fermi level are occupied with probability 1, and all
those above the Fermi level are occupied with probability 0 at zero temperature. System states in
which levels are either occupied with probability 1 or with probability 0 are labelled Ψ̃1, ..., Ψ̃n.
These will be called occupation states. These occupation states are all orthogonal, that is, their
inner product vanishes. The system state in a normal metal is Ψ̃N = Ψ̃i for some i ∈ 1, .., n,
the superconducting system state will be described by ˜ΨSC =

∑n
j=1 αjΨj , where αj are nonzero

constants. If now the annihilation operator ψk↑ψ−k↓ is applied to these system states, all system
states in which the pair is not present will be sent to the zero vector, all system states in which
the pair is present will be sent to a system state in which the pair is not present. Thus, for each

individual occupation state i, it holds that
〈

Ψ̃i

∣∣∣ψk↑ψ−k↓Ψ̃i

〉
= 0. This immediately implies that〈

Ψ̃N
∣∣∣ψk↑ψ−k↓Ψ̃N

〉
= 0. However, for the superconductor we have a sum over occupation states,

and ψk↑ψ−k↓Ψ̃i will be included in the sum. Thus, for normal metals,
〈

Ψ̃N
∣∣∣ψk↑ψ−k↓Ψ̃N

〉
vanishes,

whereas for superconductors the quantity will be nonzero.

4.4.1 Non-equilibrium Green’s functions

The Green’s function technique described in the previous paragraphs is suited well for the description
of systems that are in equilibrium. From the Green’s functions the density of states, that is, the
density of available levels for electrons in energy space, and the spectral supercurrent, that is, the
dissipationless current carried by the levels if they are occupied, can be calculated. In equilibrium,
the occupation of the levels is given by the Fermi-Dirac distribution, and the description of the
system is thus complete. However, in non-equilibrium systems, the occupation of levels is not
given by the Fermi-Dirac distribution, and therefore, transport can not be described within the
equilibrium Green’s function technique. In Josephson junctions, also transport should be described.
To obtain a kinetic equation, that is, an equation that describes transport, the non-equilibrium
Green’s function technique is used [3], [66]. In the equilibrium Green’s function there is one definite
time ordering. In the non-equilibrium Green’s function also other time orderings are considered. In
this way, also charge and current can be calculated [2], [3]. The non-equilibrium Green’s function
can be introduced as [3]

G =

[
Gαα Gαβ

Gβα Gββ

]
, (4.14)

where

Gαα = −i〈TΨ(r)Ψ†(r′)〉. (4.15)

Gαβ = i〈Ψ†(r′)Ψ(r)〉 = G<. (4.16)

Gβα = −i〈Ψ(r)Ψ†(r′)〉 = G>. (4.17)

Gββ = −i〈T̃Ψ(r)Ψ†(r′)〉. (4.18)

Apart from the time ordering discussed previously, here also T̃ , the opposite time ordering operator
is used. The operator T̃ places the earliest time to the left instead of the right. The two off-diagonal
elements have no time-ordering operators This Green’s function satisfies[

H 0
0 H

]
G =

[
1 0
0 1

]
, (4.19)

as follows from equations (4.7) and (4.8). The non-equilibrium Green’s function listed above
contains four components. However, there is a linear transformation possible such that one of
the four blocks becomes zero [66], [3]. This linear transformation transforms the non-equilibrium
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Green’s function into

G =

[
GR GK

0 GA

]
(4.20)

where, as defined above [2],[3]:

GR(r, r′) =

{
−i(〈Ψ(r)Ψ†(r′)〉+ 〈Ψ†(r′)Ψ(r)〉) t > t′

0 t < t′
. (4.21)

GA(r, r′) =

{
i(〈Ψ(r′)Ψ†(r)〉+ 〈Ψ†(r′)Ψ(r)〉) t > t′

0 t < t′
. (4.22)

GK(r.r′) = i(〈Ψ†(r′)Ψ(r)〉 − 〈Ψ(r)Ψ†(r′)〉) (4.23)

The diagonal elements of the matrix are the equilibrium Green’s functions and contain information
on the total density of states. However, a new function appears,

GK = G> +G<, (4.24)

which is called the Keldysh Green’s function [2]. Note that the Keldysh Green’s function is only a
component of a Green’s function, by itself it is notably not a Green’s function, it rather satisfies
HGK = 0. This follows from equation (4.8).
The Keldysh Green’s function is important in the description of the transport properties of the
system. Specifically, from GR and GA only the total density of states can be extracted, to which
the contributions of both electrons and holes is added. Moreover, in GK = G> + G< = i <
Ψ†(r′)Ψ(r) > −i < Ψ(r)Ψ†(r′) >, the contributions of electrons and holes are subtracted. Thus,
GK measures the total charge, while GKvF is an indication of flow of charge, where vF is the
Fermi velocity.

4.4.2 Non-equilibrium Green’s functions in superconductivity

Now that non-equilibrium Green’s functions and superconductivity have been described, the two
concepts can be combined for the description of Josephson junctions. The resulting non-equilibrium
Green’s function is C4×4-valued,

G(r, r′) =

[
GR(x, x) GK(x, x)

0 GA(r, r′)

]
(4.25)

GX ∈ C2×2 X = R,A,K, (4.26)

where r = (t, x) and r′ = (t′, x′) consist of both spatial and temporal coordinates [3]. A partial
differential equation for the non-equilibrium Green’s function in superconductivity is obtained, in
the form of the Gorkov equation of motion [65] [2], [53], based on the Gorkov Hamiltonian. The
Gorkov Hamiltonian is based on the principles laid out in this section, but contains a few more
terms, which will be explained below. The Gorkov equations of motion read [2], [3]:((

iτ3
∂

∂t
+

1

2m
(
∂

∂x
)2 − eφ(r) + µ

)
δ(r − s)− ∆̂(r, s)− Σ(r, s)

)
~G(s, r′) = δ(r − r′)

(4.27)

G(r, s) ~

((
iτ3

∂

∂t
+

1

2m
(
∂

∂x
)2 − eφ(r) + µ

)
δ(s− r′)− ∆̂(s, r′)− Σ(s, r′)

)
= δ(r − r′)

(4.28)

This equation deserves some explanation. First of all, there is the symbol ~. This symbol represents
a convolution, that is, if k and l are two functions

k ~ l(r, r′) =

∫
k(r, s)l(s, r′)ds. (4.29)

19



If an operator is involved in the equation, it should be applied to the first argument if it is applied
from the left, and on the second if it is applied from the right. Thus, in equation (4.27), the

temporal derivative means ∂G(r,r′)
∂t , in equation (4.28) the temporal derivative is ∂G(r,r′)

∂t′ .

The term ∆̂(r, r′) =

[
0 ∆

∆∗ 0

]
δ(r− r′), where ∆ is the superconducting potential as introduced in

the previous section, describes the attraction that leads to superconductivity. Lastly, there is the
term Σ(r, r′). This is the material specific self-energy due to scattering events. In the previous
subsection the focus was on the attractive interaction by Cooper, but in a real material the Cooper
interaction is not the only interaction that plays a role. All other interactions are grouped together
in the self-energy. A discussion of this latter quantity will follow in section 5.1.1. Equations (4.27)
and (4.28) can be subtracted from each other. This yields

[

((
iτ3

∂

∂t
+

1

2m
(
∂

∂r
)2 − eφ(r) + µ

)
δ(r − s)− ∆̂(r, s)− Σ(r, s)

)
, G(s, r′)]− = 0, (4.30)

where the notation [ ]− is shorthand notation for the left hand side of equation (4.27) subtracted
by the left hand side of equation (4.28). The spatial derivative term can be written explicitly as

[
∂

∂r
,G(r1, r2)] =

∂G

∂r1
− ∂G

∂r2
. (4.31)

This new equation does not have the exact same set of solutions as equations (4.27) and (4.28).
If G is a solution of equations (4.27), (4.28), (4.30), then also αG is a solution of (4.30) for all
α ∈ C, but a solution of (4.27) and (4.28) only for one specific value of α. Thus, a normalisation
condition is needed when using (4.30). The value of α to be used will be explained in the next
section. There, a normalisation for a quantity related to the Green’s function is introduced. Also
this quantity needs a normalisation and it is convenient to derive the two normalisations together.
This normalisation is based on the known solution in bulk superconductivity in equilibrium [2],
[65], [67].

With the Green’s function technique the density of states, the (1, 1)-element of GR, can be calculated.
Moreover, the supercurrent, the current that can flow at zero voltage can be calculated [2], [3]:

j = −eN0

∫
dETr〈vF τ3GK〉. (4.32)

Here, the notation 〈〉 is meant to denote an angular average, vF is the Fermi velocity and GK

is the Keldysh component. The third Pauli matrix is denoted by τ3. It appears because of the
minus-sign in the lower row in equation (4.13).
With this, the formalism has been introduced, and relevant quantities have been defined. However,
it is not convenient to solve the Gorkov equation as it is stated in equation (4.30), it involves
convolutions over both time and space. Rather, in the description of the problem under consideration
here, transport in a four terminal junction, some approximations can be made. These will be
introduced in the following section, leading to the more accessible Usadel formulation. The reason
for this is that the Gorkov equations are hard to solve, and the simplified Usadel equations are a
description that is good enough for the purpose of this thesis.
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5 Approximations

In the previous sections superconductivity and Green’s function theory have been introduced. As
the Gorkov equation is very demanding computationally, and the level of detail provided by this
equation not always required, we look into simplifying assumptions for transport in the diffusive,
also called ‘dirty’, regime on which we focus in this work. There are two main approximations,

• The quasiclassical approximation, which reduces the Gorkov equations to the Eilenberger
equations, developed independently by Eilenberger [68] and Larkin and Ovchinnikov [69].

• The dirty limit approximation, which reduces the Eilenberger equation to the Usadel equation,
derived by Usadel [70], which is the main model for the work presented here.

The quasiclassical approximation is a well-known approximation form solid state physics [59],
and gives an accurate enough [2], [3], though much less computational demanding, description of
systems such as the system of interest here.
The dirty limit approximation is made because the junction that will be considered in this thesis is
a dirty system, in which the Usadel equation is sufficient to describe the system.

5.1 From Gorkov to Eilenberger simplifications

The Gorkov equation (4.30) is a partial differential equation which in principle can be solved
numerically [71], [72]. However, in view of the considerable computational costs and the often
unnecessarily fine level of detail, a different method will be pursued in this thesis. The Gorkov
equations are simplified first using the quasiclassical approximation. There are two reasons to use
the quasiclassical approximation. The first is that solving the Gorkov equations directly was for
a long time considered too hard even for a large computer [68]. Nowadays, the computational
power of computers has improved and there are efforts to solve the Gorkov equations numerically
[71], [72]. The second reason is more compelling. In general ∆

EF
� 1 for superconductors [23],

which means that the effect of superconductivity will be apparent only in a small region around
the Fermi energy, and thus, all momenta will be close to the Fermi momentum. The quasiclassical
approximation comes down to fixing the magnitude of the momentum to be the Fermi momentum.
In many problems in solid state physics in which the Fermi energy is much larger than the energy
of interactions, the quasiclassical approximation is successful in describing the relevant quantities.
The full theory gives small corrections, which are here expected to be of order ∆

EF
[59]. Only very

recently the first superconductor that has a critical temperature Tc at room temperature [73] has
been found, whereas typical Fermi temperatures TF are of the order 104 − 105 K [59], indicating
that ∆

EF
∼ Tc

TF
< 0.01� 1 typically. Thus, the conditions for the quasiclassical approximation are

satisfied.
From a different viewpoint, for mesoscopic scales of the order of several tens of nm to mm, the
very short wavelength physics is not important. If the superconducting coherence length ξ = ~vF

π∆ is

much larger than the Fermi wavelength λF = k−1
F , the wavelength of electrons at the Fermi energy,

oscillations with wavelength on the order of the Fermi-wavelength are completely averaged out in
relevant physical quantities. The condition λF � ξ is equivalent to the condition ∆� EF [23].

An assumption for the quasiclassical approximation is that the parameters describing inputs for the
system do not vary too rapidly, for else these transitions to states far from the Fermi energy would
be possible. Mathematically, this condition is ~ωh

Ef
� 1, where ωh is a characteristic frequency in

the Fourier decomposition of the input such that the power of inputs with higher frequencies are
very small compared to the total input power.
The quasi-classical theory provides a basis to approximate the Gorkov equation by the Eilenberger
formulation of superconductivity [68], [74]. In the coming section, the Eilenberger equations will
be introduced and further simplified to the Usadel equations [70] in the dirty limit. The works of
[2] and [3] will be closely followed.
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5.1.1 Self energy

Before the quasiclassical approximation can be made, an expression for the last term on the left
hand side in equation (4.27) should be found. This term is called the self-energy term. The
self-energy is the contribution to the total energy due to all interactions with other particles that
are not explicitly named in the Hamiltonian. In general, this term can be very complicated and
non-local. In most cases an exact expression for the self-energy in a metal is not known. However,
the most important contribution at low temperatures is the contribution of elastic scattering [3].
Following Fermi’s golden rule the self energy Σ is given by

Σ(p) = NiN0

∫
dξ̃′dΩp′

(2π)3
|V (p̂, p̂′)|2G(p′), (5.1)

where ξ̃′ = εp′ = p′2

2m −µ, µ is the Fermi level, Ni is the number of impurities per unit volume, N0 is

the density of states, p is momentum, the notation p̂ is used to denote the unit vector ~p
|~p| , G is the

Green’s function transformed to momentum coordinate and V is the interaction potential, Fourier
transformed to momentum space. In the so-called Born approximation [3], the self-energy is

Σ =
π

2τ
〈
∫
dξ̃G〉pF . (5.2)

Here τ is the material specific impurity scattering time, defined by

1

τ
= 2πN0Ni

∫
dΩp′

4π
|V (p̂, p̂′))|. (5.3)

The notation 〈...〉pF is used to denote the average over the Fermi surface.

5.1.2 Quasiclassical approximation

Now that the self-energy has been defined, the quasiclassical approximations can be made. The
quasiclassical approximation is rather technical, and will not be discussed in detail here, rather a
short sketch will be given. Interested readers are referred to [2], [3], [68] and [67].
Before the quasiclassical approximation is performed, a suitable transformation will be introduced.
The first step is to replace the variables r, r′, t, t′ by center of mass and difference coordinates
R, ρ, t, τ . Note that in both presentations there is a time coordinate t in literature [2],[3], here this
convention will be followed. Then a Fourier transform is taken with respect to the variables ρ, τ ,
introducing momentum p and energy E. In the Fourier representation, the Gorkov equations read

− p

m
∂RG = [−iEτ3 + ∆̂ +

1

2τ
〈G〉pF , G]. (5.4)

The reader might be used to the idea that the magnitude of momentum and energy are closely

related, for example via E = p2

2m . However, in general, for Green’s functions, one can vary E
and p independently. In the case momentum and energy are closely related, this will appear as a
δ-function.
To understand the reasoning behind the quasiclassical approximation, it should be considered what
the Hamiltonian actually describes. The Hamiltonian describes only those electrons in the highest
occupied levels, close to the Fermi level. The Hamiltonian contains the term ∆, which is only nonzero
in the small region around the Fermi level EF − ~ωD < E < EF + ~ωD, where ωD << EF /~ is the
Debye frequency of the phonons. Also for unconventional superconductors, this term is nonzero only
in a small region around the Fermi level. Thus, the electrons described here occupy a correspondingly
small region in momentum space, that is, Gp(p,E, r, t) =

∫
G(r, r′)eip(r−r

′) ≈ gδ(p− pF ) for some
function g. This function does not depend on the magnitude of the momentum, but it does still
depend on the direction of momentum, and on the other three variables, g = g(r, t, E, vF ). The
quasiclassical approximation now takes this relation to be an exact relation, most often written
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as G = gδ( p
2

2m − µ), where µ is used to denote the Fermi level. The function g is called the

quasiclassical Green’s function. It should not depend on ξ = p2

2m − µ anymore, but still describe
approximately the same system. This is the case if

g(pF , R,E, t) =
i

π

∫
dξG(p,R,E, t). (5.5)

The existence of this integral is non-trivial, distinct approaches to this problem can be found in
[68] and [75]. The microscopic Green’s function can be inserted in equation (5.4). The δ-function
then ensures that all momenta can be evaluated at the Fermi level.

As indicated before, the quasiclassical approximation is to consider all particles at the Fermi level,
that is,

G ≈ gδ(ξ̃), (5.6)

where ξ̃ = p2

2m − µ, with µ being the Fermi level. The equation for the function g is called the

Eilenberger equation. It can be found by integrating equation (5.4) over ξ̃ and then using that G
is very peaked in momentum space, G ≈ gδ(ξ̃) to pull momentum out of the integrals. Note that
the other terms can be pulled out of the integrals without any further approximation as they do
not depend on ξ̃. The resulting Eilenberger equation reads

−vF∂Rg(r, vF , E) = [−iEτ3 + ∆̂ +
1

2τ
〈g(r, vF , E)〉pF , g(r, vF , E)], (5.7)

where vF = pF
m . This equation is much simpler than the Gorkov equation. The Gorkov equation

contained derivatives of four different quantities, here only one spatial derivative remains.

5.1.3 Adiabatic approximation

In general, the expressions in equation (5.7) are Fourier transforms of convolutions as indicated
earlier. For the type of convolution used in the Gorkov equation the Fourier transform does not
give simple products [3]. In quasi-stationary situations however, these extra terms are very small,
and can be neglected from the equation [3]. Many of the problems considered in this thesis are
quasi-stationary. That is, they are not stationary because there is a current flowing, but there is
continuous time translation symmetry, that is, the system does not change under a time translation
t −→ t+a for any a ∈ R. However, for some experiments this does not hold, as is the case for Shapiro
steps [76]. If the voltage varies sufficiently slowly, that is, ω

∆ << 1, the adiabatic approximation can
be used and the static Eilenberger equation can be solved at each time instant. If the oscillations
are much faster, other techniques are needed. These techniques will not be explored in this thesis
since in the systems we consider either oscilations are not present or ω/∆� 1.
In the coming section, the next, and last step in this series of approximations will be taken, that is,
the dirty limit approximation. This will finally lead us to the Usadel equation.

5.2 Normalisation condition

As indicated in the discussion of the Gorkov equation the Green’s function should be equipped with
a normalisation condition. This normalisation condition is g2 = 1, [69], that is, g is a function whose
range lies within the space of matrices in C4×4 that square to the identity. This can be derived in
the adiabatic limit in the case one assumes the Born approximation for the self-energy. Note that
for bulk superconductivity, these assumptions are not too restrictive. For bulk superconductivity,
the derivation of the quasiclassical Green’s function will be presented here, both to validate the
normalisation condition and as a showcase of the application of the quasiclassical approximation
and its subtleties. As indicated before, the convergence of integrals is such a subtlety. Here, it
will be indicated how the integrals can be solved. In the solution method some choices will be
needed. For a background of those choices, the reader is referred to [33], [68], [75]. The derivation
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presented here is based on the work in [53] and the definition of the quasiclassical Green’s function
[2]. The derivation proceeds as follows:
First a Fourier transform is used on Gorkov equation (4.27) for both the temporal and spatial
coordinates. This is possible because in bulk superconductivity the Green’s function should only
depend on the difference coordinates r − r′ [53]. In the adiabatic limit, this yields

(iEτ3 − (
p2

2m
− µ)− (eφ+ Σ)−∆)G = 1, (5.8)

(iEτ3 − ξ − Φ−∆)G = 1, (5.9)

where ξ = p2

2m − µ as in the previous subsection and Φ = eφ+ Σ, where Σ is the self-energy as in
the Born approximation. Thus

G(E, ξ) = (iEτ3 − (ξ + Φ)−∆)−1 (5.10)

=
1

(ξ + Φ)2 + E2 −∆2

[
(ξ + Φ)− iE −∆
−∆∗ (ξ + Φ) + iE

]
. (5.11)

From this it can be calculated that

g(E) =
i

π

∫ ∞
−∞

G(E, ξ)dξ

=
i

π

∫ ∞
−∞

(
1

(ξ + Φ)2 + E2 −∆2

[
(ξ + Φ)− iE −∆
−∆∗ (ξ + Φ) + iE

])
dξ. (5.12)

First consider the case E > ∆. In that case the integrand has no poles on the real axis, and the

integrals can be directly calculated. The term (ξ+Φ)
(ξ+Φ)2+E2−∆2 goes as 1

ξ+Φ for large ξ. The integral

is thus not not converging. However, the principal value can be calculated. A motivation for using
the principal value is that it results by taking a ”high-energy” cutoff [75]. The term is odd, and
thus the principal value will be 0. This leaves us with

g(E) =
i

π

[
−iE −∆
∆ iE

] ∫ ∞
−∞

1

(ξ + Φ)2 + E2 −∆2
dξ

=
i

π

[
−iE −∆
∆ iE

]
1√

E2 −∆2
π

=
1√

E2 −∆2

[
E −i∆
−i∆∗ −E

]
. (5.13)

Note that the integral in this expression does indeed exist because it falls off as 1
ξ2 for large ξ.

Now consider the case E < ∆. In that case the integrand has poles on the real axis and the
integration is harder. indicated earlier. Complex integration theory as in [77] can be used. First
define z = ξ+Ψ√

∆2−E2
. Then the expression for g can be written:

−iπg(E) =
1√

∆2 − E2

∫ ∞
−∞

1

z2 − 1
dz

[
−iE −∆
−∆∗ iE

]
(5.14)

+

∫ ∞
−∞

z

z2 − 1
dz.

[
1 0
0 1.

]
(5.15)

First consider the first of these integrals. As in [77], use the integration contour that consists of the
interval (−ρ, ρ) and the circular arc in the upper half plane, with indented contours at z = −1 and
z = 1. It is convention in Green’s function theory to have the indentation towards the upper half
plane at z = −1 and in the lower half plane at z = 1 [33]. The reader is referred to [33] for elaboration
on this choice. By virtue of lemma 6.1 in [77], the integral over the circular arc vanishes if ρ −→∞.
This means the integral equals −iπRes(−1) + iπRes(1) = πi(limz−→−1− 1

z−1 − limz−→1− 1
z+1 ) = iπ.
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The second term is different. Lemma 6.1 in [77] can not be applied here. However, Jordan’s lemma
can be applied to

∫∞
−∞

z
z2−1e

imzdz for all m > z. The same integration contour can be chosen.
Jordan’s lemma [77] indicates that the integration over the circular arc vanishes as ρ −→∞. The
residues can be calculated, and in this case, they cancel. Thus,

∫∞
−∞

z
z2−1e

imzdz = 0 for all m > z.
This indicates that this term can be ignored. Thus, for E < ∆ the expression for g reads

g(E) =
1√

∆2 − E2

[
−iE −∆
−∆∗ iE

]
. (5.16)

From expressions 5.13 and 5.16 it follows that g(E)2 = 1 for all E. This result, combined with
the result that g2 is constant [69], [74], [67], shows that the normalisation g2 = 1 can be used
throughout the system under consideration.
This can be directly deduced from the Eilenberger equation [78]. Recall that the Eilenberger
equation reads

−vF∇g(r, vF , E) = [−iEτ3 + ∆̂ +
1

2τ
〈g(r, vF , E)〉pF , g(r, vF , E)]. (5.17)

Now, ∇(g2) = g(∇g) + (∇)gg. Substituting this in equation 5.17, one obtains

−vF∇(g2) = −vF g(∇g)− vF (∇)gg (5.18)

= −vF g[−iEτ3 + ∆̂ +
1

2τ
〈g〉pF , g]− vF [−iEτ3 + ∆̂ +

1

2τ
〈g〉pF , g]g (5.19)

= −vF g
(
−iEτ3 + ∆̂ +

1

2τ
〈g〉pF

)
g + vF g

2

(
−iEτ3 + ∆̂ +

1

2τ
〈g〉pF

)
(5.20)

− vF
(
−iEτ3 + ∆̂ +

1

2τ
〈g〉pF

)
g2 + vF g

(
−iEτ3 + ∆̂ +

1

2τ
〈g〉pF

)
g (5.21)

= −vF [

(
−iEτ3 + ∆̂ +

1

2τ
〈g〉pF

)
, g2] (5.22)

But the identity commutes with all matrices. Thus, if g2 = 1, then ∇(g2) = 0. This shows that
g2 = 1 should be used troughout the system.

5.3 Dirty systems: From Eilenberger to Usadel

In this thesis, so-called dirty systems will be considered. In this section the Usadel equation, that
is used to describe dirty superconducting systems [70], is introduced on the basis of the works
presented in [2], [3]. A superconducting system is called dirty if the self-energy due to elastic
scattering is large compared to the superconducting energy gap, that is,

|Σ|
∆
� 1. (5.23)

This condition is equivalent to the more intuitive condition

l

ξ
� 1, (5.24)

where l is the mean free path of the electron and ξ is the superconducting coherence length for
clean systems defined as ξ = ~vF

∆ . That the two conditions are equivalent follows from BCS theory:

∆ =
~vF
πξ

(5.25)

Σ =
1

τ
< G >=

vF
l
< G > (5.26)

Σ

∆
∼

~vF
l

~vF
ξ

=
ξ

l
=

(
l

ξ

)−1

. (5.27)
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This shows that the two conditions are equivalent. In the dirty limit it is often argued that the
Green’s function should be almost isotropic. In fact, frequent scattering effectively ensures angular
averaging, since the direction of electrons changes vary rapidly with time. Quantitatively, this
can be justified following the derivation of [4]. Therefore, an Ansatz for the quasiclassical Green’s
function will be used based on an expansion of the quasiclassical Green’s function in spherical
harmonics.
In the following, the procedure in [2] will be closely followed to derive the Usadel equation. Because
the Green’s function is almost isotropic, it can be approximated well using an expansion in the
lower order spherical harmonics. In fact, keeping only the zeroth and first order terms in this
expansion, g ≈ G0 +G1v̂F where v̂F is a unit vector denoting direction of the momentum, and
G0 and G1 are matrices in C4×4. These are independent of the direction v̂F , and only depend on
position r and energy E.
The normalisation condition implies that 1 = gg = (G0 + G1v̂F )2 = G2

0 + {G0, G1}v̂F + G2
1 [2],

where {G0, G1} is the anticommutator of G0 and G1. Because the Green’s function is almost
isotropic |G1| � |G0| for all r, E, where | | denotes the 2-norm on C4×4. Because |G1| � |G0|,
G2

1 ≈ 0. Thus,

G2
0 ≈ 1 (5.28)

{G0, G1} = 0. (5.29)

Substituting the expansion in equation (5.7), and noting that the angular averaging in the self-energy
term gives precisely G0, it is found that

−vF∂r(G0 + vFG1) = [−iE + ∆ +
1

2τ
G0, G0 + vFG1] (5.30)

The next step is to take an angular average. The terms odd in vF drop out since they average to 0.
The result is

−1

3
v2
F∂r, G1 = [−iE + ∆, G0]. (5.31)

Note that the self-energy term, though even in vF , drops out because [< g >vF ,
1
τ < g >vF ] = 0.

Similarly, when the average is taken after multiplication with vF , only the terms odd in equation
(5.30) remain. Now, in the dirty limit the self energy term is dominant, | 1

2τ < g > | = | 1
2τG0| >>

| − iE + ∆|, which can be used to simplify the right hand side of equation (5.30). The result using
this simplification is

−∂rG0 =
1

2τ
[G0, G1]. (5.32)

Using {G0, G1} = 0 and G2
0 = 1 it follows that

∂rG0 = − 1

2τ
(G0G1 −G1G0) = − 1

2τ
(G0G1 +G0G1) = −1

τ
G0G1 (5.33)

G1 = −τG0∂rG0. (5.34)

Thus, G1 can be expressed in terms of G0 and its derivative. Substituting equation (5.33) into
equation (5.31), and using equation (5.28), the Usadel equation is found:

1

3
v2
F τ∂r(G0∂rG0) = [−iEτ3 + ∆, G0]. (5.35)

G2
0 = 1. (5.36)

It is a second order nonlinear elliptic equation for matrices in C4×4. In literature, it is conventional
to drop the subscript on the isotropic part of the Green’s function. In this thesis this convention
will be followed. It should be kept in mind that when using the Usadel equation G denotes the
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isotropic part of the quasiclassical Green’s function, and not the full Green’s function as used in
the Gorkov equation. To solve the Usadel equation, boundary conditions need to be specified.
Which boundary conditions are to be used depends on the boundaries of the system. These will be
described in later sections. The quantity 1

3v
2
F τ is called the diffusion coefficient and denoted by

D. Using equation (5.33) also equation (4.32) for the supercurrent through the junction can be
rewritten. Because of the appearance of vF i equation (4.32), even terms are averaged to 0 in this
expression. The dominant term is thus the first order term G1 = −τG0∇G0. Now recall that the

non-equilibrium Green’s function has the form G =

[
GR GK

0 GA

]
. From this it follows that

(G∇G)K = GR∇GK +GK∇GA. (5.37)

Inserting this in equation (4.32) it follows that

j =
σN
2

∫
dETr(τ3(GR∇GK +GK∇GA)), (5.38)

where GX , X = R,A,K are now angular averaged Green’s functions and σN = −eN0τ . The
equations presented in this section are the equations that will be used in the rest of this thesis.
However, they are not yet in the form in which they can be solved most easily. This preparation is
what will follow next.

5.4 Parametrisation

The Usadel equation as presented in (5.35) is much simpler than the original Gorkov equation (4.30).
However, it is still a differential equation for a matrix in Keldysh-Nambu space, as introduced
in section 4.1. The equation can be simplified more. In this subsection the θ-parametrisation is
introduced, following the notation from [2].
The structure of the matrices in Keldysh-Nambu is

G =

[
GR GK

0 GA

]
. (5.39)

The first observation is that the equations for the retarded (R) and advanced (A) components are
self-supportive, that is, they can be solved without using the other equations. Even more, the
advanced component can be calculated directly from the results for the retarded component and
vice versa. Thus, only for one of these two components the differential equation needs to be solved.
The equation for the Keldysh component is not self-supportive, the solutions to the retarded
and advanced component are needed. However, it will be found that the resulting equation for
the Keldysh component is actually easier to solve than the equation for the retarded component.
Because of the zero-matrix in the left lower corner in equation (5.39), it is found that

1

3
v2
F τ∂r(G

X∂rG
X) = [−iEτ3 + ∆, GX ]. (5.40)

(GX)2 = 1. (5.41)

for X = R,A. Recall that only one of these equations needs to be calculated directly solved. Thus,
instead of a differential equation for matrices in C4x4, differential equations for matrices in C2x2

can be used. An even simpler representation is possible. The functions GR, GA, are parametrised
as [2]

GX =

[
cosh (θX) sinh (θX)eiχ

X

− sinh (θX)e−iχ
X − cosh (θX)

]
. (5.42)

The advantage of this parametrisation, called the θ-parametrisation, is that equation (5.41) is
automatically satisfied.
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In the following, focus will be on the retarded component, and the superscripts on θ and χ will
be dropped. The advanced Green’s function can be calculated directly from the retarded Green’s
function via GA = −τ3(GR)†τ3. Substituting equation (5.42) into equation (5.40), differential
equations for θ, χ are found:

D
∂θ

∂r2
= −2iE sinh θ +

D

2

∂χ

∂r2
sinh θ. (5.43)

∂

∂r

(
sinh2 (θ)

∂

∂r
χ

)
= 0. (5.44)

Following Suzuki, [79], the Usadel equation was recast in dimensionless form using x −→ x
ξ and

E −→ E
∆0

, where ξ =
√

D
2πTc

, with ∆0 the superconducting potential introduced in section 4 and

Tc the critical temperature in BCS theory, the maximum temperature at which the system is
superconducting [23]. In these units the Usadel equation can be recast as

∂θ

∂r2
= −2iEα sinh θ +

1

2

(
∂χ

∂r

)2

sinh θ,

∂

∂r

(
sinh2 (θ)

∂

∂r
χ

)
= 0, (5.45)

where α = ∆0

2πTc
≈ 0.28 according to BCS theory [57]. This is a natural constant in BCS theory,

that is, it is independent of the material used. These are the equation that will be solved in the
coming sections. In these sections a junction is considered. The normalisation is then done using
∆0 and Tc in the superconducting electrodes.
The Keldysh component of the normalisation condition G2 = 1 is

GRGK +GKGA = 0. (5.46)

This equation is automatically satisfied using the parametrisation [3]:

GK = GRh− hGA (5.47)

h = fL + fT τ3, (5.48)

where fL and fT are called the distribution functions. The Keldysh equation is

∇(DL∇fL) +∇(CL∇fT ) + ImIs∇fT = 0,

∇(DT∇fT ) +∇(CT∇fL) + ImIs∇fL = 0.

(5.49)

The functions DL,T , CL,T and ImIs can be calculated directly from the solutions for the retarded
equation. A derivation of the equations for the Keldysh component and expressions for the terms
DL,T , CL,T and ImIs can be found in appendix B.1. The expressions obtained are

DL = Tr(1−GRGA) = 2 + 2| cosh θ|2 − 2| sinh θ|2 cosh Imχ, (5.50)

DT = Tr(1− τ3GRτ3Ga) = 2 + 2| cosh θ|2 + 2| sinh θ|2 cosh Imχ, (5.51)

CL = Tr(−GRτ3G
A) = −2| sinh θ|2 sinh 2Imχ, (5.52)

CT = −CL, (5.53)

ImIs = Tr
(
τ3(GR∇GR −GA∇GA)

)
= −4Im(sinh2 θ

∂χ

∂x
). (5.54)

Compared to literature [2],[3], the equations presented here contain two extra terms, the CL,T -
terms. These terms arise because in this thesis the parameter χ is allowed to be complex. In many
problems, the imaginary part of the parameter χ can be discarded, and in that case CL,T = 0.
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However, as the results presented in this thesis show, in the junction considered here, Imχ does
not vanish. Equations (5.49) are easier to solve than the equations for the retarded part, because
they are linear in fL and fT . Thus, no iterative scheme is needed.
The equations for the retarded part are two coupled differential equations for scalar-valued functions.
In some cases χ can be inferred to be constant from symmetry, in which case equation (5.43) is a
single differential equation for θ. This equation can be solved if boundary conditions are supplied.
However, in general both equations (5.43) and (5.44) are needed. After the equation is solved, it
is possible to also calculate G1 using equation (5.34), to confirm the consistency of the isotropy
condition |G1| � |G0|.

With this, the equations for the interior of the domain have been specified. For a complete
description of the system, also boundary conditions need to be specified. The boundary conditions
used depend on the geometry of the system under consideration. Therefore, in section 6, the
geometry will first be introduced.
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6 VT Geometry

In the previous sections the Usadel equations and their theoretical foundations have been discussed.
In this section, the theory will be applied to the geometry of a VT junction [80], [81], [82],[83], under
consideration, and the boundary conditions necessary to solve the equations will be introduced.
The resulting Usadel formulation is a bit harder to solve in this geometry than in the standard
SNS geometry. However, this extra effort is justified as the thermal reservoirs will provide an extra
mechanism to adjust the properties of the junction.
The Usadel equation can be implemented for several geometries. In this thesis, the geometries under
consideration are quasi one-dimensional. The geometry that will be studied most in this thesis
is the VT-junction. This junction is named after Volkov and Takayanagi, who have intensively
studied this and similar geometries [80],[81],[82],[83]. A schematic of the VT-junction is shown in
figure 3. The VT-junction is a four terminal junction, with two superconducting terminals and two
normal metal terminals.

Figure 3: Schematic of the VT-junction. Figure adapted from [79] Two superconducting electrodes,
S1 and S2, are connected to a dirty normal metal DN of length L, which is in turn forming
an N ′ − DN − N ′′ junction with the two thermal contacts N ′ and N ′′. The presence of the
superconducting electrodes can induce superconductivity in DN through the proximity effect.

The VT-junction can be seen as an N ′−DN−N ′′ junction in which superconductivity is introduced
using the proximity effect [23]. A quasi one-dimensional normal metal in which transport may
be described in the ‘dirty limit’ dominated by diffusive mechanisms due to impurity scattering,
is sandwiched between two normal metal reservoirs. The proximity effect is induced by two
superconducting electrodes that are attached in the vertical direction. The approximation of these
electrodes within a quasi one-dimensional setting is non-trivial as detailed next.
To incorporate the effect of the superconducting electrodes, the two-dimensional Usadel equation
is considered. The two-dimensional equation reads

∂

∂x

(
G
∂G

∂x

)
+

∂

∂y

(
G
∂G

∂y

)
+ iε[G, τ3] = 0. (6.1)

for the Green’s function G. This equation can be averaged over the y-direction, yielding

1

Ly

∫ Ly

0

∂

∂x

(
G
∂G

∂x

)
dy +

1

Ly

(
G
∂G

∂y
|y=Ly −G

∂G

∂y
|y=0

)
+

iε

Ly

∫ L

0

[G, τ3]dy = 0. (6.2)

Now, the VT-junction is supposed to satisfy
Ly
ξ � 1. Therefore, the y-dependence of the first and

third term in equation (6.2) can be ignored and the equation reads:

∂

∂x

(
G
∂G

∂x

)
+

1

Ly

(
G
∂G

∂y
|y=Ly −G

∂G

∂y
|y=0

)
+ iε[G, τ3] = 0. (6.3)
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This leaves us with an equation similar to the one-dimensional Usadel equation. However, the second
term, which consists of G∂G

∂y evaluated at two positions represents an extra solution-dependent
source term. At y = Ly there is a boundary of the diffusive normal metal with vacuum or air.
Because no current can flow into the air or into the vacuum, G∂G

∂y |y=Ly = 0. For the boundary

term at y = 0 the Tanaka Nazarov boundary conditions will be used [84],[85]:

G
∂G

∂y
= −S(G, y), (6.4)

where S is the Tanaka Nazarov term. This term will be elaborated on in more detail in section 7,
here it suffices to use equation (6.4). All in all, the Usadel equation for the VT -junction is

∂

∂x
G
∂G

∂x
+ iε[G, τ3] + S(G, y)θS(x) = 0, (6.5)

where θS(x) is the indicator function of the superconducting electrodes. To complete the system
of equations, the boundary conditions at the reservoirs need to be specified. In the reservoirs,
the Green’s function should equal the bulk solution for a normal metal, G = 1. For the retarded
equation this imposes the condition

θ(−L/2) = θ(L/2) = 0.

However, this condition leaves the parameter χ free. A boundary condition on χ can be motivated
using that no supercurrent sinh θ ∂χ∂x should flow into the metal reservoir. In fact, there should only
be a supercurrent induced between the two electrodes. A current flowing into the reservoir should
always be a dissipative current. As close to the reservoir θ 6= 0, it must hold ∂χ

∂x = 0 here to have

no supercurrent flowing into the reservoir. But if this hold for all x ∈ (−L2 ,−−L1

2 ) ∪ (L2

2 ,
L
2 ), then

by taking the limit x −→ ±L/2, it is found that

∂χ

∂x
(−L/2) =

∂χ

∂x
(L/2) = 0.

For the Keldysh equation, Dirichlet boundary conditions can be used. In the reservoirs, the
Fermi-Dirac distribution [86], [87], is obeyed, so, according to [88]:

fL(L/2) = fL(−L/2) =
1

2

(
tanh

ε+ V

2T
+ tanh

ε− V
2T

)
and

fT (L/2) = −fT (−L/2) =
1

2

(
tanh

ε+ V

2T
− tanh

ε− V
2T

)
,

where ε is the energy also appearing in the Usadel equation, ±V2 is the dimensionless voltage

V = eṼ
∆ applied to respectively the left and right reservoir and T is the temperature dimensionless

temperature T = kB T̃
∆ . Here e and kB are the electron charge and the Boltzmann constant

respectively. The notation ˜ has been used here to denote the temperature and voltage in SI
units. Here a difference between the VT-junction and a normal SNS-junction is apparent, the
transport through the junction can be manipulated by applying a voltage on the reservoirs. The
normal reservoirs thus provide an extra control that enables to investigate the junction. There
is yet another possibility using the VT-junction. In principle, one could keep the two reservoirs
at different temperatures, and in this way the thermo-electric effect can be investigated for the
different types of superconducting electrodes. However, this does not fit in the current approach,
as the quasiclassical Green’s function cannot describe the thermo-electric effect [67].
With the specification of the geometry, the model of the VT junction is almost complete. What is
left is a specification of the term S. As indicated, this will follow in the coming section.

31



7 Tanaka Nazarov boundary conditions

In this section the S-term in the Usadel equation applied to the VT-junction will be described
using Tanaka Nazarov boundary conditions, developed in [4], [84], [85]. The derivation presented
here closely follows these articles. This will result in equation (7.19), which was used in calculations.

Tanaka Nazarov boundary conditions are based on the solution of the Eilenberger equation
in the region close to the interface, that is, for distances from the interface much smaller than the
coherence length. The theory of Nazarov is used to calculate the current I through an interface.
The boundary condition can then be expressed as

G
∂

∂x
G = −S =

1

γB
I, (7.1)

where γB is a parameter characterising the contact resistance compared to the normal state
resistance of the junction and I is the current through the interface, whose calculation will be
shortly summarised here. The theory was first developed for s-wave superconductors by Nazarov
[4]. This theory will be presented first, thereafter the generalisation to unconventional electrodes is
discussed.
The Nazarov theory can be applied both to the interface between two isotropic superconductors
with different superconducting gaps and to an SN interface in which the superconductor is isotropic.
In the Nazarov theory, the current I is calculated. To calculate this current, the behaviour of
the Green’s function near the interface needs to be considered. Near the interface, the isotropy
condition might break down. Therefore, this approach is based on the solution to the Eilenberger
equation, with which non-isotropic systems can be described. An advantage that comes along with
this is that the solution to the Eilenberger equation consists of left-travelling waves (σ = −) and
right-travelling waves (σ = +). The current can thus be calculated by subtracting the contributions

of these waves. Thus, in matrix representation, if the Green’s function is of the form

[
G+ C1

C2 G−

]
,

where Gσ = 〈Ψ†σΨσ〉, and Ci, i = 1, 2 correspond to correlations between the left-travelling and
right-travelling waves, then the current can be expressed as [4]

I =
∑
n

TrΣG (7.2)

Σ = σδσ,σ′ =

[
1 0
0 −1

]
, (7.3)

where the summand is over the different directions that are possible. Note that this expression is
in accordance with the expression for current in the Usadel equation by virtue of equation (5.34).
In the following section, focus will be on a single mode, and the summand will be dropped.
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σ = + σ = +

σ = − σ = −

G1 g1 g2 = M †g1M G2

∆z � vF τ

Figure 4: Interface region between materials 1 (blue) and 2 (red). The arrows indicate the right-
travelling and left-travelling contributions, labelled by σ. The Green’s function in the bulk of
material 1 is named G1, the Green’s function at the interface in material 1 is named g1. Similar
naming conventions have been used for material 2. At the interfaces, g1 and g2 are related by a
scattering matrix. The theory of Nazarov relates the Green’s functions Gi at a distance far from
the interface compared to scattering length to the interface Green’s functions gi.

The Nazarov approach relates the Green’s functions at the interface to the Green’s functions
at distances far away from the interface compared to the scattering length vF τ . Here τ is the
scattering time, a material parameter, that was noted before to be very small in the dirty limit.
This relation is established by using the defining equation for Green’s functions, HG = δ(r − r′).

Consider an interface between two materials, here called materials 1 and 2 as depicted in figure
4. Far away from the interface between materials 1 and 2 the Green’s functions assume values
G1 and G2, near the interface, the Green’s functions assume values g1 and g2. Their relation is
established using the Eilenberger equation. The Hamiltonian in the dirty system is approximated by

H = σvn
∂
∂z + 〈G〉

τ , as for the dirty limit, that is, small τ , this term dominates the full Hamiltonian
[4]. The Green’s functions at the interface gi are then related to the Green’s functions far away
compared to the mean free path from the interface using this Hamiltonian. This can be used to
calculate the Green’s functions at the interface, from which the current through the interface can
be calculated.
Focus will first be on material 1, the procedure in material 2 is entirely similar. The Green’s
function is decomposed as

G =
∑

n,m,σ,σ′

Gσ,σ
′

n,me
iσpn−iσ′pm , (7.4)

where pn, pm are momentum amplitudes and σ, σ′ = ±1 indicate direction. The parameters n,m
label the mode of the system, they determine the angle made with the interface. This is the
decomposition in right-travelling waves and left-travelling waves mentioned before.
As the Green’s functions G1 and G2 in the region several mean free paths from the interface are
isotropic, there is no σ, σ′ dependence in G1 and G2. However, close to the interface the Green’s
function might depend on σ, σ′. Using the definition of Green’s functions, the Green’s function
Gσ,σ

′

n,m(z, z′) should satisfy

(σvn
∂

∂z
+
〈G〉
τ

)Gσ,σ
′

n,m = iσδ(z − z′)

Gσ,σ
′

n,m(σvn
∂

∂z
− 〈G〉

τ
) = iσδ(z − z′)
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By defining

2iGσ,σ
′

n,m =
1

√
vnvm

gσ,σ
′

n,m +
1

|vn|
σδσ,σ′sign(z − z′), (7.5)

continuous functions gσ,σ
′

n,m are introduced, which satisfy

(σvn
∂

∂z
+
〈G〉
τ

)gσ,σ
′

n,m = 0,

gσ,σ
′

n,m(σvn
∂

∂z
− 〈G〉

τ
) = 0.

This equation can be solved by considering 〈G〉 to be constant, as the superconducting coherence
length ξ is much longer than the scattering length vF τ . The solution to this equation can be
substituted back in equation (7.5). This yields

Gσ,σ
′

n,m(z, z) = P (z)(g1 + ΣzG1)P (−z′), (7.6)

where g1 is the Green’s function at the interface in material 1 and

P (z) = e
z

2vτ (1− ΣG1) + e−
z

2vτ (1 + ΣG1). (7.7)

A relation between gi and Gi can now be found by requiring that Gσ,σ
′

n,m(z, z′) remains finite as

z, z′ −→ −∞. For P (z) the term growing with decreasing z is e−
z

2vτ (1 + ΣG), for P (−z′) the term

growing with decreasing z′ is e
−z′
2vτ (1− ΣG). Using equation (7.6) the appropriate conditions are

(Σ +G1)(Σ− g1) = 0, (7.8)

(Σ + g1)(Σ−G1) = 0, (7.9)

where all terms have been multiplied with Σ.
For material 2, which is also a dirty system, the solution is similar to the solution presented in
equation (7.6), with g1 now replaced by g2. For material 2, Gσ,σ

′

n,m(z, z′) should remain finite as
z, z′ −→∞. This yields the relations

(Σ−G2)(Σ + g2) = 0 (7.10)

(Σ− g2)(Σ +G2) = 0. (7.11)

By now, g1 has been related to G1, and g2 to G2. This describes the evolution within the materials.
The missing link for a description of the interface is now the relation between g1 and g2. The
potential barrier at the interface is represented using a scattering matrix M , which relates the
Green’s functions g1,2 on either side of the interface by g2 = M†g1M . The eigenvalues of this
matrix M are related to the transmission coefficient T , for which the conventional expression is
used:

T =
cosφ2

cosφ2 + z2
, (7.12)

where φ is the angle made by the wave with the interface. With this, G1 has been related to g1, g1

to g2 and g2 to G2. Because G1 and G2 are known, they will be inputs in the boundary conditions,
these relations can be used to calculate the current through the interface.

It is important to note that M is of the form

[
M11 M12

M21 M22

]
, where Mij = mij14×4, that is, the

interface can revert the direction of motion of the particle, but it does not affect the superconducting
correlations and thus does not mix the retarded, advanced and Keldysh components [89]. Because

G1 and G2 are of the form Gi =

[
G̃i 0

0 G̃i

]
, these Green’s functions commute with M . This will
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play an important role in the derivation that follows. A second important relation on M is that
M†ΣM = Σ = MΣM†. This expression reflects current conservation.
If the first line of equation (7.8) is multiplied from the left by M† and from the right by M one
obtains

M†M +M†G1ΣM −M†Σg1M −M†G1g1M = 0, (7.13)

Q+G1Σ− (QΣ +G1)g2 = 0, (7.14)

where Q = M†M . In this step it was used both that G1 and M commute in the second and the
fourth term. That M obeys current conservation, that is, M†ΣM = Σ, and M†Σ = QΣM†, was
used in the second and third terms. Lastly, it was used in the third and fourth term that by the
definition above, g2 = M†g1M .
The first line from equation (7.10) can be multiplied from the left by Q to give

Q−QΣg2 −QG2Σ−QG2g2 = 0. (7.15)

Equations (7.13) and (7.15) can then be combined to give

g2 = (QG2 +G1)−1(2Q+ (G1 −QG2)Σ). (7.16)

Even though only two of the four equations are used to find this solution, it turns out that all four
equations are satisfied [85].
The expression of the current through the interface becomes particularly simple in terms of g1 and
g2. Now recall that the Green’s function gi consists of terms moving to the right (σ = +) and
to the left (σ = −). Those terms with σ = + contribute positively to the current, while those
with σ = − contribute negatively to the current [4]. Now recall that Σ is defined as Σ = σδσ,σ′

Therefore, the current can be expressed as

I = TrΣg1. (7.17)

Because M should satisfy Σ = M†ΣM , it now immediately follows that

I = TrΣg1 = TrΣg2, (7.18)

which shows that current is indeed conserved.
Expression (7.18) can be used in boundary condition (7.1). This results in

I = TrΣg2 = Tr
(
(QG2 +G1)−1(2Q+ (G1 −QG2)Σ)

)
. (7.19)

As noted, the theory of Nazarov is only valid for isotropic materials on both sides of the boundary.
The theory by Nazarov was generalised to the junctions of unconventional superconductors with
normal metals in [84] and [85]. The difference between the theory of non-isotropic materials with
the theory of isotropic materials is that the Green’s function Gi is not any more isotropic, rather we

have Gi =

[
Gi+ 0

0 Gi−

]
. The difference between conventional and unconventional superconductors

is thus that the solution of the equations give different results in the two cases. It was found
however, that equation (7.10) should also hold in this case, although the derivation is slightly
different, using a different Hamiltonian.
Expression 7.19 can be applied to the junction of a superconducting electrode for material 1 and a
normal metal for material 2. In appendix B.4, the resulting equations for the Volkov Takayanagi
junction are derived. The equations are applicable for both s-wave and p-wave superconductors.
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They read

I =[G,B] (7.20)

B =(DR)−1NR (7.21)

DR =
(
−T1nΨG1ΨR−1

p + T1nR
−1
p G1 + 1− T 2

1nΨG1ΨG1

)−1
(7.22)

NR =
(
T1nR

−1
p Rm − T1nR

−1
p + T1nΨG1Ψ

)
(7.23)

BA =− τ3(BR)†τ3 (7.24)

BK =(DR)−1NK − (DR)−1DK(DA)−1NA, (7.25)

DK =− T1nΨR1Ψ(R−1
p hs − hsA−1

p ) + T1nR
−1
p (R1h− hA1)

− T1n(H−1
+ H−G1H

−1
− H+)KA

−1
p + T1n(R−1

p h− hA−1
p )A1

− T 2
1nΨR1Ψ(R1h− hA1)− T 2

1n(H−1
+ H−G1H

−1
− H+)KA1, (7.26)

NK =T1nR
−1
p Rmhs − T1nhsA

−1
p Am − T1nR

−1
p hs

+ T1nhsA
−1
p + T 2

1n(H+H−G1H
−1
− H+)K , (7.27)

H+ =
1

2
(G2+ +G2−) (7.28)

H− =
1

2
(G2+ −G2−), (7.29)

where G1 denotes the Green’s function in the normal metal, G2 the possibly non-isotropic Green’s
function in the superconductor, Rp = (H+)R, Rm = (H−)R, Ap = (H+)A, Am = (H−)A, T1n

has been used for the transparency, h and hs denote the distribution functions in the normal

metal and superconductor, and Ψ =

[
0 eiψ

e−iψ 0

]
, where ψ is the superconducting phase in the

superconductor. The expressions presented here are applicable to unconventional superconductivity
by allowing H−, and they are numerically stable as well if H− = 0 or H− ≈ 0. A derivation of
these expressions, and a discussion on the numerical stability for H− ≈ 0 can be found in appendix
B.4.
If the superconducting phase χ in the normal metal is equal to the superconducting phase in the
superconducting electrode, as is the case in equilibrium, the expression reduces to the expressions
in [4], [90]:

I = 2T (4 + T (G2G1 +G1G2 − 2))−1(G2G1 −G1G2). (7.30)

In the case T << 1 this reduces to the well-known Kupriyanov Luckichev boundary conditions
[91],

I = T (G2G1 −G1G2). (7.31)

With this, the model of the junction is complete. The equations established in the previous sections
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and the appendices can be summarised as follows

∂2θ

∂x2
+ 2iαε sinh θ − 1

2
(
∂χ

∂x
)2 sinh 2θ + SθΘS(x) = 0. (7.32)

∂

∂x

(
sinh2 θ

∂χ

∂x

)
+ SχΘS(x) = 0. (7.33)

∂

∂x

(
DL

∂fL
∂x

)
+

∂

∂x

(
CL

∂fT
∂x

)
+ ImIs

∂fT
∂x

+ Tr(SK) = 0. (7.34)

∂

∂x

(
DT

∂fT
∂x

)
+

∂

∂x

(
CT

∂fL
∂x

)
+ ImIs

∂fL
∂x

+ Tr(τ3S
K) = 0. (7.35)

S =
1

γB
Tr
(
(QGDN (x) +GS)−1(2Q+ (GDN (x)−QGS)Σ)

)
(7.36)

Sθ =
1

2i
SR(1, 1) (7.37)

Sχ =
1

2
e−iχSR(1, 2) +

1

2
eiχSR(2, 1). (7.38)

θ(−L
2

) = θ(
L

2
) = 0. (7.39)

∂χ

∂x
=
∂χ

∂x
= 0. (7.40)

fL(
−L
2

) = fL(
L

2
) =

1

2

(
tanh

ε+ V

2T
+ tanh

ε− V
2T

)
. (7.41)

− fT (
−L
2

) = fT (
L

2
) =

1

2

(
tanh

ε+ V

2T
− tanh

ε− V
2T

)
. (7.42)

Here the notation GDN is used for the Green’s function in the dirty normal metal, which is to be
solved, the notation GS is the given Green’s function in the superconducting electrodes, and the
notation SR, SK is used to denote the retarded and advanced components of the Tanaka Nazarov
term introduced in this section. All equations are presented in dimensionless form, thus, energies
are understood in units of ∆ voltages are measured in units of ∆

e and temperatures in units of ∆
kB

.
Equations (7.32) and (7.33) are the retarded equations that need to be solved with the boundary
conditions at the normal reservoirs (7.39) and (7.40) and the source term due to the superconducting
electrodes described by (7.36), (7.37) and (7.38). The solutions to these equations give the density
of states and the spectral supercurrent.
The Keldysh equation is solved by solving equations (7.34) and (7.35), together with the normal
reservoir boundary conditions (7.41) and (7.42), and the source term (7.36). With the solutions
to these equations give the occupation of levels, and are thus needed for the calculation of transport.

The equations (7.32) to (7.42) were solved using MATLAB. Because some of the equations are
nonlinear, this is not trivial. A discussion of the implementation of the problem in MATLAB is
presented in section 8. The implementation in the code of equations (7.32) to (7.42) is discussed in
appendix B.4.
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8 Application of Usadel

In the previous section a model for the description of the four-terminal junction was developed.
In this section its implementation in MATLAB will be discussed. Because the problem under
consideration is a non-linear problem, an iterative method using linearisation was used to find
solutions to the set of partial differential equations. The Usadel equations (7.32) to (7.42) were
solved for E/∆ ∈ (0, 1.5). First the retarded equation was solved. This was done starting at
E ≈ 1.5∆, where solutions corresponding to a normal metal are a good initial Ansatz, and then for
successively lower energies, using the solution of energy E as an initial Ansatz for energy E − dE.
The bound E = 1.5∆ was chosen as it is well above E = ∆, and higher energies are not expected
to play a big role, based on previous results [90]. An overview of the method used is given in figure
5. In the coming sections, first the linearisation of the equations and an iterative method to solve
the nonlinear equations will be introduced. Afterwards, the discretisation of the problem will be
shortly discussed.

Figure 5: An overview of the iterative scheme of the computation method used to solve the Usadel
equation.

8.1 Linearisation

In this section the implementation of the retarded Usadel equation in MATLAB will be discussed.
The Usadel equation is a nonlinear equation, for which an iterative scheme was used. This scheme
will be explained in this section. For clarity of presentation, the concept will be explained in the
absence of a phase difference. The procedure for non-zero phase differences is entirely similar,
although then two coupled equations are solved.
The parametrised Usadel equation for the V T -junction (5.43) including the boundary term from
equation (6.5) reads

∂2θ

∂x2
+ 2iε sinh θ + S(ε, θ)HS(x) = 0. (8.1)

This is a set of nonlinear partial differential equations indexed by energy ε. The solutions of
different energy are independent. Therefore, in the following, the parameter ε will be fixed, the
main procedure is independent of ε. The nonlinear partial differential equation is solved using an
iterative method. Equation (5.43) can be linearised around an Ansatz to the solution θ0, θ = θ0 +δθ.
Substituting this in equation (5.43) results in

∂2(θ0 + δθ)

∂x2
+ 2iε sinh (θ0 + δθ) + S(ε, θ0 + δθ)HS(x) = 0. (8.2)
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If δθ is small, a Taylor approximation can be used on the second and the third term,

∂2θ0

∂x2
+
∂2δθ

∂x2
+ 2iε sinh θ0 + 2iε cosh θ0δθ + S(ε, θ0)HS(x) +

∂S

∂θ
HS(x)δθ = 0. (8.3)

After rewriting this equation to have only terms involving δθ on the left hand side, the following
equation is obtained.

∂2δθ

∂x2
+

(
2iε cosh θ0 +

∂S

∂θ
HS(x)

)
δθ = −∂

2θ0

∂x2
− 2iε sinh θ0 − S(ε, θ0)HS(x). (8.4)

This is a linear equation that can be solved directly using discretisation of the second derivative
term. After solving for δθ a new approximation of the solution θ1 = θ0 + δθ is found, and the
procedure can be repeated, in the hope that the iteration will converge, that is maxx δθ(x) −→ 0.
Before going to the actual discretisation, a short note on the well-posedness of these equations will
be given.

8.2 Weak solution

When discretising this equation directly, the Heaviside function in the last term is problematic.
This can be solved by integrating the equation once with respect to position on the interval
en = (xn− 1

2
, xn+ 1

2
). The resulting equation after multiplying by 1

a , where a is the length of an
interval ei:

1

a

(
∂δθ

∂x
|x
n+ 1

2

− ∂δθ

∂x
|x
n− 1

2

)
+

2iε

a

∫
en

cosh θ0δθdx+
1

a

∫
en

HS
∂S(ε, θ0)

∂θ
δθdx = (8.5)

−1

a

(
∂θ0

∂x
|x
n+ 1

2

− ∂θ0

∂x
|x
n− 1

2

)
− 2iε

a

∫
en

sinh θ0dx−
1

a

∫
en

S(ε, θ0)Hsdx. (8.6)

Note that any solution to the Usadel equation (5.35) is also a solution to equation (8.5). However,
solutions to the integral equation (8.5) need not have a second derivative everywhere, contrary to
solutions to the partial differential equation. Therefore, solutions to equation (8.5) are called weak
solutions. In the rest of this section, the term solution will always refer to weak solutions, as the
discontinuity of the Heaviside function implies that in general no strong solution exists. This is not
a physical problem, as the Heaviside function is an approximation of the real physical situation,
the Heaviside function reflects that the thickness of the boundary region of the superconducting
electrode with air or vacuum is much smaller than any relevant length scale.

8.3 Discretisation

In this section the discretisation of equation (8.5) will be discussed. Let yi, i = 1...N + 1 be a
partition of the interval (0, L), and let ei = (yi, yi+1), i = 1...N . For small a all averages over the
intervals ei can be well approximated by the function value at the center xi, i = 1...N . For the first
term, a central discretisation is used. This results in equation (8.7), where the shorthand notation
θn = δθ(xn) and (θ0)n = θ0(xn) has been used:

θn+1 + θn−1 − 2θn
a2

+ 2iε(cosh (θ0)n)θn +
∂S(ε, θ0)

∂θ
θn

1

a

∫
en

HS(x)dx =

− (θ0)n+1 + (θ0)n−1 − 2(θ0)n
a2

− 2iε sinh (θ0)n − S(ε, (θ0)n)
1

a

∫
en

HSdx.

(8.7)

This is a linear equation in θ1...n and can be solved using a matrix solver, for instance in MATLAB.
This solution can then be used as a new Ansatz, as displayed in the scheme in figure 5. The
question left over so far, is that of the initialisation. Because for ε >> ∆ the superconductor
resembles a normal metal, it was found convenient to first solve the equation for energies well
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above the gap. In this energy regime the solution has |θ| << 1, so the zero function θ = 0 can be
used for initialisation. Then, when solving the equation for an energy ε− dε, the solution as found
for ε is used as Ansatz in the initialisation. If dε is small, the Ansatz is good, the linearisation
method is found to converge.

8.3.1 Finite element method

The discrete Usadel equation can also be derived using the finite element method. It will be
shown here that the finite element method yields equations that are almost equal to the equations
obtained above. For the derivation, the method described in [92] will be used. Multiplication of
equation (8.4) with a test function φ and integrating over x gives

∫ L

0

(
∂2δθ

∂x2
+

(
2iε cosh (θ0)n +

∂S

∂θ
HS(x)

)
δθ

)
φdx = −

∫ L

0

(
∂2θ0

∂x2
− 2iε sinh θ0 − S(ε, θ0)HS(x)

)
φdx

(8.8)

Now, using the homogeneous essential boundary conditions at x = 0 and x = L the first integral

can be adjusted. Integration by parts then implies that
∫ L

0
∂2δθ
∂x2 φdx = −

∫ L
0

∂δθ
∂x

∂φ
∂xdx. A similar

integration by parts can be applied to the right hand side. Now let {φi}i=1...Nx be the linear

element functions in 1D. Then δθ ≈
∑Nx
i=1 θiφi, where θi = δθ(xi) and θ0 ≈

∑Nx
i=1(θ0)iφi, where

(θ0)i = θ0(xi). Substituting this in equation (8.8) and setting φ = φj yields equations for j = 1...Nx

−
Nx∑
i=1

θi

∫ L

0

∂φi
∂x

∂φj
∂x

dx+
∑
i

θi

∫ L

0

(
2iε cosh

Nx∑
k=1

(θ0)kφk

)
φiφjdx+

∫ L

0

HS(x)
∂S

∂θ

Nx∑
i=1

θiφi)φjdx =

−
Nx∑
i=1

(θ0)i

∫ L

0

∂φi
∂x

∂φj
∂x

dx−
∫ L

0

(
2iε(sinh

Nx∑
i=1

(θ0)iφi)dx+

∫ L

0

HS(x)S(

Nx∑
i=1

θiφi)

)
φjdx

(8.9)

For both the left hand side and the right hand side the first term can be calculated exactly. The
term ∂φi

∂x has support on (xi−1, xi+1), and equals 1
a on the first half on this interval, − 1

a on the
second half of the interval. Thus

∫ L

0

∂φi
∂x

∂φj
∂x

dx =


0 |i− j| > 1

− 1
a |i− j| = 1

2
a i = j.

(8.10)

The first term thus becomes
θj+1+θj−1−2θj

a2 . The second term on the left hand is nonlinear, therefore,
an approximation is needed. The Newton-Cotes rule for a 1D element can be used on each interval.
Only for i = j there is a nonzero contribution, coming only from x = xi, which implies that this
term becomes aθj2iε cosh (θ0)j . The second term on the right can be treated in a similar way,
this yields a2iε sinh (θ0)j . Again, the third term on both sides is different, because HS(x) is not
continuous. On the support of the Heaviside function the function equals 1. Outside this interval,
its contribution is 0. The Newton-Cotes rule can thus be used, but not only on the support of HS .
As the integral over the Heaviside function gives exactly the length of its support, it follows that∫ L

0

HS(x)
∂S

∂θ
φj
∑
i

θiφidx =
θj
2

∂S

∂θ

∫ xj+1

xj−1

HSdx (8.11)

∫ L

0

HS(x)S(
∑
i

θiφi)φjdx =
1

2
S(θj)

∫ xj+1

xj−1

HSdx. (8.12)
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With these expressions the finite element equation can be written as

θj+1 + θj−1 − 2θj
a

+

(
2iεa(cosh (θ0)j) +

1

2

∂S

∂θ

∫ xj+1

xj−1

HS(x)

)
θj

=− (θ0)j+1 + (θ0)j−1 − 2(θ0)j
a

− 2iaε sinh (θ0)j −
1

2
S(θj)

∫ xj+1

xj−1

HSdx.

(8.13)

The equation found here is very similar to equation (8.7). The only difference is that the term∫
en
HSdx =

∫ x
j+ 1

2
x
j− 1

2

HSdx has been replaced by 1
2

∫ xj+1

xj−1
HSdx.

With this, the model for the problem and the implementation have been discussed. In the following
sections, the results of the code will be discussed. In the following sections, the discretisation from
section 8.3 will be used.
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9 Validation

This section will describe verification and validation results of the code developed in the previous
sections. First, known results are reproduced here. This section will be the validation of the code.
New results will be presented in subsequent sections. From section 10 onward, the model will be
used to produce new results, some of which can be compared with analytical approximations to
the problem.

9.1 Code for retarded part

The physical problem at zero phase difference is symmetric upon mirroring x→ −x, the numerical
code should preserve this property. It was found that the code preserves this symmetry.

9.2 Minigap and Thouless energy

In this section it is explained and verified that there are two relevant energy scales in long VT
junctions. Next to the superconducting gap ∆, there is the Thouless energy scale, as observed
before [93], [94]. Moreover, the coherent low energy transport in long junctions mentioned in [95]
will be discussed.

9.2.1 Analytical considerations

Recall that the Usadel equation in the region in between the electrodes reads in absence of a phase
difference

∂2θ

∂x2
+ 2iαε sinh θ = 0. (9.1)

Now, in case the proximity effect is small, that is, |θ| � 1, this can be approximated by

∂2θ

∂x2
+ 2iαεθ = 0. (9.2)

The symmetric solution to this equation reads

θ(x, ε) = θ0(ε)
cosh

√
−2iαεx

cosh
√
−2iαεL2

, (9.3)

where θ0(ε) is the value at the left and right endpoints of the interval under consideration, mainly
determined by the superconducting electrodes. The value of θ0 is thus not expected to have a
strong length dependence.
From this it can be deduced that

θ(0, ε) = θ0
1

cosh
√
−2iαεL2

, (9.4)

which shows that in case
√
εL� 1 the value of θ in the centre of the junction is suppressed by a

complex exponential with
√
εL.

Instead of considering what happens if L is increased, one can also consider the energy dependence
of θ(0). Viewing θ(0) at a fixed L at a fixed position as a function of energy, it should be taken into
account that θ0 is energy dependent. Therefore, the energy dependence is not a simple complex
hyperbolic cosine. However, from the term 1

cosh
√
−2iαεL2

it is clear that εTh ∼ 1
L2 is a relevant

energy scale for the problem.
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In case of a nonzero phase difference the coupled equations should be considered. Again using the
approximation sinhx ≈ x, the equations read

∂2θ

∂x2
+ 2iαεθ − (

∂χ

∂x
)2θ = 0. (9.5)

∂

∂x

(
θ2 ∂χ

∂x

)
= 0. (9.6)

The second of these equations can be written as

θ2 ∂χ

∂x
=
jε
2
, (9.7)

where jε is the position independent spectral supercurrent. Substituting this in the first equation
one obtains

∂2θ

∂x2
+ 2iαεθ − j2

ε

4θ4
θ = 0. (9.8)

Now suppose that the second term completely dominates the third over the entire interval. After
the calculation it will become clear under which assumptions this is a self-consistent approximation.
In this approximation, the solution to the θ-equation is expression (9.3). Substituting this in the
second equation, and considering that the phase difference between the ends of the intervals is ∆ψ,
one finds

∆ψ =

∫ L
2

−L2

∂χ

∂x
dx (9.9)

=

∫ L
2

−L2

jε
2θ2

dx (9.10)

=
jε cosh2

√
2iαεL2

2θ2
0

∫ L
2

−L2

1

cosh2
√

2iαεx
dx. (9.11)

As indicated, this is in the regime
√
εL� 1, so the integration limits can be replaced by ±∞ and

the integral yields a factor 2
√

2iε. Thus, the phase difference and the spectral supercurrent are
related by

jε ≈
∆ψθ2

0

√
−2iαε

cosh2
√

2iαεL2
. (9.12)

From this two main conclusions can be drawn:

• (∂χ∂x )max ≈ jε
2θ(0)2 ≈ ∆ψθ2

0

√
−2iαε

cosh2
√

2iαεL2

cosh2
√

2iαεL2
2θ2

0
= ∆ψ

2

√
−2iαε. Thus, the approximation to

neglect the third term is valid if |2iαε| � (∆ψ
4

√
−2iαε)2, which is equivalent to (∆ψ)2

4 � 1.
This should be taken into account when analysing the results.

• For ∆ψ in the considered regime, the spectral supercurrent is exponentially suppressed at
large εL2.

9.2.2 Code

In Josephson junctions, there are two relevant energy scales, the gap energy ∆ of the superconductor
and the Thouless energy ETh = ~D

L2 [96], [97]. The Thouless energy is, apart from a factor ~,
equal to the inverse of the diffusion time of the system. For short Josephson junctions the induced
minigap in the normal material is of the order of ∆, but in long junctions the induced minigap at
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the centre of the junction is of the order of ETh [98]. This is directly related to the considerations
in section 9.2.1. From the analytical approximations it can be inferred that ETh is the energy
such that for ε >> ETh the argument of the hyperbolic cosine is large, that is, for ε >> ETh the
exponential suppression of θ and jE is significant. To test whether the code reproduces this result
the energy of the peak in the local density of states at the centre of the junction was calculated as
a function of the junction length.This energy will be referred to as the peak energy
The results for L = 8 are shown in figure 6. The figures for other lengths are shown in appendix
A.1. As introduced before, the local density of states ν = cosh θ is the density of states. The
results compare well with the results in [90]. Near the electrodes, at x

L ∈ {
1
8 ,

7
8}, the local density

of states is peaked around E = ∆, as expected from the influence of a superconducting electrode
[53], [23], [52]. Further from the electrodes, the local density of states is maximal at an energy
E < ∆. The length dependence of the peak energy is shown in figure 7a. The energies in this figure
are expressed in units of ∆. For small junction lengths the peak energy is close ∆, as expected.
For large junctions the peak energy drops.

(a) S-wave. (b) P-wave.

Figure 6: The local density of states as a function of position and energy in the VT-junction for
s-wave (left) and p-wave (right) electrodes for a junction length L = 8. In the s-wave electrodes the
Tanaka Nazarov boundary conditions with ∆ = ∆0 were implemented, for the p-wave electrodes
the Tanaka Nazarov boundary conditions with ∆ = ∆0 cosφ was used. For both, the parameters
were set to (γB , z) = (1, 0.2). For p-wave electrodes there is a peak at E = 0 and a dip in the local
density of states at an energy that is a function of position. For s-wave electrodes there is a peak
in the local density of states whose energy is position dependent and satisfies

Epeak

∆ ≈ 1 above the
electrodes. This is in good correspondence with the results in [90]. For clarity of presentation δν
was calculated, so that the zero-point corresponds to a normal state.
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(a) The energy of the peak at the centre of the
junction as a function of the junction length L,
in units of ∆. S-wave superconductors were
used in the calculation of these results.

(b) The energy of the peak at the centre of the
junction as a function of (L−2)−2, in units of ∆
for s-wave superconductors. For long junctions,
the peak energy depends linearly on the inverse
length squared.

Figure 7: The energy of the peak in the density of states at the centre of the junction as a function
of the length of the junction. The s-wave superconducting electrodes have been placed with their
centre one coherence length from the reservoirs, which means that the distance between the centres
of the electrodes is L− 2. The phase difference between the electrodes is set to 0. A linear fit was
used on the results of the longest junctions. This fit corresponds well to the data, showing that in
the long junction limit Epeak ∝ 1

(L−2)2 .

Because the Thouless energy is inversely proportional to (L− 2)2, the peak energy is shown as a
function of (L− 2)−2 in figure 7b, together with a linear fit. Only the results for L ≥ 8 are shown.
In the calculations the boundary parameters were set to (γ, z) = (1, 0.2), for the numerical model
100 spatial grid intervals were used. Calculations were performed for 221 values of E, in the range
E
∆ = (0, 1.5). The linear fit approximates the data well for large L. This means that the code
reproduces the expected results in this respect.

The test was repeated for the case of p-wave electrodes. The local density of states is shown in
appendix A.2. In the case of p-wave electrodes there is a zero energy peak. Thus, instead of the
location of the peak, the energy of the dip Evalley was investigated. The results are shown in figures
8a and 8b. The energy of the dip shows a linear dependence on (L− 2)−2 for large L, as expected.
For small L − 2 the peak is of the order of ∆. The limit as L → 2 is not ∆, but rather a value
E ≈ 3

4∆. This is due to the gap in p-wave superconductors being ∆ cosφ rather than ∆.
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(a) The energy of the dip at the centre of the
junction as a function of the junction length
L, in units of ∆. P-wave electrodes were used
in the calculation of these results.

(b) The energy of the dip at the centre of the
junction as a function of (L− 2)−2, in units of
∆ for p-wave electrodes. For long junctions, the
valley energy depends linearly on the inverse
length squared.

Figure 8: The energy of the dip in the density of states at the centre of the junction. The p-wave
superconducting electrodes have been placed with their centre one coherence length from the
reservoirs, which means that the distance between the centres of the electrodes is L − 2. The
phase difference between the electrodes is set to 0. A linear fit was used on the results of the
longest junctions. This fit corresponds well to the data, showing that in the long junction limit
Evalley ∝ 1

(L−2)2 .

9.3 Code for Keldysh part

For the Keldysh component, the equation in the normal metal ignoring the electrodes is linear.
The main feature of the system is that when no voltage is applied to the system and there is no
phase difference between the electrodes, the current through the junction should be zero. In this
section it will be shown that in case no bias voltage is applied to the reservoirs the solution to the
Keldysh equation of the Usadel equation using the Tanaka Nazarov boundary conditions is

fL(E, x) = fL0(E) (9.13)

fT (E, x) = 0. (9.14)

This shows that the model does indeed satisfy the requested feature, since the latter equation
implies that no dissipative current flows, while the former equation implies that the equilibrium
Fermi-Dirac distribution is attained.
To obtain this result, a lemma is needed. A statement of this lemma was given in [99], [100].
Let X,Y ∈ C4x4 with retarded, Keldysh and advanced components. If there exists h ∈ C2x2 such
that

X =

[
XR XRh− hXA

0 XA

]
, Y =

[
Y R Y Rh− hY A
0 Y A,

]
(9.15)

then

1. (XY )K = (XY )Rh− h(XY )A.

2. (X−1)K = (XR)−1h− h(XA)−1.
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The first statement is proven as follows:

(XY )K = XRY K +XKY A = XRY Rh−XRhY A +XRhY A − hXAY A

= XRY Rh− hXAY A = (XY )Rh− h(XY )A.
(9.16)

The second equation can be found using that the Keldysh component of the identity matrix is
actually 0.

0 = (XX−1)K = XR(X−1)K +XK(X−1)A = XR(X−1)K +XK(XA)−1. (9.17)

From this it follows that

(X−1)K = −(XR)−1XK(XA)−1 = −(XR)−1XRh(XA)−1 + (XR)−1hXA(XA)−1 = (XR)−1h− h(XA)−1.

(9.18)

This proves the lemma.

Now the claim that fL(E, x) = fL0 and fT (E, x) = 0 solves the Keldysh equations can be
proved. Recall from equations (B.33) and (B.34) that the Keldysh equations read

∇(DL∇fL) +∇(CL∇fT ) + ImIs∇fT = 0 + Tr(S),

∇(DT∇fT ) +∇(CT∇fL) + ImIs∇fL + Tr(τ3S) = 0,
(9.19)

and the boundary conditions read fL(E, 0) = fL(E,L) = fL0 and fT (E, 0) = fT (E,L) = 0. In the
proposed solution, fL and fT are independent of position, so all derivatives vanish. This means
that it is enough to show that S vanishes. Recall from equation (B.18) that

S = 2([G,B]K − [G,B]Rh+ h[G,B]A)Θs(x),

B = D−1N,

N = T1nH
−1
+ H− − T1nH

−1
+ + T 2

1nH
−1
+ H−G1H

−1
− H+,

D = −T1nH
−1
+ H−G1H

−1
− + T1nH

−1
+ G1 + 1− T 2

1nH
−1
+ H−G1H

−1
− H+G1.

(9.20)

In this equation all quantities in the normal material have XK = XRh− hXA and all quantities
in the superconductor have Y K = Y Rhs − hsY A. However, for the proposed solution h = hs,
and therefore the lemma can be applied several times to the epxressions for N and D to obtain
NK = NRh−hNA and DK = DRh−hDA. Thus, applying the lemma to B = D−1N , it is found that
BK = BRh−hBA. Now a last application of the lemma gives ([G,B])K = ([G,B])Rh−h([G,B])A.
This shows that indeed S = 0. Thus, fL(E, x) = fL0(E) and fT (E, x) = 0 solve the Keldysh
equations. The numerical code should provide this solution, and it was found to do so.
This shows that the code for both the retarded and the Keldysh component is consistent with
other research and analytical approximations. In the following sections the results of the code will
be analysed further.
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10 Effect of boundary conditions

The Tanaka-Nazarov boundary conditions are characterised by two parameters, z and γB, the

parameter z via the transparency Tθ = cos θ2

cos θ2+z2 , the parameter γB as I ∝ γB. The parameters
may differ per contact. Therefore, it is important to investigate the influence of these parameters
on the Green’s function in the normal metal. The influence of these parameters is investigated for
different configurations. The short junction limit is chosen here, because in the short junction limit
there are analytical calculations for the spectral supercurrent in the transparent junction limit
γ =

Ly
ξ γB � 1: [101]

ImIs =
∆2 sinφ

√
E2 −∆2

√
E2 −∆2 cos2 φ

2

. (10.1)

It should be noted that this expression is calculated using Kupriyanov Luckichev boundary
conditions, rather than Tanaka Nazarov boundary conditions. However, the qualitative predictions
of equation (10.1) should be satisfied by the model.

10.1 SNS junction

To compare with the analytical results from [101], the conventional SNS junction was investigated
for a length of L = ξ

5 . A phase difference of π5 was imposed between the superconducting electrodes.
The density of states and the spectral supercurrent in the middle of the junction were investigated.
The results depend strongly on the different parameters. In the limit of small γ the results are
in accordance with the analytical calculations of [101]. There is clear gap that is slightly smaller
than ∆. It was found that for small γB the gap value is close to the analytically predicted value of
∆ cos φ2 . The density of states shows a peak just above the gap energy. It should be noted that
the density of states for energies in the gap is not exactly zero. However, as the density of states
is 5 orders of magnitude smaller than for larger E this region will be referred to as a gap. The
difference between the results obtained here and the analytic results in [101] is due to the neglect
of higher order terms in analytical calculations. For large γB the results are distinctly different.
Whereas analytically there should be no states for E < ∆ cos φ2 , the contribution of energies in
this energy range is considerable for large γB , for very large γB the main contribution can even be
found for energies close to E = 0.
The results indicate that a different quality of the electrodes has an influence on the density of
states and spectral supercurrent that is similar to the influence of an imposed phase difference.
This should be taken care of in possible experiments.
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(a) The density of states. For γ = 0.5 the calcu-
lations become unstable. A smaller γ leads to a
sharper peak, closer to E = ∆.

(b) The spectral supercurrent. The results are
normalised to their maximum absolute to com-
pare the results. As for the density of states a
smaller γ leads to a larger minigap. The results
for small γ are similar to the results predicted
by equation (10.1), there are two peaks, one at
E ≈ ∆, and one slightly below. Thus, the results
are in agreement with [101].

Figure 9: Density of states and spectral supercurrent for the SNS junction. The boundary parameter
z is kept constant at z = 1. The results show that for smaller values of γ the minigap at low
energies becomes larger. For γ = 0.5 calculations for 100 spatial intervals and 221 energy values
were not stable, calculations were repeated for 800 spatial intervals and 2210 energy values.

The behaviour of the spectral supercurrent is similar, for small γ the results are in good agreement
with the analytical calculations in [101], for large γ the results are distinctly different. In the
resolution of figure 9 it appears that the spectral supercurrent has a peak at zero energy for large
γ. However, this is a purely numerical artifact, the minigap is so small that that it does not appear
in the resolution of figure 9. This is confirmed in figure 10. It was found that both the minigap
and the peak in the spectral supercurrent scale as 1

γ in the range of large γ.
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(a) The low energy spectral supercurrent in the
SNS junction in the large γ range. The spectral
supercurrent as been normalised to to its maxi-
mum value, energies have been scaled by γ. The
profiles for large γ are very similar, indicating
that both the peak energy and the minigap scale
as 1

γ
for large γ. This shows that for large γ

there is still a minigap, although very small for
large γ.

(b) The maximum spectral supercurrent in the
SNS junction as a function of γ. A linear fit with
slope -1 was used on the data. The good agree-
ment between the calculations and the linear fit
show that the maximum spectral supercurrent
scales at 1

γ
for large γ.

Figure 10: The low energy behaviour of the spectral supercurrent in the SNS junction for large
γ. Both the location and the height of the peak scale as 1

γ for large γ, the function shape is
approximately the same for all γ.

The parameter z has a similar influence as the parameter γ, in that low energy states become more
important to the supercurrent contribution if the parameter z is increased. A distinction however,
is that states around E = ∆ remain important for large z-values, whereas for large γ-values states
with E ≈ ∆ are much less pronounced compared to the results for small γ. For large z the spectral
supercurrent normalised to its maximum value becomes approximately independent of z.
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(a) The density of states for different values of
z for the SNS junction. The density of states is
sensitive to the z-parameter. For small values of
z there is a clear gap at low energies, for large z
this gap becomes smaller and smaller.

(b) The spectral supercurrent for different values
of z for the SNS junction. As for the density of
states, the spectral supercurrent shows a gap at
low energies for small z. The result are different
from equation (10.1). This is no surprise as
γ = 10 > 1 is used. As expected from the
decrease of transparency with z the supercurrent
is smaller for larger z.

Figure 11: Density of states and spectral supercurrent for the SNS junction. The boundary
parameter γ is kept constant at γ = 10.

Figure 12: The spectral supercurrent for large values of z for the SNS junction. The value of γ is
set to 10. To compare the results the supercurrrent is normalised to its maximum. The results for
the different z-values are very similar.States with E ≈ ∆ remain important to the transport of
current as z is increased.

10.2 VT-junction

Similar calculations have been executed for the VT-junction. However, the length of the junction
was not to be set to ξ

5 , as the distance between electrodes and reservoirs and the width of the
electrodes is nonzero. The distance between the reservoirs and the centre of the electrodes is ξ,
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the width of the electrodes is 3
10ξ. Therefore the required length of the VT junction such that the

region between the electrodes is ξ
5 is L = 5

2ξ. The results, shown below, are different from the
results for the SNS junction. For the SNS junction the density of states shows a gap at low energies,
for the VT-junction there is only a suppression of the density of states in the low energy limit.
The spectral supercurrent shows similarities with the spectral supercurrent in the SNS junction in
that the spectral supercurrent for energies E > ∆ have opposite sign compared to the spectral
supercurrent for E < ∆. The cause of the differences between the results for the SNS junction and
the VT-junction will be investigated in the coming section.

(a) Density of states. Contrary to the SNS junc-
tion, there is no gap, the density of states is only
slightly suppressed. The profiles for different γ
are similar, a smaller γ leads to a higher peak
at E = ∆ and more supression for small E

∆
.

(b) Spectral supercurrent. Results have been
normalised to highlight the similarity in energy
dependence. For small γ the peak around E = ∆
is slightly sharper than for large γ.

Figure 13: Density of states and spectral supercurrent as a function of energy for different values
of γ for the VT-junction. In the calculations z = 1 was used.

For the VT-junction there is a distinct difference between the dependence on γ and the dependence
on z. Whereas the dependence on γ merely increases the peak at E = ∆, a decrease of z actually
causes the peak to shift to lower energies.
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(a) Density of states. For large values of z there
is a sharp peak in the density of states. For small
z the peak becomes broader and is centered at
E < ∆.

(b) The spectral supercurrent. A smaller z value
gives a broader peak at lower energy. The spec-
tral supercurrent shows no gap at zero energy,
contrary to the case of the SNS junction.

Figure 14: Density of states and spectral supercurrent for the VT-junction. The boundary
parameter γ is kept constant at γ = 10, the value of z is varied.

Figure 15: The spectral supercurrent normalised to its maximum absolute value for large z for the
VT-junction. The value of γ was 10 for all calculations. Similar to the SNS junction, the energy
dependence of supercurrent is similar for the different large values of z.

10.3 Modified VT-junction

To investigate whether the differences between the results from the SNS junction and VT-junction
are to be attributed to the use of the electrodes as source term instead of a normal boundary
condition or to the presence of the metallic reservoirs the calculations for the VT-junction were
repeated, however, now the Dirichlet boundary condition for metallic reservoirs was replaced by
the no current boundary condition for vacuum. Again, the length of the junction was set to 5

2ξ.
The results are shown below.
The results for the modified VT-junction are more similar to the results for the SNS junction than
to the results of the VT-junction. The density of states and the spectral supercurrent do show a gap
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at low energies, though smaller than for the SNS junction. Thus, the presence of metallic reservoirs
is the main cause for the difference between the results of the different geometries. The vertical
instead of horizontal placement of the electrodes does have some influence, but this influence is
distinctively smaller.

(a) Density of states. The density of states shows
a gap at low energies, similar to the SNS junc-
tion and contrary to the VT-junction, however,
the gap is distinctly smaller than for the SNS
junction.

(b) The spectral supercurrent. The dependence
on energy is very similar to the SNS junction,
however, the gap at low energy is much smaller.

Figure 16: Density of states and spectral supercurrent for the modified VT-junction. The boundary
parameter z is kept constant at z = 1, the value of γ is varied.
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(a) Density of states. The peak at E = ∆ is com-
pletely overwhelmed by the peak at low energy.
Te density of states for very low energies is zero.

(b) The spectral supercurrent. The results are
normalised to the maximum absolute value to
highlight the difference in energy dependence.
As is the case for SNS junctions there is a broad
peak and a gap at low energy for small z, albeit
the energies associated with the peak and gap are
distinctly lower. For large z the peak becomes
sharper and shifts towards zero energy.

Figure 17: Density of states and spectral supercurrent for the modified VT-junction. The boundary
parameter γ is kept constant at γ = 10, the value of z is varied.
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11 Phase difference near π

When the phase difference between the electrodes is π the supercurrent through a Josephson
junction absent [23]. The model was found to reproduce this fact. This can be explained from
symmetry arguments. When the phase difference is π the (1, 2)-element of GR, which will be called
F here, describing the superconducting correlations, is antisymmetric with respect to the centre
of the junction. This means that at the centre of the junction F = 0. Thus, at the centre of the
junction the material is normal, without superconducting correlations. This explains the absence
of a supercurrent. There are two ways to parametrise this state in the θ-parametrisation. One way
is that the parameter θ is antisymmetric around the centre of the junction and the parameter χ is
constant. The other is that the parameter is θ is symmetric around the centre of the junction and
χ makes a jump of magnitude π at the centre of the junction and is constant elsewhere. In the
latter description the parameters are not differentiable (θ) and not continuous (χ), so the former is
the desired description at ∆ψ = π. However, the latter description turns out to be the limiting
behaviour of the parameters as ∆ψ −→ π. Figures 18 and 19 show the behaviour of the parameters
used in the Usadel equation as a function of the phase difference between the electrodes. In the
calculations the boundary parameters were set to (γ, z) = (1, 0.2). Calculations were performed for
221 values of E, in the range E

∆ = (0, 1.5). For all phase differences θ is symmetric around the
centre of the junction, whereas for χ the gradient at the centre of the junction becomes larger and
larger, approaching a step function.

(a) Real part (b) Imaginary part

Figure 18: The real and imaginary part of the parameter θ as a function of position for E ≈ ∆.
The phase is varied, and is chosen successively closer to π. The figure was generated using Nx =
401.
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(a) Real part (b) Imaginary part

Figure 19: The real and imaginary part of the parameter χ as a function of position for E ≈ ∆.
As the phase difference between electrodes ∆ψ comes closer to π, the gradient in the centre of the
junction is higher, a step function is approached. The imaginary part becomes smaller as ∆ψ −→ π.
The figure was generated using Nx = 401.

This means that results for phase differences close to π should be used carefully. Having a sharper
and sharper gradient, the number of grid points Nx needed to give an accurate description becomes
larger and larger, and diverges as ∆ψ −→ π. However, as explained at the start of this section, at
∆ψ = π, the parameter θ can be taken antisymmetric with respect to the centre of the junction.
Therefore the number of grid points needed is finite for ∆ψ = π.
The effect is illustrated in figure 20, which shows spectral supercurrent calculated using different
gridsizes. For χ = 0.9π, there is a small difference between the results for different Nx, but they are
qualitatively similar. However, for χ = 0.9875π there is a large difference between the results for
various Nx. The difference between the results with Nx = 51 and Nx = 201 is more than a factor
2. There is even a considerable difference between Nx = 201 and Nx = 401. Thus, this close to π,
even smaller grid sizes than presented here are necessary for an accurate description of the system.

57



(a) ∆ψ = 0.9π (b) ∆ψ = 0.9875π

Figure 20: The spectral supercurrent as a function of energy using different grid sizes. For χ = 0.9π,
the results are relatively similar, and the difference between Nx = 201 and Nx = 401 is small.
However, for χ = 0.9875π, the differences between the different calculations are large. The results
are still qualitatively the same, however, quantitatively there is a factor of more than two difference
between the results for Nx = 101 and Nx = 401.
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12 Shapiro steps

A famous technique to investigate Josephson junctions is the study of Shapiro steps [76]. First, a
short introduction to Shapiro steps will be given, then it will be considered how Shapiro steps can
be found using the model. As discussed, a Josephson junction can carry a free current, this is called
the DC Josephson effect [24]. Next to the DC Josephson effect, there is also an AC Josephson
effect. If a DC voltage is applied across the Josephson junction, the resulting current will not only
be a DC current. The current will also have an AC component. In an SNS-junction, the current
phase relation can be described as follows

I =
V

R
+ Ic sinψ (12.1)

∂ψ

∂t
= eV. (12.2)

If I < Ic then there exists a ψ such that Ic sinφ = I, and hence V = 0, there is a DC current and
no alternating current. However, if I > Ic a voltage needs to be generated, and ψ becomes time
dependent. This means that V and I cannot both be constant, one has to choose to keep either V
or I or neither constant.
Now, to generate Shapiro steps a slightly more difficult procedure is needed. Instead of applying a
DC voltage or a DC current, a modulated voltage or current is applied, that is, next to the DC
component, there is also an AC component:

V = V0 + V1 cosωt

or

I = I0 + I1 cosωt.

In case a modulated voltage is applied, the time averaged current is zero, except at a discrete set
of voltages [76]. These are called Shapiro spikes. If the current is modulated, the average voltage
will show steps, that is, the average voltage is a discontinuous function of the current [76]. In
experiment conventionally Shapiro steps are measured rather than Shapiro spikes [102]. Shapiro
steps have gained more interest since it was discovered that in topological insulators there are
missing Shapiro steps [1]. Recently though, missing Shapiro steps were found as well in a material
in a topological trivial state [103]. This marks the importance of a good model for the calculation
of Shapiro steps.
In the code, it is simpler to modulate the voltage then to modulate the current, as the voltage
is an input of the model, whereas the current is an output. For a current modulated Shapiro
calculation, an iterative scheme is thus needed. However, the implementation of voltage modulation
has a pitfall. As indicated, the time averaged voltage is only nonzero at a discrete set of voltages.
Because in the calculation only a finite time width is possible, the voltage peak will have a finite,
but small, width. There is thus a chance that the calculation will miss a Shapiro spike not because
it does not exist, but because the calculation could not find it. Therefore, a time modulation is
deemed more convenient.
Time modulation also has a significant problem. Because an iterative scheme is needed for many
time steps, the process is very time consuming. It is that much time consuming that brute force
calculation is not possible for us. Therefore, a different strategy was pursued. The dependence
of I(t) on V (t) and ψ(t) was calculated for a number of fixed (V, ψ). The data obtained in this
way was approximated using a fit. It was found that the dependence of I(t) on V (t) could well be
described by a linear relation in the VT-junction, just as in the SNS-junction. The current-phase
relation however is not perfectly sinusoidal, as shown in figure the peak was find to be at χ > π

2 ,
although |χmax − π

2 | is small. With this, the current can be described a
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I(t) =
V (t)

R
+ Icf(ψ), (12.3)

∂ψ

∂t
= eV, (12.4)

where f is the function displayed in figure 21a. Note that the latter equation is the same as for
SNS-junctions because it only depends on the superconducting electrodes and not on the junction
between them. With this relation, the Shapiro steps can be calculated using a much simpler
iterative scheme.
The Shapiro steps using the function as shown above have been calculated. The result is shown in
figure 21b. The steps are clearly visible and have a height of 2 · 10−6 ∆

e .

(a) The total supercurrent through the junction
as a function of the phase difference accross the
electrodes for s-wave electrodes.

(b) The voltage between electrodes for the VT-
junction as a function of the total supercurrent
through the junction. The current has been
normalised so that the first discontinuity occurs
at I0 = 1. The Shapiro steps are clearly visible.

Figure 21: Total supercurrent through the junction and Shapiro steps for the VT-junction with
s-wave electrodes.

The big advantage of this method is that it is much less time consuming. A disadvantage is
that a fitting procedure is needed to obtain f , and therefore some details may be lost. One
should be careful only to apply this model in the limit of slow time dependence, as the adiabatic
approximation is inherent to the theory behind the model used.
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13 S-TI-S

As discussed in previous sections, the type of superconducting electrode can be varied in the VT
junction. However, the material between the electrodes can also be varied. The normal metal can
be replaced by a ferromagnet, an insulator or a topological insulator. Here the focus will be on
topological insulators.
The junction between topological insulators and superconductors has been subject to interest
since Fu and Kane predict the existence of Majorana fermions in topological insulators in which
superconductivity was introduced using the proximity effect [1]. In this section, the concept
of topological insulators will first be introduced. Then, the application of the Green’s function
formalism to topological insulators is introduced and some results are highlighted. The focus will
be on the junction with s-wave superconductors. A schematic of the VT junction with a topological
insulator is shown in figure 22.

Figure 22: The VT junction modified to have a topological insulator. Figure adapted from [90].
The electrodes are applied in the vertical y-direction, the plane in which the topological insulator
lies is an xz-plane. Similar to the regular VT junction, the topological insulator is assumed to have
a small width in the z-direction, so that a quasi-onedimensional model can be used.

13.1 Topological insulators

A crude way to describe a topological insulator is as an insulator with conducting edge states.
Insulators can classified using Chern numbers [104], which are defined as

Cm =
1

2π

∫
dk∇× 〈um|∇kum〉 , (13.1)

where m is the band index, um(k) is the wavefunction in band m with wavenumber k and Cm is
called the Chern number of band m. It can be shown that the Chern number of a band is always
an integer [1]. The Chern number of an insulator is then the sum of all Chern numbers of filled
bands. Insulators for which the total Chern number is 0 are normal insulators. Insulators for
which the Chern number is nonzero are topological insulators. To see why topological insulators
have conducting edge states, note that because of the quantisation of Chern number, the Chern
number can not change continuously, but should rather jump. As the Chern number of a single
band fixed, this is only possible if a filled band and a non-filled band merge and new separate
bands emerge. Thus, between the air with C = 0, and the topological insulator with C 6= 0, there
should be a location, where the bands merge. If the bands merge the highest occupied band is not
fully occupied. Therefore, there is conductance at the edges.
These edge states can be described using the following Hamiltonian [105], [106]:

H = −iα(∇× ŷ)σ̂ + h · σ − µ. (13.2)

In this formula α is the spin orbit coupling strength, ŷ is the unit vector in the direction that
is normal to the surface, σ = (σ1, σ2, σ3), where σi, i = 1, 2, 3 are the Pauli matrices, h is the
exchange coupling and µ is the Fermi level.
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13.2 Green’s function for topological insulators

For topological insulators, a Green’s function approach has been developed, similar to the theory
for metals [105], [106], [107]. An important difference with the approach for normal metals is that
the Hamiltonian is now spin dependent, which means that each entry in the Green’s function is
now a 2 by 2 matrix. Similar to the case for normal metals, a quasiclassical approximation can be
made, which results in the following Eilenberger equation for topological insulators [106]:

α

2
{η,∇g} = [g, iEτ3 + ih · στ3 + iµη · nF +

1

τ
< g >], (13.3)

where η = (−σ2, σ1), h and α are as defined in the Hamiltonian above, µ is the chemical potential,
E is the energy, nF is the direction of the Fermi velocity and g is the Green’s function. In general,
this equation is much harder than the Eilenberger equation for normal metals. However, if |h| << µ,
an important simplification can be made. It can be shown [106], [105], that in that case, the
dominant term in the Green’s function has the form

g = G
1

2
(1 + nF · η), (13.4)

where G is a spin independent Green’s function. This is a projection in spin space, and couples
direction of motion and spin, as expected in the presence of strong spin orbit coupling.
The Green’s function G satisfies an Eilenberger equation very similar to the Green’s function in a
normal metal, only with the derivatives replaced by the following ’derivative’ [106]:

∇̂ = ∇− i 1

α
(hxẑ − hzx̂)[τ3, ·], (13.5)

where x̂ and ẑ are unit vectors in the horizontal x and z directions respectively. From here the
dirty limit analysis carries through from the normal metal case, which means that the Usadel
equation for a topological insulator reads

1

3
v2
F τ∇̂(G0∇̂G0) = [−iEτ3 + ∆, G0]. (13.6)

G2
0 = 1. (13.7)

The difference between the Usadel equation for the topological insulator and the normal metal
is thus the exchange coupling. In the VT-junction, the one dimensional approximation is made,
which means that only hy is of influence. This will be denoted by h. For simplicity of notation,
the parameter B is defined such that B = h

α . An important note here is that whereas the function
G0 here is isotropic the Green’s function is not isotropic due to the spin dependence described in
equation (13.4).

13.3 Boundary conditions

It is not immediately clear how the Tanaka Nazarov boundary conditions should be generalised to
topological insulators. One could argue that because the Tanaka Nazarov boundary conditions are
based on the solution of the Eilenberger equation [84], which we have seen remains the same in
the limit of no exchange coupling, the Tanaka Nazarov boundary conditions need not be modified.
However, there are two issues that plays a role for topological insulators that did not come up in
the case of a normal metal. In the derivation of the Tanaka Nazarov boundary condition there
is an intermediate region in the vertical y-direction, which was perfectly sensible in the case of a
normal metal. The edge states of the topological insulator however are two-dimensional, with no
y-component. The second issue is that the Green’s function in the topological insulator is projected
using 1

2 (1 + nFσ), whereas the Green’s function in the superconductor is not.
This suggests that the Tanaka Nazarov boundary conditions are a good starting point for suitable
boundary conditions, but that some adjustments are necessary in the case of a topological insulator.

62



A second approach is to follow the approach used in the Bogoliubov de Gennes equations. Here the
region above the superconductors is described as an STI, at topological insulator with an effective
superconducting potential. In this approach there is no y-component needed. However, what is
less appealing about this method is that this approach does not consider the current conservation
from electrodes to the topological insulators.
Thus, there are two different approaches that focus. The results of the different approaches are
shown in figure 23. In the calculations the boundary parameters were set to (γB , z) = (1, 0.2), for
the numerical model 100 spatial grid intervals were used. Calculations were performed for 221
values of E, in the range E

∆ = (0, 1.5). The results of the two methods do have some similarity, but
there are also differences between the methods. This means that the required boundary conditions
should be investigated further.

(a) ∆ψ = π
2

, B = 0. (b) ∆ψ = 0, B = 0.01

Figure 23: The spectral supercurrent as a function of energy for the Bogoliubov de Gennes approach
and the Tanaka Nazarov approach, for both a nonzero phase difference and nonzero exchange
coupling. The results between the two methods are different, for the Tanaka Nazarov boundary
conditions the spectral super current changes sign for some E < ∆, for the Bogoliubov de Gennes
approach the spectral super current has a uniform sign for E < ∆.

13.4 Effect of exchange coupling

The effect of turning on the exchange coupling is most easily seen at zero phase difference. To
investigate only the effect of the exchange coupling, the Tanaka Nazarov boundary conditions were
used as for the normal metal. Without exchange coupling, the phase was found to be constant
throughout the junction, and thus, there is no supercurrent. If the exchange coupling is turned
on, the spectral supercurrent becomes nonzero, as shown in figure 24a. The effect of having a
nonzero exchange coupling is very similar to the effect of having a phase difference across the
junction, in both cases the spectral supercurrent has different sign for E << ∆ then for E just
below ∆. For ∆ψ = π

2 the results for small B < 0.01 are very similar to the case B = 0. For
B = 0.1 however, the current due to exchange coupling is comparable to the current generated by
the phase difference, and the results are considerably different.
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(a) ∆ψ = 0. In absence of exchange coupling,
B = 0, there is no spectral supercurrent. As B
is increased, the spectral supercurrent appears.

(b) ∆ψ = 0.5π. For B = 0.001 and B = 0.01 the
current due to the exchange coupling is much
smaller than the current generated by a phase
difference, the results are similar to the result
without exchange coupling. For B = 0.1 the
current deviates considerably from the limit in
which there is no exchange coupling.

Figure 24: The spectral supercurrent as a function of energy for three different values of B = h
α .

As for a nonzero phase difference, the spectral supercurrent changes sign as energy is increased.
Tanaka Nazarov boundary conditions have been used.

Figure 25: The supercurrent as a function of the phase difference between the electrodes for B = 0.01.
The junction behaves as a φ0-junction, that is, the phase at which there is no supercurrent is
nonzero. Here, φ0 > 0. The result for ∆ψ = −0.9π is attributed to the near π discussed in section
11. That it appears more clearly for ∆ψ = −0.9π than for ∆ψ = 0.9π is because φ0 > 0 here.
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14 Differential conductance

Next to the supercurrent through the junction, also the differential conductance of the junction
can be calculated, that is, the voltage derivative of the dissipative current. Similar to [108], the
diferential conductance was calculated for the junction. The differential conductance is given by
[109]:

RN
∂I

∂V
=

∫ ∞
0

∂

∂V
fT (E)D(E)dE, (14.1)

where RN is the normal state resistance of the junction and

D(E) =

(
1

L

∫ L
2

−L2

1

DT (E, x)
dx

)−1

. (14.2)

The expression DT = Tr(1− τ3GRτ3GA) can be calculated in the θ-parametrisation. The result is

DT (E, x) =
1

2
| cosh θ|2 +

1

2
| sinh θ|2 cosh Imχ. (14.3)

In the limit where Imχ = 0, this reduces to the expression found in [109].
In the zero temperature limit, ∂

∂V fT (E) = δ(E − eV
2 ) + δ(E + eV

2 ), and the expression reduces to

RN
∂I

∂V
=

(
1

L

∫ L

0

1

DT ( eV2 , x)
dx

)−1

(14.4)

The phase between the electrodes of the junction was varied. In the calculations the boundary
parameters were set to (γB , z) = (1, 0.2), for the numerical model 100 spatial grid intervals were
used. Calculations were performed for 221 values of V , in the range eV

∆ = (0, 1.5). The results are
shown in figure 26. The behaviour is qualitatively different for p-wave superconducting electrodes
compared to s-wave superconducting electrodes. In the case of s-wave electrodes, the differential
conductance is lowest at E = 0, where it approaches the normal state value 1. The differential
conductance increases with energy in a range from E = 0 to just below ∆. Around E = ∆ there is
a sharp decrease of the differential conductance, though the differential conductance remains larger
than for the normal state. For E > ∆ the differential conductance approaches the normal state
value. With an increase of ∆ψ peak in the differential conductance becomes less broad and shifts
to higher energies. The differential conductance for E > ∆ has a much weaker dependence on ∆ψ.
For p-wave electrodes the differential conductance is highest at E = 0 and decreases towards the
normal state value as energy is increased. This peak at E = 0 is notably higher than the peak
for s-wave electrodes. With increasing phase difference between the electrodes the peak at E = 0
becomes lower. The width of the peak has no appreciable dependence on the phase of the junction.
The results for ∆ψ = 0 are in good agreement with the results published in [108] for a T-shaped
geometry, as expected.
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(a) S-wave. (b) P-wave.

(c) S-wave, selection of results. (d) P-wave, selection of results.

Figure 26: The differential conductance of the VT-junction as a function of energy for s-wave
(left) and p-wave (right) electrodes. For s-wave electrodes, the differential conductance assumes a
minimum at E = 0, for p-wave electrodes the normal state differential is reached at E = 0 and the
dip in the differential conductance occurs at nonzero energy.
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15 Supercurrent through the junction

In this section the supercurrent through the junction will be discussed. First, the spectral
supercurrent ImIs is calculated for both s-wave and p-wave superconductors. Afterwards, the
total supercurrent I =

∫
fL(E)ImIsdE is calculated. The distribution function fL is manipulated

by applying a voltage between the reservoirs, the superconducting electrodes are kept at ground
in order to keep the phase difference between the electrodes constant. The dependence of the
supercurrent on the reservoir voltage is shown to be different for s-wave and p-wave electrodes.
The results will also be published in an article. In all calculations for this section the boundary
parameters were set to (γ, z) = (1, 0.2), for the numerical model 100 spatial grid intervals were
used. Calculations were performed for 221 values of E, in the range E

∆ ∈ (0, 1.5).

15.1 Spectral Supercurrent

As indicated in equation 5.54, the spectral supercurrent is defined in θ-parametrisation as ImIs =
−4Im(sinh2 θ ∂χ∂x ). This quantity can thus be calculated using only the retarded equation. It can
be interpreted as the net current carrying density of states. The spectral supercurrent has been
calculated for both s-wave and p-wave superconductors as a function of energy and phase. The
results are shown in figure 27. A clear distinction between s-wave and p-wave is that there is a sign
difference between the two cases. However, the sign of spectral supercurrent for p-wave electrodes
is arbitrary, a rotation of π of the electrodes will introduce an extra minus sign in the spectral
supercurrent. This can thus not be used to distinguish s-wave and p-wave electrodes. For both
s-wave and p-wave superconductors, there are two peaks, the low energy peak being clearly higher
than the higher energy peak. The two peaks have opposite sign. The energy of both peaks was
investigated for s-wave and p-wave. The results are shown in figure 28. There is a difference in
these results, for p-wave electrodes the energy of the first peak becomes independent of the phase
difference for ψ > π

2 , whereas for s-wave electrodes the energy of the first peak is increasing also for
ψ > π

2 . For the second peak there is also a distinction between s-wave and p-wave electrodes. For
s-wave electrodes the energy of the second peak is non decreasing, whereas for p-wave electrodes
the energy of the second peak attains a minimum for a phase difference 0.3 < ∆ψ

π < 0.4.
There is another distinction between the results for the s-wave and p-wave superconductor, the
discontinuity in the derivative of the spectral supercurrent at E ≈ ∆ is much smaller for p-wave
superconductors than for s-wave superconductors.
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(a) S-wave. (b) P-wave.

Figure 27: The spectral supercurrent through the VT-junction as a function of energy for s-wave
and p-wave electrodes. The spectral supercurrent changes sign as energy is increased for both
s-wave and p-wave electrodes. For clarity of presentation, a selection of the results is shown. A
larger selection of the results is shown in the appendix.

(a) S-wave. (b) P-wave.

Figure 28: The energy of the first (left) and second (right) peak in the spectral supercurrent as a
function of phase for the VT-junction using s-wave and p-wave electrodes. There is a qualitative
difference between the results. Calculations for ∆ψ > π

2 were also calculated using Nx = 401,
giving the same peak locations.

15.2 Total supercurrent

Apart from the spectral supercurrent also the total supercurrent was calculated. The advantage of
the total supercurrent is that it is easier to measure than the spectral supercurrent.The reason for
this is that the occupation of the states is not taken into account for the spectral supercurrent,
whereas it is taken into account for the total supercurrent. The total supercurrent can be expressed
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as

Is =

∫ ∞
0

fL(E)ImIs(E)dE, (15.1)

where fL is the parameter used in the parametrisation of the Keldysh equation, it describes the
occupation of the current-carrying states.
The boundary conditions for fL depend on the voltage between the reservoirs as explained in section
6. This is a clear advantage of the VT-junction compared to an SNS-junction, the supercurrent
through the junction can be manipulated by applying a voltage between the reservoirs. The
Keldysh equation has been solved for both s-wave and p-wave superconductors. As shown in the
previous subsection, the results for different values of ∆ψ are qualitatively the same. Therefore,
focus will be on ∆ψ = π

2 in the coming analysis. The results for the total supercurrent is shown
for both s-wave and p-wave in figure 29.

Figure 29: The supercurrent as a function of voltage for the VT-junction in case of s-wave and
p-wave electrodes. As for the spectral supercurrent there is a sign difference in the supercurrent
between the case of s-wave and p-wave electrodes.

The supercurrent changes sign as the voltage between the reservoirs is increased, which is in
good correspondence with the results as found in [110]. The results are clearly different from the
results for the spectral supercurrent, mainly around E ≈ ∆. This is not a surprise, as integration
smoothens the kink. However, the quantity σ = ∂Is

∂ eV∆
does resemble the spectral supercurrent, as

shown in figure 30. This can be explained from the distribution functions for the normal reservoirs.
At temperatures T << ∆, the hyperbolic tangent is very similar to the sign function, being -1
for negative arguments and 1 for positive arguments. This means that fL is zero in the range
|E| < eV , and nonzero outside this range. In the region between the superconductors the exact
form of fL will be different. Therefore fL will not be an exact step function. Still, the supercurrent
can be approximated by

Is ≈
∫ ∞
eV
∆

ImIs(
E

∆
)d
E

∆
, (15.2)

σ ≈ −ImIs. (15.3)

From this it is clear that at low temperatures, the spectral supercurrent can be approximated by σ.
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Figure 30: The derivative of the supercurrent with respect to the voltage for the VT-junction for
both s-wave and p-wave electrodes. The results for the p-wave superconductors have been negated
to highlight the differences.

In figure 31 the total supercurrent and σ is shown for p-wave superconducting electrodes for
three different temperatures. The results confirm that σ approximately equals ImIs in the low
temperature regime. The results for T = 0.01 and T = 0.001 are indistinguishable from the figure.
To investigate the temperature dependence of Is in this very low temperature limit, the difference
in Is compared to T = 0.001 was investigated. The results are shown in figure 32. It is confirmed
that the difference ∆Is is much smaller than Is, there is a difference of more than 2 orders of
magnitude. The energy dependence of ∆Is is similar to the energy dependence of Is.

(a) The total supercurrent as a function of the
voltage applied between the reservoirs for p-wave
superconductors. The results for T = 0.01 and
T = 0.001 are almost indistinguishable, the re-
sults for T = 0.1 are clearly different.

(b) Derivative of the total supercurrent as a func-
tion of the voltage applied between the reservoirs
with respect for p-wave superconductors. The
results for T = 0.01 and T = 0.001 are almost
indistinguishable and resemble the spectral su-
percurrent, confirming the theory.

Figure 31: Total supercurrent and its derivative with respect to the applied voltage between
reservoirs for p-wave superconductors.
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Figure 32: The difference in total supercurrent compared to T = 0.001 in the very low temperature
regime. The difference in total supercurrent is two orders of magnitude lower than the total
supercurrent.

71



16 Length dependence

In this section the length dependence of the solutions to the Usadel equation in the VT-junction is
investigated using the spectral supercurrent and the imaginary part of the parameter χ.

16.1 Length dependence of spectral supercurrent

The dependence of the spectral supercurrent on the length of the junction was investigated
for both s-wave and p-wave superconductors. The results for a phase difference of π

2 between
the electrodes are shown in figure 33. Here a logarithmic axis was chosen for the spectral
supercurrent for clarity of presentation. For both s-wave electrodes and p-wave electrodes, the
number of energies for which the supercurrent is zero increases, that is, the spectral supercurrent
changes sign as a function of energy more and more often. This can be qualitatively understood
from the analytical considerations discussed in section 9.2. The spectral supercurrent equals

Im(jE) ∝ Im
(
cosh2

√
2iεx

)−1
= Im

(
cosh2 (1 + i)

√
εL2
)−1

. This is the inverse of a complex, rather
than real hyperbolic sinusoid. Complex hyperbolic sinusoids have an oscillatory decay. This is in
good correspondence with the results in figure 33. The behaviour can be qualitatively understood
from a physics point of view as well. In long junctions, a large set of Andreev bound states, rather
than a single pair appears in the junction [111], [112], [113]. In the clean limit, these appear as
δ-peaks in the energy spectrum. These peaks need not all carry current in the same direction.
In the dirty limit however, the Andreev bound states do not appear as δ-peaks, but rather as
broad peaks. It is this set of multiple bound states that is responsible for the oscillatory behaviour
observed.
Another remark with respect to the results in figure 33 is that successive peaks in ImIs have
considerably smaller magnitude. In the low energy range, the spectral super current only changes
slightly as the length of the junction is increased, whereas for high energies there is a difference of
several orders of magnitude between long junctions and short junctions, even far away from the
zero crossings. This is illustrated in figure 34, which shows a section of figure 33 at E ≈ 1.5∆ for
s-ave and p-wave electrodes. The zero crossings are clearly visible in this figure, and the maxima
correspond well to exponential decay, in good correspondence with the discussion in section 9.2.1.
In figure 33, the results for s-wave and p-wave electrodes look qualitatively similar. The only
notable difference is that the location of zeros for energies just below E = ∆ has a stronger length
dependence for s-wave electrodes and for p-wave electrodes. Also the derivative of the spectral
supercurrent is investigated as a function of length. The results are shown in figure 35. There
is a difference between the junctions with s-wave electrodes and p-wave electrodes. For s-wave
electrodes the discontinuity at E = ∆ is much more pronounced. Moreover, for p-wave electrodes,
the zeros of the derivative of the spectral supercurrent occur at lower energies than for s-wave
electrodes. This is in good correspondence with the results found in figure 28.
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(a) S-wave. (b) P-wave.

Figure 33: The spectral supercurrent as a function of energy and the length of the junction for
s-wave electrodes (left) and p-wave electrodes (right). As the length of the junction is increased,
the spectral supercurrent changes sign at more different energies E < ∆. The results for s-wave and
p-wave electrodes are qualitatively the same, although the results for E just below ∆ are different.

(a) S-wave. (b) P-wave.

Figure 34: The dependence of the spectral super current on length for E ≈ 1.5∆ for s-wave (left)
and p-wave (right) superconductors. The results are very similar, though the spectral supercurrent
is slightly higher for s-wave electrodes. This can be explained from the fact that for p-wave
superconductors, the contributions of angles for which cosφ is small, is much more suppressed, as

E
∆0 cosφ is large for those angles. For both types of electrodes, the peaks in the spectral supercurrent
correspond well to an exponential fit.
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(a) S-wave. (b) P-wave.

Figure 35: The derivative of the spectral supercurrent with respect to energy for junctions with
s-wave electrodes (left) and p-wave electrodes (right). For both types of electrodes there is a
discontinuity at E = ∆, although more pronounced for s-wave electrodes. For p-wave electrodes,
there is an extra discontinuity at E ≈ ∆

4 . The energy at which this discontinuity occurs is
independent of the length of the junction.

16.2 Length dependence of the imaginary part of the phase

In the discussion of the equations for the Keldysh component of the Green’s function and the
expression for conductivity it was noted that the conventional expressions need to be modified if
the superconducting phase is complex rather than real. In short junctions, this term should be
negligible. This assertion was tested by investigating the length dependence of the maximum of
the imaginary part of the phase maxx,E Imχ as a function of the length of the junction L. The
calculations were performed for ∆ψ = π

2 . The results are shown in figure 36. It was found that
for short junctions L− 2 ≈ ξ, the imaginary part indeed becomes vanishingly small. For L > 10,
maxx,E Imχ becomes approximately independent of length.
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(a) S-wave. (b) P-wave.

Figure 36: The maximum of the imaginary part of χ over both energy and position as a function of
the length L of the VT-junction. As the length of the VT-junction decreases, the imaginary part
of χ becomes negligible. For long VT-junctions, the maximum of Imχ approaches a constant value,
for the parameter settings under considerations this is approximately 0.3. Interestingly enough,
maxx,E Imχ does not increase monotonically as a function of L, but shows a dip around L ≈ 6.
The results for s-wave and p-wave electrodes are similar.

In figure 37 this dependence is studied further. It is shown that the functional dependence of
maxx,E Imχ is similar for the different lengths, but that the energy at which maxx,E Imχ is attained
scales with (L− 2)−2, similar to the peak in the density of states.

(a) The imaginary part of the phase at the lo-
cation at which maxx,E Imχ is attained. The
functional dependence of Imχ is similar for all
lengths, the energy EIM at which maxx,E Imχ
is attained decreases with increasing length.

(b) The energy EIM is proportional to (L−2)−2,
in good agreement with the length dependence
of θ.

Figure 37: Imaginary part of the phase parameter χ.
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17 Conclusion

In this thesis a four-terminal Josephson junction was investigated. More specifically, the VT
junction, with two superconducting terminals and two normal metal reservoirs, was considered. The
system was described using the non-equilibrium Green’s function method. Using the quasiclassical
approximation and the dirty limit approximation, the Gorkov equations, which give a complete
description of the system, were simplified to the Usadel equations.
The Usadel equation was derived in most general form for non-equilibrium superconductivity,
allowing for a complex parameter χ. New terms were identified in the equations for the Keldysh
components. It was shown that the equations reduce to the known equations if the parameter χ
can be assumed real. It was shown numerically that in the VT junction the imaginary part of χ
does not vanish in general, showing the necessity of these terms.
The Usadel equation was supplemented by the Tanaka Nazarov boundary conditions, which can be
used for both conventional (s-wave) and unconventional (p-wave) superconductors. The equations
resulting from these boundary conditions were derived in the θ-parametrisation. Also the boundary
conditions were derived in general form, allowing for a complex parameter χ, and a discontinuity
of both parameters along the interface. The expressions found were cast in such a form that the
computation is stable. The implementation boundary conditions were tested on a few problems for
which analytical approximations are known. The results compared favourably to known theory.
An iterative scheme was developed to solve the nonlinear Usadel equation. The scheme developed
solves the θ and χ equation simultaneously and can thus be applied not only in equilibrium, but
also in quasistationary non-equilibrium settings.

The code developed was used to reproduce known results in equilibrium and to produce new results
in non-equilibrium settings, and to compare the difference in results between the VT-junction
and the well-known SNS-junction. The dependence of the differential conductance of the VT-
junction phase difference between the electrodes was shown to be different for s-wave and p-wave
superconductors. The spectral supercurrent, on the other hand, was shown to be qualitatively
similar for s-wave and p-wave superconductors. It was found that the spectral supercurrent changes
sign as a function of energy more and more often if the length of the junction is increased, in good
agreement with analytical approaches. It was confirmed that by varying the voltages applied to
the normal reservoirs, the spectral supercurrent can be found using measurements of the total
supercurrent.
It was shown that Shapiro steps, an important experimental tool in the study of Josephson junctions
could be calculated using the calculations of the spectral supercurrent in the VT junction. The
effect of using a topological insulator was investigated by allowing an exchange coupling. It was
shown that the exchange coupling has a significant influence on the spectral supercurrent.
The thesis provides predictions on the outcomes of realisable experiments, that can be used to
distinguish p-wave superconductivity from s-wave superconductivity, and thereby provides a test
for possible host materials of Majorana particles, a promising direction for a quantum computer.
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18 Outlook

The code developed allows for several extensions. Apart from s-wave and p-wave superconductors,
also d-wave and f-wave superconductors can be investigated. Moreover, the normal metal in the
can be replaced by a ferromagnetic material or a topological insulator. For this latter adjustment
the Tanaka Nazarov boundary conditions need to be adjusted to give a good description of the
spin-orbit coupling. This is an interesting direction for future research. If the normal metal is
replaced by a ferromagnetic material adjustment of the Tanaka Nazarov boundary conditions is
not needed.
The code allows as well for an adjustment of the geometry to multiterminal junctions with more
than four terminals. This would allow for a more elaborated investigation of the influence of the
geometry on the local density of states and the supercurrent. An extension of the code to solve the
two-dimensional Usadel equation would provide an even larger flexibility in the geometry.
Another interesting research direction is to drop the dirty limit assumption and use the Eilenberger
equation, the quasiclassical equation that is valid also beyond the dirty limit approximation. In
this way a greater variety of junctions can be considered. It would be interesting to show that the
results of the Eilenberger do coincide with the results of the Usadel equation in the dirty limit for
the VT-junction. Next to this, one might consider to solve the full Gorkov equation and investigate
in detail the error of the quasiclassical approximation.
In the calculation of Shapiro steps, the current method has the limitation that it is only valid in
the adiabatic limit, that is, for slowly varying oscillations. It would be good to have a solution
method for the equations that do not need the adiabatic limit.
The code developed in this thesis can be used to compare with measurements on this geometry.
An interesting approach for future research is to build the VT-junction and validate the parameter
dependencies as found in this thesis. This would be a good test for the model.
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A Local density of states

This section contains the calculated local density of states (LDOS) in the VT-junction as a function
of the junction length L. The distance between the electrodes is L − 2. In each of the figures
z = 0.2 and γ = 1 is used.

A.1 S-wave

Figure 38: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 2.5.

Figure 39: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 3.
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Figure 40: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 4.

Figure 41: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 5.
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Figure 42: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 6.

Figure 43: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 7.
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Figure 44: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 8.

Figure 45: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 10.
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Figure 46: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 12.

Figure 47: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 14.
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Figure 48: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 16.

Figure 49: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 18.
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Figure 50: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 20.

Figure 51: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 22.
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Figure 52: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 24.

Figure 53: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 26.

92



A.2 P-wave

Figure 54: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 2.5.

Figure 55: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 3.
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Figure 56: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 4.

Figure 57: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 5.
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Figure 58: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 6.

Figure 59: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 7.
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Figure 60: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 8.

Figure 61: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 10.
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Figure 62: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 12.

Figure 63: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 14.
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Figure 64: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 16.

Figure 65: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 18.
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Figure 66: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 20.

Figure 67: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 22.
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Figure 68: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 24.

Figure 69: The LDOS as a function of position and energy as calculated using the Usadel equation
for a junction length of 26.
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B Derivations

B.1 Retarded equations in parametrisation

In this section it will be explained how the Usadel equation in the θ-parametrisation can be derived
from the Usadel equation. The Usadel equation as introduced in equation (13.6) reads:

GR∇GR + iε[τ3, G] + S(G, x) = 0. (B.1)

The θ-parametrisation reads:

GR =

[
cosh θ sinh θeiχ

− sinh θe−iχ − cosh θ

]
. (B.2)

This means that

∇GR =

[
sinh θ cosh θeiχ

− cosh θe−iχ − sinh θ

]
∇θ +

[
0 i sinh θeiχ

i sinh θe−iχ 0

]
∇χ,

GR∇GR =

[
0 eiχ

e−iχ 0

]
∇θ +

[
i sinh θ2 i cosh θ sinh θeiχ

−i cosh θ sinh θe−iχ −i sinh θ2

]
∇χ.

(B.3)

Moreover

[τ3, G
R] =

[
0 2 sinh θeiχ

2 sinh θe−iχ 0

]
. (B.4)

Because there are two independent parameters θ and χ, two equations should be extracted from
this. The first is found taking the (1, 1)-component of each term. Defining Sχ = −iS1,1, this yields

∇(i sinh θ2∇χ) + iSχ = 0, (B.5)

which is the χ-equation. The θ-equation is found by multiplying the (1, 2)-components by 1
2e
−iχ,

the (2, 1)-components by 1
2e
iχ and adding the results. The contribution of the ∇(GR∇GR)-term is

1

2
e−iχ∇(eiχ∇θ) +

1

2
e−iχ∇(i cosh θ sinh θeiχ∇χ)

+
1

2
eiχ∇(e−iχ∇θ) +

1

2
eiχ∇(−i cosh θ sinh θe−iχ∇χ)

=
1

2
∇2θ +

1

2
i∇χ∇θ − 1

4
sinh 2θ(∇χ)2 +

1

2
i cosh 2θ∇θ∇χ+

1

4
i sinh 2θ∇2χ

+
1

2
∇2θ − 1

2
i∇χ∇θ − 1

4
sinh 2θ(∇χ)2 − 1

2
i cosh 2θ∇θ∇χ− 1

4
i sinh 2θ∇2χ

=∇2θ − 1

2
sinh 2θ(∇χ)2.

(B.6)

Defining Sθ = 1
2e
−iχS(1, 2) + 1

2e
iχS(2, 1), the θ-equation is

∇2θ − 1

2
sinh 2θ(∇χ)2 + 2iε sinh θ + Sθ = 0. (B.7)

B.1.1 Consistency

In the previous section, two equations in the θ-parametrisation have been derived. In this subsection,
it will be shown that these two equations are enough to satisfy the Usadel equation in C2x2. To show
this, the equations for the (1, 1)-component plus the (2, 2)-component and the e−iχ(1, 2)− eiχ(2, 1)
component will be investigated. Note that this is enough as matrices in C2x2 have four components.
The first of these two equations is the simplest. All terms have zero trace, therefore all terms
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vanish and the equation is thus satisfied. Note that also the trace of the S-term vanishes as the
S-term may be written as S = [G,B] [84], and the trace of a commutator always vanishes.
The second of these equations is a bit harder. From equation (B.6) it can be read of that the
contribution of ∇(GR∇GR) is

i∇χ∇θ + i cosh 2θ∇θ∇χ+
1

2
i sinh 2θ∇2χ. (B.8)

When divided by i, this can be rewritten as

2 cosh θ2∇θ∇χ+ sinh θ cosh θ∇2χ

= coth θ
(
2 sinh θ cosh θ∇θ∇χ+ sinh θ2∇2χ

)
= coth θ∇

(
sinh θ2∇χ

)
,

(B.9)

which is just the (1, 1)-component multiplied by coth θ. Thus, if it can be shown that 1
2e
−iχS(1, 2)−

1
2e
iχS(2, 1) = coth θS(1, 1) this equation is satisfied whenever the (1, 1)-equation is satisfied, and

the validation has been accomplished. Now, as indicated S = [G,B]. The components of S thus
read:

S(1, 1) = sinh θ
(
eiχB(2, 1) + e−iχB(1, 2)

)
S(1, 2) = 2 cosh θB(1, 2)− sinh θeiχ(B(1, 1)−B(2, 2))

S(2, 1) = −2 cosh θB(1, 2)− sinh θe−iχ(B(1, 1)−B(2, 2))

1

2
e−iχS(1, 2)− 1

2
eiχS(2, 1) = cosh θ

(
eiχB(2, 1) + e−iχB(1, 2)

)
= coth θS(1, 1).

(B.10)

This concludes the proof.

B.2 Topological insulator

In the case of a topological insulator, the ordinary derivatives in the Usadel equation should be
replaced by

∇̂G = ∇G− i h
vF

[τ3, G], (B.11)

where h is the exchange coupling and vF is the Fermi velocity [106],[114]. This means there are
extra terms.

G∇̂G = G∇G− i h
vF

[τ3, G],

∇̂(G∇̂G) = ∇(G∇G)− i h
vF

[τ3, G∇G]− i h
vF
∇(Gτ3G− τ3)− (

h

vF
)2[τ3, Gτ3G− τ3],

(B.12)

where it was used that G[τ3, G] = Gτ3G−G2τ3 = Gτ3G− τ3. The extra term in G∇̂G equals

−2i
h

vF

[
sinh θ2 cosh θ sinh θeiχ

− cosh θ sinh θe−iχ − sinh θ2,

]
which implies that the expression for the spectral supercurrent ImIs changes to

ImIs = sinh θ2 ∂χ

∂x
− 2B sinh θ2. (B.13)

The extra terms in ∇̂(G∇̂G) are

−i h
vF

[τ3, G∇G] = −i h
vF

[
0 2i cosh θ sinh θeiχ

−2i cosh θ sinh θe−iχ 0.

]
∇χ− 2i

h

vF

[
0 eiχ

−e−iχ 0

]
−i h
vF
∇(Gτ3G− τ3) = −2i

h

vF

[
0 eiχ

−e−iχ 0

]
∇θ + 2

h

vF

[
0 sinh θ cosh θeiχ

sinh θ cosh θe−iχ 0

]
∇χ.

−(
h

vF
)2[τ3, Gτ3 −G] = −4(

h

vF
)2

[
0 sinh θ cosh θeiχ

sinh θ cosh θe−iχ 0

]
.
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Using this, the χ-equation has only one extra term, −2i hvF sinh 2θ∇θ, whereas all three terms

contribute to the θ equation, which now has extra terms 2 h
vF

sinh 2θ∇χ− 2( h
vF

)2 sinh 2θ.

B.3 Keldysh equation

In this section the equations for the Keldysh equations will be derived. It will be shown that, in
case a complex superconducting phase χ in the normal layer is allowed, additional terms occur
compared to expressions previously noted in literature [101], [2]. First the Keldysh equation will
be written using the parametrisation for the Keldysh Green’s function, then the coefficients of
the terms in this expression will be calculated using the θ-parametrisation for the retarded and
advanced components.
Recall that the Usadel equation reads

∂

∂x

(
G
∂G

∂x

)
+ iε[G, τ3] + 2ΘS [G,B] = 0. (B.14)

Recall that for any matrix Z consisting of retarded, advanced and Keldysh components the Keldysh
component can be written ZK = ZRh−hZA where h is a diagonal matrix. In the following section,
h will be used in the normal metal, whereas hs will be used in the superconducting electrodes.
First the Keldysh component of the first term will be calculated.

(G∇G)K = GR∇GK +GK∇GA = GR∇(GRh− hGA) + (GRh− hGA)∇GA

= GR∇GRh+ (GR)2∇h−GR∇hGA −GRh∇GA +GRh∇GA − hGA∇GA

= ∇h−GR∇hGA +GR∇GRh− hGA∇GA.
(B.15)

Thus, the Keldysh equation reads

∇(∇h−GR∇hGA) +∇(GR∇GR)h+GR∇GR∇h− h∇(GA∇GA)−∇hGA∇GA

+ iε([GR, τ3]h− h[GA, τ3]) + 2[G,B]KΘS(x) = 0.
(B.16)

Now, adding and subtracting 2([G,B]Rh− h[G,B]A)Θs(x) and rearranging the terms this can be
written as

∇(∇h−GR∇hGA) +
(
∇(GR∇GR) + iε[GR, τ3] + 2[G,B]RΘs(x)

)
h+GR∇GR∇h

− h
(
∇(GA∇GA) + iε[GA, τ3] + 2[G,B]A

)
−∇hGA∇GA + 2([G,B]K − [G,B]Rh+ h[G,B]A)Θs(x) = 0.

(B.17)

Now, using the retarded and advanced components two of these expressions can be seen to vanish,
and the equation left is

0 =∇(∇h−GR∇hGA) +GR∇GR∇h−∇hGA∇GA + 2([G,B]K − [G,B]Rh+ h[G,B]A)Θs(x).

=∇(∇h−GR∇hGA) +GR∇GR∇h−∇hGA∇GA + S = 0,

S =2([G,B]K − [G,B]Rh+ h[G,B]A)Θs(x).

(B.18)

Using that h is diagonal to write h = fLτ0 + fT τ3 this becomes

∇
(
(1−GRGA)∇fL

)
+∇

(
(τ3 −GRτ3GA)∇fT

)
+∇fL(GR∇GR −GA∇GA)

+∇fT (GR∇GRτ3 − τ3GA∇GA) + S = 0.
(B.19)

Now, the coefficients in equation (B.19) need to be calculated.
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B.3.1 Calculation of terms

In the previous section the Keldysh equation has been expressed in the distribution functions fL
and fT and the retarded and advanced Green’s function. Now, all coefficients will be expressed in
the θ-parametrisation. The first term in equation (B.19) is 1−GRGA = 1 +GRτ3(GR)†τ3. Using
that

GR =

[
cosh θ sinh θeiχ

− sinh θe−iχ − cosh θ

]
, (B.20)

it follows that

τ3(GR)†τ3 =

[
cosh θ∗ sinh θ∗eiχ

∗

− sinh θ∗e−iχ
∗ − cosh θ∗

]
, (B.21)

and therefore that

GRτ3(GR)†τ3 =

[
| cosh θ|2 − | sinh θ|2e−2Imχ cosh θ sinh θ∗eiχ

∗ − cosh θ∗ sinh θeiχ

cosh θ sinh θ∗e−iχ
∗ − cosh θ∗ sinh θe−iχ | cosh θ|2 − | sinh θ|2e2Imχ

]
(B.22)

In the following expressions it will be convenient to use

DL = Tr(1−GRGA) = 2 + 2| cosh θ|2 − 2| sinh θ|2 cosh 2Imχ, (B.23)

and

CT = Tr(τ3 − τ3GRGA) = 2| sinh θ|2 sinh 2Imχ. (B.24)

For the second term note that −GRτ3GA = GR(GR)†τ3. This can be calculated and yields

GR(GR)†τ3 =

[
cosh θ sinh θeiχ

− sinh θe−iχ − cosh θ

] [
cosh θ∗ sinh θ∗eiχ

∗

sinh θ∗e−iχ
∗

cosh θ∗

]
=

[
| cosh θ|2 + | sinh θ|2e−2Imχ cosh θ sinh θ∗eiχ

∗
+ cosh θ∗ sinh θeiχ

− cosh θ sinh θ∗e−iχ
∗ − cosh θ∗ sinh θe−iχ −| cosh θ|2 − | sinh θ|2e2Imχ

]
(B.25)

Analogously to the expressions for the first term, define

CL = Tr(τ3 −GRτ3GA) = −2| sinh θ|2 sinh 2Imχ = −CT , (B.26)

and

DT = Tr(1− τ3GRτ3GA) = 2 + 2| cosh θ|2 + 2| sinh θ|2 cosh 2Imχ. (B.27)

The third term reads GR∇GRτ3 − τ3GA∇GA. Now,

GR∇GR =

[
cosh θ sinh θeiχ

− sinh θe−iχ − cosh θ

] [
sinh θ cosh θeiχ

− cosh θe−iχ − sinh θ

]
∂θ

∂x

+

[
cosh θ sinh θeiχ

− sinh θe−iχ − cosh θ

] [
0 i sinh θeiχ

i sinh θe−iχ 0

]
=

[
0 eiχ

e−iχ 0

]
∂θ

∂x
+

[
i sinh2 θ i cosh θ sinh θeiχ

−i cosh θ sinh θe−iχ −i sinh2 θ

]
∂χ

∂x
.

(B.28)
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From this it can be calculated that

Tr(GR∇GR) = 0,

Tr(τ3G
R∇GR) = 2i sinh2 θ

∂χ

∂x
.

(B.29)

Similarly, for GA∇GA

GA∇GA =

[
− cosh θ∗ − sinh θ∗eiχ

∗

sinh θ∗e−iχ
∗

cosh θ∗

]
[]

[
− sinh θ∗ − cosh θ∗eiχ

∗

cosh θ∗e−iχ
∗

sinh θ∗

]
∂θ∗

∂x

+

[
− cosh θ∗ − sinh θ∗eiχ

∗

sinh θ∗e−iχ
∗

cosh θ∗

] [
0 −i sinh θ∗eiχ

∗

−i sinh θ∗e−iχ
∗

0

]
∂χ∗

∂x

=

[
0 eiχ

∗

e−iχ
∗

0

]
∂θ∗

∂x
+

[
i sinh2 θ∗ i cosh θ∗ sinh θ∗eiχ

∗

−i cosh θ∗ sinh θ∗e−iχ
∗ −i sinh2 θ∗

]
∂χ∗

∂x
.

(B.30)

From this it can be calculated that

Tr(GA∇GA) = 0,

Tr(τ3G
A∇GA) = 2i sinh2 θ∗

∂χ∗

∂x
.

(B.31)

From equations (B.29) and (B.31) it now follows that

Tr(GR∇GR −GA∇GA) = 0.

Tr(τ3(GR∇GR −GA∇GA)) = 2i sinh2 θ
∂χ

∂x
− 2i sinh θ∗

∂χ∗

∂x
= −4Im(sinh2 θ

∂χ

∂x
).

(B.32)

This latter quantity is defined as ImIs.

B.3.2 Parametrised Keldysh equation

With the expressions from the previous section, equations (B.23), (B.24), (B.26) and (B.27) the
Keldysh differential equation (B.19) can be put in parametrised form. Taking the trace of equation
(B.19) gives

∇(DL∇fL) +∇(CL∇fT ) + ImIs∇fT + Tr(S) = 0. (B.33)

The second equation is found by taking the trace of equation (B.19) after multiplying by τ3. This
gives

∇(DT∇fT ) +∇(CT∇fL) + ImIs∇fL + Tr(τ3S) = 0. (B.34)

Compared with expressions in literature [2], [101], there is one extra term in each equation,
∇(CL∇fT ) and ∇(CT∇fL). Now, these terms are proportional to sinh 2Imχ, which means that
they vanish if χ is real. Thus, in case χ is real the equations presented in [2], [101] are recovered.
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B.4 Boundary condition

In this section the Tanaka Nazarov boundary conditions will be calculated for the VT junction. I
will start from equation 9 of [85]. The boundary condition can be expressed as

G
∂

∂y
G =

∑
n

In, (B.35)

where

In = 2[G,Bn]

Bn =
(
−T1n[G1, H

−1
− ] +H−1

− H+ − T 2
1nG1H

−1
− H+G1

)−1 (
T1n(1−H−1

− ) + T1nG1H
−1
− H+

)
.

(B.36)

In this equation G1 is the Green’s function in the normal metal. On the superconducting side,
H± = 1

2 (G2+ ±G2−), where G2± are Green’s functions in the superconductor with ± indicating
direction of motion towards or away from the interface. A problem with expression 1 is that it
contains H−1

− . In conventional superconductors the superconducting potential is isotropic, so
G2+ = G2−, that is H− = 0. Moreover, in unconventional superconductors we can have H− ≈ 0
for some of the channels as well. Note that for H+ this will not be the case. For that reason, it is

useful to rewrite Bn by inserting
(
H−1

+ H−
)−1 (

H−1
+ H−

)
as follows

Bn =
(
−T1n[G1, H

−1
− ] +H−1

− H+ − T 2
1nG1H

−1
− H+G1

)−1
(H−1

+ H−)−1

(H−1
+ H−)

(
T1n(1−H−1

− ) + T1nG1H
−1
− H+

)
=
(
−T1nH

−1
+ H−G1H

−1
− H+H

−1
+ + T1nH

−1
+ G1 + 1− T 2

1nH
−1
+ H−G1H

−1
− H+G1

)−1(
T1n(H−1

+ H− −H−1
+ ) + T1nH

−1
+ H−G1H

−1
− H+

) (B.37)

In this last expression H−1
− is still present, but only in the combination H−1

+ H−G1H
−1
− H+ =

H−1
+ H−G1(H−1

+ H−)−1. It is this latter expression that can be used for both the retarded and
Keldysh component. In the following sections both components will be discussed.

B.4.1 Retarded component

This derivation holds in case the superconducting order parameter in the superconducting electrodes
is ∆ = ∆0 or ∆ = ∆0 cosφ− α, where φ is the angle made with the surface and α is the angular
mismatch between electrodes and normal metal. For the case ∆ = ∆0e

iφ a different strategy is
used, which will be elaborated upon in the end.
The retarded component of Bn is

BR =
(
−T1nR

−1
p RmG1(R−1

p Rm)−1 + T1nR
−1
p G1 + 1− T 2

1nR
−1
p RmG1(R−1

p Rm)−1G1

)−1(
T1nR

−1
p Rm − T1nR

−1
p + T 2

1nR
−1
p RmG1(R−1

p Rm)−1
)
.

(B.38)

We can write

G2± =

[
g± f±e

iψ

−f±e−iψ −g±

]
, (B.39)

where ψ is the superconducting phase of the electrode. Therefore

Rp =
1

2

[
g+ + g− (f+ + f−)eiψ

−(f+ + f−)e−iψ −(g+ + g−)

]
R−1
p =

1

1 + g+g− − f+f−

[
g+ + g− (f+ + f−)eiψ

−(f+ + f−)e−iψ −(g+ + g−).

]
Rm =

1

2

[
g+ − g− (f+ − f−)eiψ

−(f+ − f−)e−iψ −(g+ − g−)

] (B.40)
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With this, R−1
p Rm can be calculated. Using that g2

+− f2
+ = g2

−− f2
− = 1 and (g+ + g−)(f+− f−)−

(g+−g−)(f+ +f−) = g+f+−g+f−+g−f+−g−f−−g+f+−g+f−+g−f+ +g−f− = 2(g−f+−g+f−),
it follows that

R−1
p Rm =

g−f+ − g+f−
1 + g+g− − f+f−

[
0 eiψ

e−iψ 0

]
= A

[
0 eiψ

e−iψ 0

]
= AΨ, (B.41)

where A = g−f+−g+f−
1+g+g−−f+f−

and Ψ =

[
0 eiψ

e−iψ 0

]
. But then

R−1
p RmG1(R−1

p Rm)−1

= A

[
0 eiψ

e−iψ 0

]
G1

1

A

[
0 eiψ

e−iψ 0

]
=

[
0 eiψ

e−iψ 0

]
G1

[
0 eiψ

e−iψ 0

]
= ΨG1Ψ.

(B.42)

With this BR can be expressed as

BR =
(
−T1nΨG1ΨR−1

p + T1nR
−1
p G1 + 1− T 2

1nΨG1ΨG1

)−1 (
T1nR

−1
p Rm − T1nR

−1
p + T1nΨG1Ψ

)
.

(B.43)

This expression does not contain R−1
m and can thus be computed using a computer program.

A connection can be made to the expression found in [85]. Parametrising G1 using the θ-
parametrisation as in [2], ΨG1Ψ can be calculated as follows:

ΨG1Ψ =

[
0 eiψ

e−iψ 0

] [
cosh θ sinh θeiχ

− sinh θe−iχ − cosh θ

] [
0 eiψ

e−iψ 0

]
=

[
0 eiψ

e−iψ 0

] [
sinh θei(χ−ψ) cosh θeiψ

− cosh θe−iψ − sinh θe−i(χ−ψ)

]
=

[
− cosh θ − sinh θe−i(χ−2ψ)

sinh θei(χ−ψ) cosh θ

]
= −G1 + 2i sinh θ sinχ− ψ

[
0 eiψ

e−iψ 0

]
.

(B.44)

If the superconducting phases in the electrodes and the normal metal are the same, this reduces to
ΨG1Ψ = −G1, and in that case equation (B.43) reduces to the expression found in [85].

B.4.2 Chiral p-wave

Lastly, the case ∆ = ∆0e
iφ is discussed. In that case

Rp =
1

2

[
g+ + g− f+e

iψ+ + f−e
iψ−

−(f+e
−iψ+ + f−e

−iψ−) −(g+ + g−)

]
Rm =

1

2

[
g+ − g− f+e

iψ+ − f−eiψ−
−(f+e

−iψ+ − f−e−iψ−) −(g+ − g−)

]
,

(B.45)

and in this case the diagonal elements of R−1
p Rm do not vanish. However, since g± = E√

E−|∆pm|2

and |∆±| = |∆eiψ± | = ∆0, the diagonal elements of Rm do vanish, and the procedure that was
applied to R−1

p RmG1(R−1
p Rm)−1 previously, may now be applied to RmG1R

−1
m .

B.5 Keldysh component

The Keldysh component of the boundary condition can be expressed as follows:

IK = 2([G,Bn])K = 2(GRBK +GKBA −BRGK −BKGA). (B.46)
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Now, BR has been calculated in section B.4.1, and BA can be calculated from BA = −τ3B†Rτ3,
where τ3 is the third Pauli matrix. Thus, only BK needs to be calculated. From equation (B.37) it
can be read that B = D−1N , where

D =
(
−T1nH

−1
+ H−G1H

−1
− H+H

−1
+ + T1nH

−1
+ G1 + 1− T 2

1nH
−1
+ H−G1H

−1
− H+G1

)−1

N =
(
T1n(H−1

+ H− −H−1
+ ) + T1nH

−1
+ H−G1H

−1
− H+

)
.

(B.47)

With this expression BK can be expressed as

BK = D−1
R NK − (D−1)KNA

= D−1
R NK −D−1

R DKD
−1
A NA.

(B.48)

Following [85] D−1
A NA = BA, which leaves only NK and DK to be calculated. In order to find

these expressions, the Keldysh part of each of the terms of N and D will be calculated:

(1)K = 0.

(H−1
+ )K = −R−1

p KpA
−1
p

= R−1
p hs − hsA−1

p .

(H−1
+ G1)K = R1

pG
K + (H−1

+ )KG
A

= R1
p(R1h− hA1) + (R−1

p hs − hsA−1
p )A1.

(H−1
+ H−)K = R−1

p (H−)K + (H−1
+ )KAm

= R−1
p Rmhs −R−1

p hsAm +R−1
p hsAm − hsA−1

p Am

= R−1
p Rmhs − hsA−1

p Am.

(H−1
+ H−G1H

−1
− H+H

−1
+ )K = (H−1

+ H−G1H
−1
− H+)R(H−1

+ )K + (H−1
+ H−G1H

−1
− H+)KA

−1
p

= ΨR1Ψ(R−1
p hs − hsA−1

p ) + (H−1
+ H−G1H

−1
− H+)KA

−1
p .

(H−1
+ H−G1H

−1
− H+G1)K = (H−1

+ H−G1H
−1
− H+)RG

K + (H−1
+ H−G1H

−1
− H+)KA1

= ΨR1Ψ(R1hs − hsA1) + (H−1
+ H−G1H

−1
− H+)KA1.

(B.49)

Substituting these expressions

DK =− T1nΨR1Ψ(R−1
p hs − hsA−1

p )− T1n(H−1
+ H−G1H

−1
− H+)KA

−1
p + T1nR

−1
p (R1h− hA1)

+ T1n(R−1
p h− hA−1

p )A1 − T 2
1nΨR1Ψ(R1h− hA1)− T 2

1n(H−1
+ H−G1H

−1
− H+)KA1.

(B.50)

and

NK = T1nR
−1
p Rmhs−T1nhsA

−1
p Am−T1nR

−1
p hs+T1nhsA

−1
p +T 2

1n(H+H−G1H
−1
− H+)K . (B.51)

This leaves only (H+H−G1H
−1
− H+)K to calculate. To this end, first observe that

A−1
m Ap = (−τ3(R−1

m )†τ3)(−τ3Rpτ3) = τ3(R−1
m )†R†pτ3 = τ3(RpR

−1
m )†τ3. (B.52)

Using that H+ and H−1
− anticommute it follows that

A−1
m Ap = −τ3(R−1

m Rp)
†τ3 = − 1

A
τ3Ψτ3 =

1

A
Ψ, (B.53)

where it was used that Ψ is a Hermitian matrix and that its diagonal elements vanish.
Thus,

R−1
p RmG1A

−1
m Ap =

A

A∗
ΨG1Ψ. (B.54)
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Now the remaining term can be calculated:

(H+H−G1H
−1
− H+)K =

(H+H−)KA1(H−1
− H+)A

+(H+H−)R(R1h− hA1)(H−1
− H+)A

+(H+H−)RR1(H−1
− H+)K .

(B.55)

As calculated before, (H−1
+ H−)K = R−1

p Rmhs − hsA−1
p Am. Thus,

(H+H−)KA1(H−1
− H+)A = R−1

p RmhsA1A
−1
m Ap − hsA−1

p AmA1A
−1
m Ap

=
A

A∗
ΨhsA1Ψ− hsΨA1Ψ.

(H+H−)RK1(H−1
− H+)A = R−1

p Rm(R1h− hA1)A−1
m Ap

=
A

A∗
Ψ(R1h− hA1)Ψ

(H+H−)RR1(H−1
− H+)K = R−1

p RmR1(R−1
m Rphs − hsA−1

m Ap)

= ΨR1Ψhs −
A

A∗
ΨR1hsΨ.

(B.56)

With this the expression for (H+H−G1H
−1
− H+)K finally becomes

(H+H−G1H
−1
− H+)K = ΨR1Ψhs− hsΨA1Ψ +

A

A∗
(ΨR1(h− hs)Ψ−Ψ(h− hs)A1Ψ) . (B.57)

With this an expression for all terms of BK has been found and IK can be calculated.
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