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ABSTRACT 

Implementation of digital ethics in small and medium 

enterprises (SMEs) can make sure a SME does get a 

competitive advantage. Currently there is no standard method 

available for the analysis of digital ethics awareness. The 

purpose of the paper is aimed at clarifying how digital ethics 

awareness can be analyzed within small and medium 

enterprises. This will be achieved by creating  a self-assessment 

questionnaire (SAQ) for companies to get a clear overview of 

their current awareness of digital ethics in their own company. 

The questionnaire can also serve as a starting point for a SME 

to improve their digital ethics awareness or even their 

implementation of digital ethics. A systematic literature review 

has been carried out to identify the ethical concepts that are of 

key importance for the analysis of digital ethics. Based on the 

findings of this review, a list of different ‘digital ethics areas’ 

is derived. Eventually the paper presents the self-assessment 

questionnaire for companies which gives a comparative 

calculation for each of these areas.  
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1. INTRODUCTION 
The world is becoming more and more digital every day, which 

results in more and more digital data every day. Since the field 

of digital innovation is relatively new, the long-term effects of 

its growth on the societal environment are not fully known yet. 

To make sure SMEs are able to make the most of this uncertain 

future, SMEs should be aware of (their current implementation) 

of digital ethics, since an appropriate implementation of digital 

ethics in a SME can lead to a competitive advantage for that 

company [4]. The paper presents a self-assessment 

questionnaire (SAQ)  to do a self-analysis of a company’s 

current digital ethics awareness. The paper uses the ethical 

concepts that are of key importance for the analysis of digital 

ethics awareness. Firstly, the paper will give a general 

definition of ethics. Although it is hard to provide such a 

general definition of ethics, it can be put as: “moral beliefs held 

by a group or community (what is good and bad or right or 

wrong) and a definition of the moral duties (to do or not do 

certain actions that stem from those beliefs)” [14]. Trying to do 

the right thing digitally, among other things, can be described 

by digital ethics. The definition of digital ethics will be 

explained more elaborately in the following paragraph. After 

that, the key problem and research questions will be clearly 

stated in section 2. Section 3 will discuss the methodology used 

 
in the paper and section 4 will present the results followed by 

the discussion in section 5.  

1.1 Context 
The YouTube case, as displayed in the grey box above, is an 

example of choosing between making as much money as 

possible or doing the ‘right’ thing morally. This is consistent 

with the definition of ethics given in the previous paragraph. 

However, ethics are not just about making the ‘right’ moral 

choices. A lot of (digital) choices that have to be made by 

companies do not have a ‘right’ answer. For example, when a 

driverless car is in a situation where an accident is unavoidable, 

should it always choose to protect the passenger, or should it 

choose to safe as many people as possible? And, who is 

responsible for the decision that the car makes? [7] Another 

case, where digital ethics play a role, can be found in digital 

health care. There is an app available that can perform skin 

cancer screening by analyzing photos. This app is making use 

of artificial intelligence (AI) in a way that makes sure the app 

is able to “give a result as good as that of an experienced 

dermatologist.” [4] The problem is that “even the programmers 

of the app cannot understand the patterns the AI recognizes and 

why it comes to a particular conclusion.” [4] Since it could be 

about matters of life and death, we should ask ourselves if we 

want to replace human experts by AI agents. Also, what 

happens when the algorithm gives a false result, who will be 

responsible? 

The point of these examples above is to show that (digital) 

ethics are not only about moral choices. Therefore, an analysis 

of digital ethics awareness should not only focus on the moral 

choices a company makes, but it should take more ethical 

values into account. 

The YouTube misinformation case 

YouTube collects data of their users to, among other 

things, display a list of recommended videos when 

someone has finished watching a certain video. This list 

is not made by a real person but by a digital algorithm. 

The main goal of this algorithm is to keep users on 

YouTube as long as possible by showing equal or even 

more spectacular recommendations, so that users will be 

urged to watch another video and YouTube can show 

more advertisements.  

When watching a video about the COVID-19 Virus, it 

may not only show the dangerous things about the virus 

but also videos which say the virus is completely fake. 

This can result in users believing the virus is fake, which 

can have big negative societal consequences, like refusing 

to take a vaccine. Eventually this may cause more people 

to die than necessary.  

Would it not be better for the world if companies, besides 

or instead of making as many money as possible, tried to 

do the ‘right’ thing?  
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This paper concentrates on digital ethics awareness, which can 

be defined as: “Digital ethics is about responsible and 

sustainable use of data. It is about doing the right thing for 

people and society” [15]. Another definition is: “Digital ethics 

concerns the question of which values we want to live up to in 

a digital world, in order to positively shape society through 

technological innovations.” [4]. In short, implementing digital 

ethics in your company in the right way can make sure that:  

• The company can potentially gain an competitive 

advantage, by being more trustworthy than their 

competitors, which will lead to attracting more 

customers [4]. 

• The company could stay ahead of the law, since 

lawmaking is always in development in the digital 

field. Currently the law in this field is focusing 

mostly on privacy, but in the future other concepts 

like transparency could also become part of it. 

Eventually, the company might even get some 

influence on future policy making [4]. 

2. PROBLEM STATEMENT 
Though there is some research carried out about digital ethics 

[4], [8], [15], methods to analyze the level of digital ethics 

awareness are, to our knowledge, lacking. Big tech companies 

like YouTube and Facebook are becoming more and more 

aware of the opportunities and problems that implementing 

digital ethics bring with them and they also do have the 

resources to develop particular strategies for this. Opposed to 

these big companies, SMEs often lack the resources to develop 

an own strategy, therefore it is not known by most SMEs how 

they can gain competitive advantage by implementing digital 

ethics. That is why the paper is concentrating on analyzation of 

digital ethics awareness especially for SMEs. The resulting 

SAQ can provide a SME with an overview of their current 

implementation and foundation to develop their own digital 

ethics strategy. 

2.1 Research question 
The main research question of this paper is: What ethical 

concepts are or key importance in order to analyze digital ethics 

awareness within SMEs. Three sub questions were used to be 

able to answer to the main question:  

1. What are the key ethical concepts regarding the 

analysis of digital ethics awareness?  

2. Which areas of a company have to be analyzed and 

how should the key ethical concepts be divided 

among these areas? 

3. How to analyze and calculate a comparative score to 

these identified areas? 

3. METHODOLOGY 
A combination of three methods were used to gather the desired 

results for answering each of the sub questions mentioned 

above, the number of the method aligns with the number of the 

sub question:  

1. A systematic literature review to identify the ethical 

concepts that are of key importance for digital ethics 

analysis; 

2. The identification of ‘digital ethics areas’ by 

assigning the key ethical concepts to predefined 

areas. These areas are predefined to make sure the 

analysis covers all parts of a company;  

3. A self-assessment questionnaire based on desk 

research, will be presented. It will contain example 

statements for each ‘digital ethics area’ that can be 

used to calculate a comparative score for each area.  

3.1 Systematic literature review 
The usefulness of a systematic literature review can be 

described as follows: “A review of prior, relevant literature is 

an essential feature of any academic project. An effective 

review creates a firm foundation for advancing knowledge. It 

facilitates theory development, closes areas where a plethora of 

research exists, and uncovers areas where research is 

needed.”[16]  

To identify the ethical concepts that are of key importance for 

the analysis of digital ethics awareness, a concept matrix is 

used. This is made by using “a logical approach to grouping 

and presenting the key concept you have uncovered.” [16] In 

total, 14 articles were reviewed. 3 articles had digital ethics as 

their main topic and 2 articles had ethics in general as their 

main topic. Subsequently, 9 articles in the adjacent field of 

artificial intelligence (AI) were reviewed , since research is 

lacking in the digital ethics field. The articles were selected in 

a way that makes sure that the concepts were approached from 

as many different angles as possible. The relevance of the 

articles can be found in appendix A.  

 

As already mentioned, articles 1 till 3 are used to find the most 

important concepts for digital ethics, articles 4 and 5 focus on  

ethics in general and its concepts and article 6 till 14 are used 

to check whether the concepts found in the first three articles 

are also discussed in the adjacent fields. Also, this last group of 

articles are used to check whether one or more concepts were 

not found in the first three articles. Since the AI ethics field is 

an adjacent study field where a lot more research has been 

carried out than the digital ethics field, it makes the most logical 

comparison. The final result of this method was developing a 

concept matrix (table 1). After discussing the concept matrix, 

the concepts that were identified will be explained more 

elaborately. 

3.2 Identify digital ethics areas 
The first step of this method will be to make sure every aspect 

of a company is covered in the analysis. Therefore the key areas 

of digitization will be used, which were identified in an article 

especially for digitization in SME’s [3]. The areas are: 

• Strategy and leadership 

• Company culture and organization 

• IT infrastructure 

• Process and operations 

• Product (use face) 

This subsection will also explain why it is considered logical to 

place a certain concept in one or more digital ethics area(s). The 

result of this method will be a table with the concepts per area, 

which can be found in table 2.  

3.3 Create self-assessment questionnaire 
To make it possible to do an analysis on a certain area, the paper 

proposes to set up a self-assessment questionnaire, with a 

framework inspired by the article mentioned in the previous 

subsection [3]. This questionnaire contains several statements 

per area which can be answered on a five-point Likert scale, 

where answering true results in 5 points and answering false 

results in 1 point for a specific statement 

After answering all statements, an average score can be 

calculated for each area and plotted in a Radar chart. The paper 

will show a fictional example of such a Radar chart, which 

gives a total overview of the current level of digital ethics 

awareness for a certain SME. It makes it easy to see what areas 

are already good enough for the company and what areas might 

need improvements. The statements of an area that needs 
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improvement can serve as a starting point for a company to 

develop a digital ethics (improvement) strategy. The result of 

this method will be a list of example statements per area and an 

example Radar graph. 

4. RESULTS 

4.1 Systematic literature review 
The result of the systematic literature review is presented in two 

subsections. The first section discusses the concept matrix 

(table 1). Also, an explanation will be given why the concepts 

were chosen and what conclusions can be drawn based on the 

concept matrix. The second subsection will explain the ethical 

concepts found using the literature review. 

4.1.1 Concept matrix 
The resulting concept matrix based on the literature review can 

be found in table 1 at the bottom of this page. The second row 

contains the articles that were reviewed. Each article is 

numbered, followed by the first author of each article and its 

year of publication. The ethical concepts can be found in the 

first column. Furthermore, the matrix contains marks, each 

mark means a certain ethical concept was discussed in a certain 

article. The last column shows for each concept how many 

times a concept has been discussed. The ethical concepts were 

sorted from most to least references. 

The concepts that were selected for the matrix were chosen 

from the first three articles which were about digital ethics 

theory [15], digital ethics in practice [4] and digital ethics 

policy making [8] since these articles were the ones that 

focused especially on digital ethics. The ethical concepts are: 

human being at the center; individual data control; transparency 

and explainability; accountability; equality; leverage existing 

structures; staff involvement and value-oriented product 

development.  

The last column of the concept matrix shows that all concepts 

found in the digital ethics articles were discussed in the articles 

of adjacent fields. Also, no other concepts regarding digital  

 

ethics awareness were found. This means that the chosen 

ethical concepts are suited for the analysis of digital ethics 

awareness.  

Four concepts were discussed in nine articles or more namely: 

human being at the center; transparency and explainability; 

accountability and equality. This can be explained by the fact 

that these concepts are pointing at the core of ethics in general, 

therefore they were discussed in many of the articles in adjacent 

fields.  

The other four concepts were discussed in seven articles or less. 

Individual data control was found in the digital ethics theory 

article [15]. It is a very specific concept and therefore not 

discussed in all articles, it could have been included in most 

articles without changing the message of those articles though. 

The other three concepts are: Leverage existing structures, 

Staff training and value-oriented product development. These 

concepts were found in the digital ethics in practice article [4]. 

Since most articles are only about (ethics in) theorem these 

concepts were discussed less. It does not mean these concepts 

are less important. For a company to really profit from the 

implementation of digital ethics, it is a necessity to have an 

appropriate implementation in theory and in practice [4]. 

4.1.2 Explanation of concepts 
In this second section the selected concepts will be explained 

more elaborately based on the definitions that were used in the 

different articles used in the concept matrix. The order in which 

the concepts are explained is the same as the order of the 

concept matrix. 

Accountability 
“Accountability is an integral part of all aspects of data 

processing, and efforts are being made to reduce the risks for  

the individual and to mitigate social and ethical implications.” 

[15] Accountability means that a company does take   

responsibility. Taking responsibility increases trustworthiness 

of a company and therefore the company can make the most of 

the opportunities offered by digitalization [4].  Also, companies
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Accountability X X X  X X X X X X X X X X 13 

Equality X  X X  X  X X X X X X X 11 

Transparency and explainability X  X X  X X  X  X X X X X 11 

Human being at the center X  X   X X X X X X  X  9 

Value-oriented product development  X X     X  X X X  X 7 

Individual data control X      X X  X X X   6 

Leverage existing structures  X         X  X X 4 

Staff involvement  X X        X    3 



4 

 

 

not only have to make sure it is implemented in their own 

company, but they have to assure its subcontractors and 

partners have the same standards [4] [15]. 

 

Equality 
The equality concept can be described as follows: “When 

processing data, special attention should be paid to vulnerable 

people, who are particularly vulnerable to profiling that may 

adversely affect their self-determination and control or expose 

them to discrimination or stigmatization.” [15] Additionally, 

“Paying attention to vulnerable people also involves working 

actively to reduce bias in the development of self-learning 

algorithms [15]. 

Transparency and explainability 
Despite the fact that at first glance it may seem odd to combine 

two different concepts, we chose to do this because they serve 

the same goal: “Data processing activities and automated 

decisions must make sense for the individual.  They must be 

truly transparent and explainable.” [15]  The YouTube case, as 

presented before, illustrates this as well. Imagine that they 

decide to publish their algorithm for recommending videos, 

they are then able to claim that they are transparent. The 

problem is that only experts will be able to understand the 

algorithm, therefore it does not meet the requirements of this 

ethical concept. 

Human being at the center 
This concept can be described the following way: “Human 

interests always prevail for institutional and commercial 

interests.” Therefore the human being should be at the center 

of data processing and should always have the primary benefit 

of data processing [15]. Also the policymaking regarding 

digital ethics is aimed at “a human-centric distribution of 

power” [8] to make sure human interests prevail. 

Value-oriented product development 
Only the user or manufacturer of a machine can be held 

responsible for their actions, therefore it is “crucial to 

incorporate ethical principles into the design and 

development.” [4] Value-oriented product development is a 

way to achieve this. An example of this is ethics by design, this 

theory takes sensitivity towards digital ethics into account from 

the data selection and conception stages, which are the first 

stages of the design process [4]. 

Individual data control 
Individual data control means that: “The individual has the 

primary control over the usage of their data, the context in 

which his/her data is processed and how it is activated.” [15] 

Or to put it in different words: “data flows shall be controllable 

by the individuals whose data is being processed, which from 

our perspective involves the right to know and to affect which 

kind of person-related inferences can be drawn on basis of their 

data.” [9] 

Leverage existing structures 
“Implementation of strategies for digital ethics should build on 

existing resources and expertise, and make appropriate use of 

them.” [4] This means that companies should avoid making  

parallel structures. Integrating in existing structures makes sure 

the acceptance within the current workforce will be higher and 

it automatically raises awareness of the opportunities and 

challenges that digital ethics bring with them among all staff 

[4]. 

Staff involvement 
A very important aspect of bringing digital ethics in practice is 

that it has to be integrated in the company culture. Therefore, 

“Developing knowledge and expertise at all levels of the 

company is crucial to avoid unnerving or overburdening 

employees when dealing with digital ethics challenges [4]. It 

means that the (new) strategy should be clear to all staff and 

staff should have the opportunity to follow digital ethics 

(awareness) training. 

4.2 Derive digital ethics areas 
Table 2 shows the assignment of the ethical concepts to the five 

predefined areas that were already mentioned in section 3.2. 

This section will briefly explain why each assignment is 

considered logical. 

4.2.1 Strategy and leadership 
The strategy of the company should be aimed at creating value 

for their customers. Therefore, the human being could be 

placed at the center of the strategy. By using a form of value-

oriented product development, a company makes sure this is 

achieved. Another necessity is that the (digital) strategy is made 

transparent and explained in a way that can be understood by 

all employees, stakeholders and customers. The strategy has to 

state what the companies’ responsibilities are and what 

responsibilities the stakeholders and the customers have. Lastly 

the company should ensure that they do not develop a new 

parallel strategy for implementing digital ethics, the current 

strategy and leadership have to be adapted. 

It is very important that all (new) parts of the strategy are 

completely supported by the company leadership. If the

 

Table 2. Assignment of digital ethics concepts per area 
Strategy and leadership Company culture and 

organization 

IT infrastructure Process and operations Product (use face) 

Human being at the center Human being at the center Individual data control Human being at the center Human being at the center 

Transparency and 

explainability 

Transparency and 

explainability  

Transparency and 

explainability 

Transparency and 

explainability 

Individual data control 

Accountability Accountability Accountability Accountability  Transparency and 

explainability 

Equality Leverage existing 

structures 

Leverage existing 

structures 
Equality Accountability 

Leverage existing 

structures 

Staff involvement  Leverage existing 

structures 

Equality 

Value-oriented product 

development 

  Value-oriented product 

development 
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leadership of a company does not follow all guidelines that are 

part of the strategy, it cannot be expected that other members 

of the company will do this [4]. Furthermore, it should be clear 

which member of the leadership is responsible for what part of 

the implementation or maintaining of the digital ethics 

standards. 

4.2.2 Company culture and organization 
The organization of a company should be changed in a way that 

makes sure that everything what a company does should be for 

the benefit of the customer. This should be done in line with the 

(new) strategy. By implementing digital ethics in this way, the 

culture of the company will automatically change. Besides that, 

it should be totally clear to everyone in the company what the 

expectations for everyone are and how these can be achieved. 

Similar to the distribution of responsibilities among company 

leadership, certain staff members should be made responsible 

for a certain part of the implementation and maintenance of the 

digital ethics standards. At first, no new staff should be hired, 

but the current workforce should be used for this distribution. 

Furthermore, all staff should be involved in the process and 

training should be offered to make sure everyone is able to get 

familiar with the digital ethics standards. Eventually it might be 

the case that some staff members are not able to adapt to the 

new standards. If that is the case, the company should consider 

to replace these staff members. The recruitment process should 

be adapted in a way that all new employees are willing and able 

to adapt to the new company culture. 

4.2.3 IT infrastructure 
The IT infrastructure of a company should be set up in a way 

that it is always possible for customers to get access and 

change the data that is being collected by the company or its 

partners. The company should be totally transparent what data 

their IT infrastructure collects and explain why this is 

beneficial for the customers.  When collecting data, the 

company should be aware of the possible vulnerabilities of the 

digital services they use and provide. It might be the case a 

company has to use a certain kind of software which 

discriminates for example, then the company should explain 

why they have to use this. Also, the company should be in 

agreement with all their IT partners about what specific 

responsibilities the company has. The company should make 

sure their partners apply the same standards. Again, the 

current IT infrastructure should be adapted to implement the 

(new) digital ethics standards, no parallel or new structure 

should be set up. 

4.2.4 Process and operations 
The process and operations of a company should be in line with 

the (new) strategy and (new) organization, so that they will 

provide a beneficial result for the customer. Therefore, the 

chosen form of value-oriented product development should be 

implemented in the process and operations. Also, the company 

should be transparent about their process and operations in a 

way that stakeholders and customers can understand. It should 

be clear what the company does and how they do it. Certain 

staff members should be appointed to be responsible for a 

certain part of the process or certain operations. Lastly, the 

current process and operations should be adapted to the digital 

ethics standards, no new or parallel process and operations 

should be set up. 

4.2.5 Product (use face) 
The main goal of the product should be that it creates a benefit 

for the users. Also, it should be clear to users what digital 

features the product has and  be explained in a way that can be 

understood by all its users. The customers should know what 

data the product collects and how they can gain access to and 

change this data. Furthermore, the product should be unbiased 

and give the same possibilities to every possible user. It should 

be clear for the user what the responsibilities of the customer 

are and what responsibilities the company has for the product. 

Also try to make the product accessible by as many potential 

users as possible. 

4.3 Self-assessment questionnaire 
This self-assessment questionnaire will contain example 

statements for all the areas that were found in section 4.2. These 

statements can be used by a company to analyze their own 

digital ethics awareness. All statements have to be answered on 

a five-point Likert scale, where answering true results in 5 

points and answering false results in 1 point for a specific 

statement. The average score for each area can then be plotted 

in a Radar chart (figure 1). This chart can be used to see what 

areas are already appropriate and what areas need 

improvement. If a company wants to improve a certain area, 

the statements of this questionnaire can serve as a starting point 

for the improvement strategy of a company. Section 4.3.1 

shows the statements of the questionnaire per digital ethics 

area. 

4.3.1 Questionnaire statements 
Strategy and leadership 

1. The strategy of the company makes sure that it is 

mainly aimed at providing benefits to customers. 

2. The strategy is transparent and explained in a way 

that can be understood by stakeholders and 

customers. 

3. It is clearly stated in the strategy what the company’s 

responsibilities are 

4. No vulnerabilities (e.g. biases) are present in the 

strategy. 

5. The existing strategy and leadership structure is used 

to integrate new versions of the digital ethics 

strategy. 

6. A way of value-oriented product development (e.g. 

ethics by design) is integrated in the company’s 

strategy. 

Company culture and organization 
1. The company culture is mainly aimed at generating 

value for the customer. 

2. Everyone working in the company clearly 

understands what they exactly have to do and how 

they should do it. 

3. It is clearly described who is responsible for what 

part of the organization, including who is responsible 

for the implementation of digital ethics (awareness). 

4. The company is sure their organization does not have 

any unwanted biases, for example in the recruitment 

process. All positions in the organization are equally 

accessible to equal people. 

5. The company has made sure the current organization 

structure is used when implementing digital ethics.  

6. All staff of the company does have access to digital 

ethics (awareness) training 

IT infrastructure 
1. The IT infrastructure is set up in a way that all 

customers are able to get access to their data at any 

time, they are also always able to change it. 

2. It is totally clear to the customers what data is 

collected and what benefit this data collection creates 

for the customer. 
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3. It is clearly stated what responsibilities the company 

has and what responsibilities the customers have. 

4. The current IT infrastructure is used to implement the 

digital ethics. 

Process and operations 
1. Processes and operations are set up in a way so that 

their result will be beneficial for customers. 

2. The process and all operations are explained in a way 

that can be understood by all staff and by customers. 

3. It is clearly stated which employee is responsible for 

which process 

4. The company has made sure that things like biases 

are eliminated in processes and operations. 

5. Instead of creating a new structure, the current 

processes and operations are changed to implement 

digital ethics (awareness). 

6. The chosen way of value-oriented product 

development is fully implemented in the process and 

operations. 

Product (use face) 
1. The finished product does provide one or more 

benefits for customers. 

2. Customers know what data is collected by the 

product and know how to access and change their 

personal data. 

3. It is clearly explained to the customer what the 

product does (digitally) and how it should be used. 

4. The company has stated what their responsibilities 

regarding the product are and what the 

responsibilities of the customer are. 

5. The company has made sure the product is available 

and accessible to as many users as possible. 

4.3.2 Resulting Radar chart 
Figure 1 is an example of a filled-in score Radar chart, which 

shows the average results of company A per digital ethics area. 

As already mentioned before, this graph makes it easy to see 

what areas do already have an appropriate implementation of 

digital ethics and what areas are lacking this implementation. 

Company A has a an appropriate implementation in the 

company culture and organization area and a bad score in the 

IT infrastructure area. It means that, provided that they want to 

improve their digital ethics implementation, their main focus 

has to be on their IT infrastructure. As a starting point they can 

use the statements of the IT infrastructure area in section 4.3.1. 

To improve the other areas they can use the statements of the 

corresponding section as a starting point. 

Figure 1. Example Radar chart showing digital ethics 

awareness for company A 

5. DISCUSSION 
Since the world is becoming more and more digital each day, 

the importance of digital ethics is also increasing each day. Big 

companies like YouTube and Facebook are becoming more and 

more aware of the challenges and opportunities that digital 

ethics bring with them. SMEs often lack resources to fully 

develop an own digital ethics strategy, therefore that is the main 

focus of this paper. When digital ethics are implemented in an 

appropriate way: it makes sure the company stays ahead of the 

law; it might give the company influence on future law making 

and it can give the company a competitive advantage [4]. 

Three methods were used to be able to answer the main 

question of this paper. The main question is: What ethical 

concepts are or key importance in order to analyze digital ethics 

awareness within SMEs. The paper uses a systematic literature 

review [16] to identify the most important ethical concepts 

regarding digital ethics awareness. The ethical concepts found 

were: human being at the center; individual data control; 

transparency and explainability; accountability; equality; 

leverage existing structures; staff involvement and value-

oriented product development. These concepts were assigned 

to five different ‘digital ethics areas’ to be able to analyze the 

concepts. After that the paper presented a self-assessment 

questionnaire that can be used by companies to do a self-

analysis and see in what area(s) improvement is needed. 

Lastly, it should be kept in mind that this paper merely 

functions as a starting point, therefore it has some limitations: 

1. Using a SAQ might lead to biased answers, 

companies should be aware of this when filling in the 

questionnaire. 

2. The statements of the SAQ and the Radar chart are 

not empirically validated. 

3. The SAQ is very general. There should be different 

versions for different types of SMEs. 

4. The questionnaire is a SAQ and its only result is a 

Radar chart. The questionnaire should be build in a 

tool or app for a more in-depth analysis of the results.  

All these limitations could be addressed in future research.  
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APPENDIX A 
The articles that were used in the concept matrix can be 

summarized as follows: 

• Article 1: Digital ethics theory: provides theory and 

concepts about data ethics.  

• Article 2: Digital ethics in practice: shows the 

challenges, opportunities and important concepts 

when digital ethics are implemented. It provides 

examples in different industries and environments. 

• Article 3: Digital ethics policy making:  shows all 

actors involved in the process of European policy 

making in the digital ethics field. Also states what 

concepts these actors keep in mind during this 

process. 

• Articles 4-5 Ethics in general: to find a general 

definition for ethics and identify the important 

concepts. 

• Articles 6-7 Ethics in artificial intelligence: about 

incorporating digital ethics into AI. 

• Article 8-9 Artificial intelligence for good: about 

trying to do good using AI. 

• Articles 10-11 Responsible artificial intelligence: 

about making equality and accountability in AI. 

• Articles 12-14 Explainable artificial intelligence: 

focusses on the importance of transparency and 

explainability in AI.   

 


