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ABSTRACT

Order picking, defined as the retrieval of products from their storage location in re-
sponse to a specific customer order, is the most labor-intensive and time-critical operation
in manual warehouse systems. The project aims to analyze theoretically and empirically
sequential zone picking systems in which the picking area is divided into several picking
zones or stations and connected by conveyor. The items of an order are distributed to
one or more boxes, and the items in a box are retrieved progressively by visiting stations
in a sequence. To this end, two queuing models with finite capacity are designed respec-
tively for theoretical and empirical settings. In the empirical study, frequent item pairs
(FIP) are derived from a year of historical transaction data at Kramp and integrated into
the existing storage assignment of the company’s warehouse in Strullendorf, Germany.
A simulation is then built to study the impact of the FIP integration on the warehouse
performance. Multiple key performance indicators are specified to quantify the impact.
The simulation results show that FIP helps improve the warehouse performance; however,

the effect may become negative when employing a greedy approach.
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1 INTRODUCTION

Since the 1980s with the arrival of new management philosophies, such as Just-In-
Time, partnership, and lean production, the warehouse has taken on a strategic role in at-
taining the logistics goals of tighter inventory control, shorter response time, and greater
product variety (Coyle, Langley, and Bardi, 1996; Gu, Goetschalckx, and McGinnis,
2007). The warehouse operations have been constantly improved, especially in terms of
order throughput time, to satisfy the customer’s demand for faster (same-day or overnight)
and better delivery services at cheaper prices. Among the operations, order picking has
been regarded as the highest-priority area for responsiveness and productivity improve-
ments in warehouse management (Petersen, 2000; de Koster, Le-Duc, and Roodbergen,
2007). Order picking, defined as the retrieval of products from their storage location
in response to a specific customer order, is the most labour-intensive and time-critical
operation in manual warehouse systems (Tompkins et al., 2010; Manzini, Bozer, and
Heragu, 2015). The widespread adoption of the information and communication tech-
nology, such as barcoding, radio frequency communications, and warehouse management
systems (WMS), has provided new opportunities to support the picking operations (Gu,
Goetschalckx, and McGinnis, 2007).

In 2012, manual picker-to-parts order picking systems (OPS) form over 80% of all
order picking systems in Western European warehouses in 2012 due to their easy instal-
lation and high reconfigurability at low initial and maintenance cost (de Koster, Le-Duc,
and Roodbergen, 2007; de Koster, 2012). Despite the technology advancement and the
increasing popularity of parts-to-picker OPS, a large number of recent research papers
still focuses on the manual picker-to-parts. This is due to the fact that the manual
picker-to-parts involves humans in almost all operations, there are many rooms for im-
provement. These systems employ low-level storage systems, i.e., products are stored in
bins on shelves, storage drawers in cabinets, or cartons on flow racks (Coyle, Langley,
and Bardi, 1996). The shelf height is limited by the reaching height of an average human
being. Order pickers retrieve the requested items from storage racks or bins by traveling
along the aisles. As previous studies claim that 50% of an order picker’s time is spent
on traveling, a myriad of research has concentrated on reducing travel time at tactical

or operational levels (de Koster, Le-Duc, and Roodbergen, 2007; Tompkins et al., 2010).



Two of the main research threads that combine tactical and operational level are zoning

and storage assignment.

Zoning is developed to group aisles into work zones or stations. It aims to reduce
the traffic congestion and familiarize pickers with the item locations in the station which
consequently minimizes the intra-station travel time. In order to eliminate the inter-
station travel time of pickers, a conveyor system is installed to transfer the boxes between
stations. One variant of zoning is sequential approach of progressive order assembly in
which the order is assigned to a box, and the box visits all relevant stations sequentially.
A picker at the first station retrieves items in their station then puts the box back to the

conveyor to pass it to the next destination.

Storage assignment represents a strategy to distribute and locate items in the ware-
house. This strategy is closely related to the layout of the warehouse, i.e., the design
of its floors, aisles, modules, and shelf spaces, as well as the depot location. Intuitively,
if the frequently-purchased-together products are located relatively close to each other,
significant reductions in travel time and operational cost may be attained. As a result,
cluster-based storage assignment (CBSA) with frequent item pairs has been studied ex-
tensively thanks to the unprecedented development of the computing power to mine enor-
mous historical transaction data. Nevertheless, the literature on CBSA is very limited,

especially when considering both zoning and warehouse layout.

The objective of this report is to analyze the sequential zone picking systems (SZPS)
in both theoretical and empirical settings. To this end, two queuing models with finite
capacity are designed to represent each setting. The theoretical setting is based on the
closed queuing model with single segment by van der Gaast et al. (2020) while the em-
pirical resembles Kramp’s warehouse in Strullendorf, Germany. In the latter, frequent
item pairs (FIP) are derived from a year of transaction data and integrated into the ex-
isting storage assignment. This report is the first to attempt to solve the item clustering
problem by using the connected components in graph theory. Then a heuristic approach
is employed to tackle both assign clusters to stations (zoning) and items to shelf spaces
(warehouse layout). A simulation is built to study the impact of the FIP integration on

the system performance.

The structure of the report is as follows. First, a general introduction to modeling
order picking system as a network of queues and cluster-based storage assignment with
frequent item pairs is given in Chapter 2. Chapter 3 elaborates on the product-form
stationary distribution of the jump-over blocking approximation of the single-segment
order picking systems with capacity constraint and block-and-recirculate protocol using
the theoretical setting from van der Gaast et al. (2020). Chapter 4 describes the stor-

age layout and dimensioning of the three-floor warehouse of Kramp Group, as well as



storage assignment and picker information. The chapter also builds a simulation model
with two scenarios and five main key performance indicators (KPIs) for the warehouse.
Chapter 5 explains the data mining and clustering process for the frequent item pairs and
develops an algorithm to incorporate the FIP cluster into the current storage assignment.
Three scenarios are then simulated to reveal how FIP influences the KPIs via storage

rearrangement. Chapter 6 concludes the results and suggests future work on the topic.



2 LITERATURE SURVEY

This chapter reviews the literature on order picking systems with sequential zoning
and a conveyor to connect stations as a queuing network in Section 2.1. Section 2.2 dis-
cusses the previous cluster-based storage assignment using frequent item pairs. Although,
the literature on both topics was limited despite their impact on the warehouse perfor-
mance, it has received more attention from researchers, especially on cluster-based storage
assignment (de Koster, Le-Duc, and Roodbergen, 2007). The limitations are addressed

and the contribution of this report is explained.

2.1 Sequential Zone Picking Systems (SZPS) as a Network of Queues

SZPS with a conveyor poses difficulties for analysis (de Koster, 1994). In an exact
analysis, all possible positions of transport boxes on the conveyor must be included in the
state space. Since the systems can contain a considerable number of boxes, the state space
becomes enormous and hence unsuitable for exact analysis. This justifies the need for a
fast framework to evaluate various layout alternatives in designing sequential systems.
Many researchers have attempted to approximate picking systems with an infinite buffer,
i.e., without blocking and recirculation, based on a network of queues to analyze the
system performance. Two common performance statistics in the literature are minimizing
the average travel distance and minimizing the throughput time of an order (de Koster,
Le-Duc, and Roodbergen, 2007).

de Koster (1994) pioneers this research thread. The author models the SZPS as
a queuing network consisting of nodes that correspond to conveyor pieces and picking
stations, all are preceded by uncapacitated queues. The network employs a Poisson arrival
process, exponentially distributed service rate at all stations, and Markovian routing
probability without looping. In most scenarios, the number of conveyor pieces equals the
number of picking stations plus one as demonstrated in Figure 2.1. Each conveyor piece is
assumed to have constant speed, hence approximated by a number of parallel exponential
servers which is equal to its capacity in boxes. The performance of each node is computed

by solving the traffic equations using the Gauss-Seidel iterative method.
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Figure 2.1: SZPS viewed as a sequence of picking stations connected by conveyor pieces
(de Koster, 1994; Melacini, Perotti, and Tumino, 2011).

An additional difficulty besides the enormous state space when performing exact
analysis of the SZPS lies in obtaining the exact distribution of service times at stations.
This difficulty gives rise to the most important work in this research thread. Yu and
de Koster (2008) extend the Jackson queuing network modeling of de Koster (1994) by
allowing a general order arrival process and general service time distributions. The dis-
tribution of both the service time at a pick station and the inter-arrival time between two
boxes is assumed to be characterized by its mean and Squared Coefficient of Variance
(SCV). SCV is equal to the square of the division of the standard deviation by the mean.
This extension helps represent real-life warehouses more accurately and provides a deeper
understanding of the impact of different order picking policies on SZPS. The network
is approximated by Whitt’s analyzer for G/G/c queuing network (Whitt, 1982). This
approximation method yields acceptable results when analyzing the real-life SZPS at a

part distribution center of an international motor production company.

Based on de Koster (1994), Melacini, Perotti, and Tumino (2011) show one of the
first attempts to incorporate the system cost structure, while respecting the service level
in terms of average order throughput time. The costs include annualised conveyor cost,
annualised equipment cost of each picking station and the conveyor, annualised cost for
a square metre of picking area, and annual salary of a picker. The model also adopts the
single-block picking aisles for each station and decomposes the service time of a box at a
station into three components: (i) the constant setup time per box, (ii) the travel time
with return routing policy and constant walking speed, and (iii) the constant picking time
per item regardless of the quantity. The return routing directs pickers to enter and leave
the main aisles with items to be picked at the front aisle. This framework allows a quick
estimate of the cost effectiveness of a given solution, which helps warehouse managers

make better decisions on the layout design.

Because the pickers can temporarily place the boxes on the floor if the station buffer
becomes saturated, it is reasonable for all three of the above-mentioned open queuing
networks for SZPS to assume infinite station capacity. However, this is not usually the
case as the boxes may arrive while all pickers are on a picking tour, resulting in an
overloaded station buffer and a congested conveyor piece preceding the station. van der
Gaast et al. (2020) models the SZPS as a closed queuing network with finite buffer and



block-and-recirculate policy to more closely resemble real-world systems. The queuing
network is visualized in Figure 2.2. A concern arises as the network is highly intractable
due to the capacity constraints and blocking mechanism. The authors resolve this concern
by constructing an approximation model with a jump-over blocking protocol developed
by van Dijk (1988). Chapter 3 will further discuss the model setup and elaborate the

product-form stationary distribution of the jump-over networks.

Conveyor ¢; Conveyor ¢y Conveyor cpr41

System entrance/exit e /<>\
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\(j/ Station s Station sy

\ 4
\ 4

Figure 2.2: Closed queuing networks with block-and-recirculate protocol and single seg-

ment.

The closed block-and-recirculate networks and its jump-over approximation have
several limitations. Firstly, due to the assumed exponential service time at a station,
the picking time may be close to zero, which is unrealistic because a picker requires a
minimum amount of time for initial tour setup and box post-processing. Moreover, the
picking time takes into account only the amount of items to be picked, while neglecting the
station layout and the storage assignment. Secondly, the generalizability of the model to
open networks with multiple box classes and multiple node types may not be feasible. van
Dijk (1988) claims that the product-form stationary distribution with jump-over blocking
can be extended to the classic open networks with Poisson arrival streams at any node
and no capacity constraints, for which the partial balance per node holds. However, his
research is limited to single box class and single node type. van der Gaast et al. (2020)
proposed to use a semi-open queuing network to facilitate the external arrivals while
accounting for the population constraints. When the system reaches its capacity, the
incoming box is routed to an external queue. Unfortunately, the stationary distribution
of this semi-open network does not admit product form due to the external queue, even
with Poisson arrivals and exponential services (Jia and Heragu, 2009). Finally, in the
case of multiple segments, if the destination segment is fully occupied but the destination
station within that segment is not, the box must still recirculate on the main conveyor
at least once before attempting to reenter the congested segment. Therefore, instead of
performing an exact analysis on the open block-and-recirculate networks with multiple
segments, Chapter 4 intends to conduct a simulation study inspired by a Kramp Group’s

warehouse in Strullendorf, Germany.



2.2 Cluster-based Storage Assignment (CBSA) with Frequent Item Pairs

A storage assignment policy is a set of rules to determine the allocation of products
to storage locations (de Koster, Le-Duc, and Roodbergen, 2007). The policy has a signif-
icant impact on the order retrieval time in the warehouse; therefore, this research thread
has been receiving increasing attentions from researchers worldwide. A particular storage
assignment policy can be classified into one of six commonly used types, namely random
storage, closest open location storage, dedicated storage, full-turnover storage, class-based
storage, and cluster-based storage. The characteristics of each type are summarized in
Table 2.1. Compared to the random storage policy, the class-based and full-turnover
policies can reduce picking travel time substantially by putting additional focus on in-
dividual items’ attributes, such as turnover or ordered quantity. However, a concern
about increasing order picking time arises when two frequently-requested-together items
are potentially assigned to storage locations far from each other. Therefore, cluster-based
storage assignment (CBSA) has been designed to integrate the potential pairwise item

affinity derived from historical orders or demand forecasts.

Since the storage assignment problem is classified as non-deterministic polynomial-
time hard (NP-hard), the most popular solution method is heuristic approach (Mirzaei,
Zaerpour, and de Koster, 2021). The cluster-based storage assignment is often decom-
posed into two sub-problems: first clustering products to maximize a measure of joint
demand affinity between products, followed by allocating the clusters to storage loca-
tions. All defined affinity measures involve pairwise item relations. The maximum cluster
size is the predefined station capacity and the number of clusters is set to equal the num-
ber of picking stations. When a cluster achieves its maximum capacity, it is no longer
considered for further clustering. In the second step, the most commonly used objective
function is to minimize the travel distance/time in the case of assigning items in the

clusters to shelf spaces or to minimize the number of station visits in the case of zoning.

Jane and Laih (2005) proposes a natural cluster model which is a relaxation of the NP-
hard p-median homogenous cluster problem. A pairwise similarity measurement between
items is defined as the times that both items are requested by the same order. The model
allocates item pairs to stations in the descending order of similarity to increase the zone
picking utilization. Regarding the problem sizes, Jane and Laih (2005) conducts a case

study at a distribution center with 680 items, 22,538 orders, and 8 stations.



Table 2.1: Storage assignment, summarized from de Koster, Le-Duc, and Roodbergen (2007) and Gu, Goetschalckx, and McGinnis (2007).

Policy

Definition

Advantage

Disadvantage

Remark

Random stor-

age

Incoming product is assigned
a uniformly distributed random

empty location in the warehouse.

High space utilization.

Increased travel dis-

tance.

Will only work in a computer-

controlled environment.

Closest open

location stor-

The first empty location that is

encountered by the employee will

Easy to implement.

Racks are full around

the depot and grad-

Might perform equivalently to

the randomized storage under

storage

storage area according to their
the higher the sales

rates, the closer to the depot.

turnover:

tion when combined
with dedicated stor-

age

stock due to a con-
stantly changing de-
mand rates and the

product assortment

age be used to store the products. ually more empty to- | certain conditions (Hausman,
wards the back Schwarz, and Graves, 1976).
Dedicated Each product is stored at a fixed | Pickers become famil- | A location is reserved | More beneficial when products
storage location. iar with product loca- | even for products that | have different properties.
tions. are out of stock. Low-
est space utilization
Full-turnover | Products are distributed over the | Easiest implementa- | Regular reshuffling of | Other variants cube-per-order

index (COI) rule or frequency-

based storage.




Table 2.1 (cont.)

Policy Definition Advantage Disadvantage Remark
Class-based Products are grouped into classes | Combination of dedi- | Requires more rack | Class-based storage is outper-
storage based on popularity (COI or pick | cated storage and full- | space  than  ran- | formed by full-turnover stor-
frequency), and each class is then | turnover storage domised storage. age with regards to the travel
assigned to a dedicated area of distance in a manual order-
the warehouse. picking system due to exper-
imental simulation results by
Petersen, Aase, and Heiser

(2004).
Cluster-based | Certain products can be grouped | Take advantage of the | Computationally A metric to measure the

storage

and allocated to a subsection of
the warehouse according to some

shared properties.

correlation  between

products. Basily
combine with other

strategies.

more expensive.

strength of joint demand needs
to define. An optimal as-
signment with all combina-
tions pairs is only possible
for warehouses with a very
limited number of products
(Mirzaei, Zaerpour, and de

Koster, 2021).




Garfinkel (2005) develops a heuristic approach in which the clustering is performed by
the previously proposed techniques, such as sequential clustering, simultaneous clustering,
or particle movement. From this initial construction, the author then performs one of the
improvement procedures using two or cyclic item exchange moves in which an item in
one station is swapped with an item from another station. The result is presented from
a real data set with 10,644 products, 74,202 multi-product orders for a total of 288,870
order-product pairs. This problem size is remarkably larger than the sizes reported in the

prior literature which are no more than 1,000 items.

Data mining, or particularly association rule mining (ARM), is a relatively new
technique used to discover the interesting patterns or correlations between items contained
in large volumes of data. ARM has been integrated into storage assignment in OPS
and shown promising results, particularly due to the unprecedented computing power
capabilities (Li et al., 2021). Two commonly used indexes of ARM in CBSA literature
are support and lift. Support and its variant called support count evaluate the popularity
of a rule, in which support count has been employed as the similarity measure in early
2000s CBSA literature. Lift illustrates the type of relationship between products. Li,
Moghaddam, and Nof (2016) claims that the lift values greater than, less than, and equal

to 1.0 respectively represent complementary, substitute, and independent relationships.

Association rule: item i — item j

Support count = Number of orders containing both i and j

Support count

S t =
Hppor Total number of orders

Support count x Total number of orders

Lift =
Number of orders containing ¢ x Number of orders containing j

{i,j} are frequent item pairs

< Support count > Minimum support count threshold (or support threshold for short)

In general, when the number of orders is higher than the number of items and the
average order size is small, the support of an association rule can be significantly small.
Hence, support count is more suitable for analysis. Note that all three measures are
symmetric for 7 and j. If a minimum support count threshold, hereafter referred to as
support threshold, is set to define the frequency level. Items ¢ and j are called a frequent

item pair if and only if the support count of the pair is at least the support threshold.

Ming-Huang Chiang, Lin, and Chen (2014) combines the concepts of support and lift
into an association measure called weighted support count (WSC). Based on the measure,
the authors develop two methods, namely modified class-based heuristic (MCBH) and
association seed based heuristic (ASBH), to maximize the item association allocated in

the same aisle and to reduce the travel distance. The data set includes 338,113 daily orders
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from a distribution center in which 787 distinct products are stocked in the picking area.
It is collected over the period of one year instead of one quarter as in Garfinkel (2005) and
Jane and Laih (2005). Li, Moghaddam, and Nof (2016) also employs WSC to represent
the intensity and nature of pairwise item relations. Four warehouse configurations are
taken into account in which only the first configuration for small-sized warehouses is the
real data collected from a family care retailer with 200 orders and 20 items. Li et al.
(2021) uses classic ARM with minimum support threshold in addition to assigning items
to weight classes. The items are distributed into shelf spaces in the descending order of
weight and individual support coefficients. The data set contains 7,881 unique items with
624 transactions. The minimum support threshold is set to attain the best performance
for the transaction data in which sufficient item sets with highly correlated items within

each item set are detected.

Early 2000s research has been mainly devoted to allocating items from the beginning
with an empty warechouse while recent research shows interest in improving the existing
storage assignment. Zhang (2016) proposes an insertion algorithm to iteratively improve
the result of other storage assignment strategies step by step. However, the experiment
result indicates that the CBSA from scratch performs better than the improvement-based
CBSA. Wang, Zhang, and Fan (2020) develops data-based approach (DBA) to improve
the initial storage assignment by reassigning items across the aisles and subsequently
to appropriate modules within each aisle. The proposed DBA is able to quickly find a
candidate pair for item swapping to reduce the travel distance at each iteration by taking
advantage of the characteristics of historical transactions. Table 2.2 summarizes several
studies on CBSA in picker-to-parts OPS and highlights the research gap. Stock splitting
implies that an item can be stored in multiple shelf spaces in the warehouse. S-shape
routing indicates that a picker traverses every aisle containing pick item(s) entirely in the

shape of an S.

Two papers, Garfinkel (2005) and Jane and Laih (2005), are the studies which take
into account zoning, i.e., assigning items to picking stations, yet neglecting the exact
location of the items in the stations. Out of six papers using the real-life data from
Table 2.2, only Jane and Laih (2005) was able to access the current key performance
indicator status where they obtained the data. Only one out of seven papers, Li et al.
(2021), employs ARM with minimum support threshold yet the authors do not study the
impact of decreasing the threshold on the warehouse performance. Moreover, all proposed
mathematical models consider either a single objective or a combination of an item affinity

and a performance measure, which may lead to a sub-optimal decision.
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Table 2.2: Overview of papers using cluster-based storage assignment.

Paper Comparison Objective/Key perfor- | Routing | Zoning | Stock Improvement- | Solution Real-life
mance indicator splitting | based CBSA data

Jane and | Existing pol- | Zone picking utilization - Yes No No Heuristic Yes

Laih (2005) | icy, random

storage
Garfinkel Random and | Number of station visits - Yes Yes Yes Heuristic Yes
(2005) frequency-
based storage

Ming- Class-based Weighted support count/ | S-shape | No No No Heuristic, MCBH and ASBH | Yes

Huang Chi- | storage travel distance

ang, Lin,

and Chen

(2014)

Li, Class-based Sum of affinity and | S-shape | No No No Greedy genetic algorithm Yes

Moghad- storage turnover/ travel distance

dam, and

Nof (2016)

Zhang Full-turnover Travel distance Return No No Yes Heuristic, sum and static seed | No

(2016) storage

Wang, Frequency- Travel distance S-shape | No No Yes Heuristic, DBA Yes

Zhang, and | based storage

Fan (2020)

Li et al | Class-based Travel distance S-shape | No No No Heuristic, ARM with mini- | Yes

(2021)

storage

mum support threshold




This thesis contributes by simulating a complex SZPS with zoning and multiple seg-
ments as a network of queues. Multiple performance objectives, including the number of
station visits, the travel distance of pickers, and the order throughput time, are consid-
ered. The real-life transaction data is obtained to construct the frequent item pairs (FIP)
graph and generate clusters according to the connected components algorithm in graph
theory. The FIP graph also helps reveal and visualize the natural relationship between
items. A heuristic algorithm is then built to assign clusters to stations and reassign items
to shelf spaces according to an existing storage assignment. The performances of the
cluster-based storage assignment with two minimum support count thresholds are then

compared with the current policy and with each other in Chapter 4.
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3 CLOSED QUEUING NETWORKS WITH BLOCK-
AND-RECIRCULATE AND SINGLE SEGMENT

This chapter summarizes the research of van der Gaast et al. (2020) on the single-
segment SZPS with capacity constraints, block-and-recirculate protocol, and multiple
box classes. Stations with best-selling items may become congested during peak periods
due to their limited capacity. Conveyor blockages caused by boxes waiting to enter a
full buffer can propagate throughout the system, which leads to unbalanced workload
between stations and increased throughput times. The block-and-recirculate protocol has
been widely adopted in warehouses to prevent blockages. Instead of forcing the box to
enter a full buffer, the protocol allows boxes to recirculate on the conveyor loop and, if
necessary, receive picks from other stations before attempting to reenter the previously
congested station. However, because of the finite capacity, the queuing models with
this blocking mechanism are highly intractable with no exact formulas for the stationary
distribution. As a result, a jump-over blocking protocol with equivalent Markovian routing
and matching network flow is developed to establish an approximation network. The
chapter starts with general notation and assumptions for the queuing network in Section
3.1. Section 3.2 introduces the block-and-recirculate protocol and derives the routing
probability of the network employing the protocol. Section 3.3 sets up the equivalent
jump-over blocking protocol to the block-and-recirculate and elaborates on the proof that
he jump-over network admits a product-form stationary distribution. The proof makes
use of Kelly’s Theorem for time-reversed processes and is an extension to van Dijk (1988)’s

original proof with multiple box classes and three different queue types.

3.1 General Notation and Assumptions

van der Gaast et al. (2020) model the SZPS as a closed cyclic queuing network with
one entrance/exit e, M stations with capacity constraints, and M + 1 conveyor nodes
connecting either two adjacent stations or the entrance/exit and the first/last station, re-
spectively. Each box is assumed to have infinite capacity; therefore, a box can represent

an order regardless of the order size. A saturated system with /N boxes presenting at any
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time is assumed to have an infinite supply of orders at the entrance. This assumption

guarantees that a box entering the entrance/exit e is instantaneously assigned to a new

order and getting ready to leave node e. At all nodes, boxes are served according to First-

In-First-Out (FIFO) discipline. The closed queuing network with block-and-recirculate

protocol and single segment is visualized in Figure 2.2. The general notation with addi-

tional constraints and assumptions is summarized as follows.

N: the box population in the closed queuing network.

M: the number of stations in the network.

e: the entrance/exit.

S ={s1,...,8,...,8u}: the set of stations, indexed by s; where i € [1, M].
C=A{cy,...,c,...,carp1}: the set of conveyors, indexed by ¢; where i € [1, M + 1].
Q = {e} USUC: the set of all nodes in the network, indexed by j.

r C S: the class of a box, i.e., the set of stations it has to visit. After visiting station
s; € 1, its class changes to r \ {s;}. When r reduces to ), the box has finished all

picks and is ready to leave the system.

te: the rate of exponential distribution at which new boxes are released from the
entrance/exit e, as long as the total number of boxes in other nodes of the system
is less than N. The rate reflects the preparation rate of a box before entering the

system. Moreover, there is an infinite supply of orders at the entrance.

e, ¢; € C: the rate of the exponentially distributed service time at conveyor node

¢;, i.e., a box spends on average 1/u., seconds on ¢;.

Ws;, S; € S: the rate of the exponentially distributed order picking time at station
s; to capture the variations of both the pick time and the number of assigned items

per box.

ds;, s; € S: the finite number of servers, or order pickers, at a station s;. A picker
picks one box at a time, i.e., no batch servicing. One station must have at least one

picker, ie., 1 < d,, < 00.

gs;» S; € S: the buffer size at station s;, i.e., the maximum number of boxes in the
queue of station s;. Incoming boxes are blocked when the total number of boxes in

the buffer equals g, .

n;, j € @: the number of boxes in the queue of node j. Since the box population is

N, > ;eqn; = N. Due to the capacity constraint at the station s; € S, n,, < ds,+qs,.
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o x; = (Tj1,...,%j,...,Tjn,;), j € Q: the detailed state of node j where zj; is the
class of the box in position [ of node j. The state includes both boxes in service

and boxes in the buffer.
e z=(x;:7 € Q): the state of the queuing network.
o S(N): the state space of the closed network with N recirculated boxes.

e Y, v C S: the probability that a newly released box belongs to class r. These
release probabilities can be obtained from historical order data or forecasts. As it

is trivial to release a box with no picks into the system, 1)y = 0 can be assumed.

e Njr, J €Q, r C St the visit ratio of a class r box to node j; in other words, the

mean number of times a class r box joins the queue in node j.

o Piriv(®), j,k€Q, r,v C S, v € S(N): the state-dependent routing probability
that a class r box travels from node j to node k and changes its class to v, given

the state x of the system.

e q(x,y), z,y € S(N): the transition rate from state x to state y.

When the network is first initiated, N boxes of class () waiting at the entrance are
ready to be fed. The queue characteristics of different node types in the system is summa-
rized in Table 3.1. The infinite number of servers at conveyor node ¢; implies that there
is no queue in front of the node and a box starts travelling on the conveyor as soon as
it arrives. The queue discipline and service time at all nodes are box-class independent.
Due to the box-class dependent routing (which is demonstrated in the next section), the
exact order of boxes at each node needs to be included in the current state z in order to

predict the system’s future state.

Table 3.1: Comparison of the queue characteristics of different node types in the network.

Node Number of servers Buffer size Queue discipline
Entrance/exit e 1 00 FIFO
Conveyor ¢; 00 o0 FIFO
Station s; 1<d,, < o0 0<gq, <o FIFO

3.2 Block-and-Recirculate Protocol

The block-and-recirculate protocol is illustrated in Figure 3.1 in which class r boxes
with s; € r either enter station s; and leave with class r \ {s;} when the queue is not full

or skip station s; and maintain class r when the queue is full.
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Skip Conveyor ¢; 11

r

2 2
r N r\{si}

Station s;

Figure 3.1: Illustration of station blocking in a block-and-recirculate network.

3.2.1 Routing Probability

The routing probability of the block-and-recirculate network is state-dependent due
to the finite station capacity. Additionally, the box routing through the system is Marko-
vian since the future state of the box is independent of the past provided its present state.

Its non-zero entries are described as follows.

o When there is an empty box, i.e., a box of class (), at the entrance e, the network
assigns to the box a new order which has not been fulfilled yet. The box then
receives its new class r with probability 1, and moves from the entrance e to the

first conveyor node ¢y,

pe@,clr(x) = wr- (31)

e From conveyor node ¢;, the class r box enters the buffer of station s; if s; € r and
the buffer is not full,

Persir() =1, i=1,....M, s; €r, and n,, <ds, + qs,. (3.2)

It is assumed that the first d;, boxes in the state x, are always in service, i.e., an
idle picker starts retrieving items for a box as soon as it arrives. The boxes remain

in the state x5, until their pick service from station s; are completed.

e From conveyor node ¢;, the class r box moves to the next conveyor piece c;,q if

s; ¢ r or s; € r but the buffer is full. The class of the box remains unchanged,

Percipr(@) =1, 1=1,...,M, s; &r, orn,, =ds, + s, (3.3)

o From station s;, after all picks are performed, the box enters the subsequent conveyor

node ¢;; 1, and its class changes to v =r\ {s;},

Psreav(®) =1, i=1,...,M,s; er, v=r\{s;}. (3.4)
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o After visiting the last conveyor node cj;11, all boxes with incomplete picks r # ()

are recirculated to the first conveyor node ¢y,
pCM+1F701r(x) =1, r 7'é 0. (35)
» Boxes with complete picks move to the exit e from conveyor cp;y1,

pCMHV),e@(x) =1L (3-6)

The routing probabilities (3.2), (3.3), and (3.4) implies that class r boxes skipping
station s; or leaving a conveyor node maintain their class while boxes entering and leaving
station s; always change to class r\ {s;} before continuing its circulation on conveyor ¢;.
Since class r boxes can reach from each node to any other nodes in one or more transitions,

the routing matrix is irreducible.

Because of the finite buffers and the state-dependent routing probability, there is
no exact formula for the stationary distribution of the block-and-recirculate network.
The next section describes how to construct the jump-over network to approximate the
performance of the block-and-recirculate network, starting from the routing probability

to traffic equations and transition rates.

3.3 Jump-over Blocking Protocol

Skip Bernoulli trial Conveyor ¢; 11

Station s;

Figure 3.2: Ilustration of station blocking in a jump-over network.

In order to approximate the block-and-recirculate protocol, jump-over blocking is
chosen due to the similar characteristics of “overtaking full stations, skipping, and block-
ing and rerouting” (van der Gaast et al., 2020). Moreover, jump-over protocol admits a
product-form stationary distribution for single-class networks of queues (van Dijk, 1988).
The product-form solution allows the performance metric for the collection of compo-
nents to be written as a product of the metric across the components. This makes the
computation inexpensive to evaluate the system for large numbers of components. As
demonstrated in Figure 3.2, the jump-over network allows class r C S boxes with s; € r

to reduce their class to r\ {s;} based on a Bernoulli trial regardless of whether they visit
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or skip station s;. The detailed process is described as follows. A class r box requesting
service at station s; while station s; is saturated, i.e., n,, = ds, + ¢s,, will instantly skip
s; and move to the subsequent conveyor node c¢;,; as if it was served at station s; at an
infinite speed. Independent of whether the box visits or skips station s;, a Bernoulli trial
is defined to determine whether its class changes before entering conveyor node ¢;,1: the
class is maintained with probability bs, and changed to r \ {s;} otherwise. By setting b,
equal the blocking probability of station s; under the block-and-recirculate policy, i.e.,
the fraction of boxes encountering a full queue at station s;, the flows of class r and
class r \ {s;} boxes visiting conveyor piece ¢;;; in both networks become equivalent. Al-
though the blocking probability is unknown in advance, it can be estimated iteratively by

applying the Mean Value Analysis algorithm.

3.3.1 Routing Probability

Based on the description of the jump-over network, the nonzero routing probability
under jump-over protocol is constructed as follows (cf. (3.2)-(3.4)), together with (3.1),
(3.5), and (3.6) from the block-and-recirculate network. These probabilities are state-

independent, i.e., they do not depend on whether the station buffer is full or not.

Pesrosir = 1, i=1,...,M,s; €r, (3.7)
Peircivar = 1, i=1,...,M,s; ¢r, (3.8)
Psir,eiar = Ds;s 1=1,...,M,s; €r, (3.9)
Ds;reiv = 1 — bs,, i=1,....M,s; er,v=r)\{s;} (3.10)

3.3.2 Traffic Equations

The traffic equations for multiple box classes under a closed jump-over network are

computed as follows,

)\jr = Z Z )\kvpkv,jr- (311)

ke@Q vCS

Ajr is given by the sum of arrivals of any arbitrary class v C S boxes from every other
node in the network than j, denoted by k, with its class changing to r after its service at
node k. By substituting the routing probabilities from Eq. (3.1), (3.5)—(3.10), the traffic

equations are simplified to,
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)\e(/) = )\CNI+1W7 312
)\CII' = )\e(ﬂwr + )\C]u+1r7 r C S 3.13
)\Ci+1r

Acisir = Aegr + )\sirU{si}(l —bs,), i=1,...,M,s;,¢rCS

(3.12)
(3.13)
= sy, i=1... MsercCs (3.14)
(3.15)
)\sir:)\cira izl,...,M,siErQS ( )

whereas all other visit ratios equal zero. Eq. (3.12) is derived from the routing probability
(3.6), i.e., a box visits the exit e only if all picks are completed and its class has been
reduced to () before visiting the last conveyor node cpry1. Eq. (3.13) results from the
fact that a box of class r C S is routed to the first conveyor node ¢; if and only if it is
either newly released from the entrance e or recirculated from the last conveyor cp;iq.

Regarding the visit ratio A a class r box visits conveyor node ¢;y; for 1 < i < M

Cip1rs
only after it passes station s;. There are two possible scenarios happening at station s;.
If s; € r, the box must have been prevented from entering station s; with the blocking
probability bs,, which results in Eq. (3.14). Otherwise, when s; ¢ r, the box is routed to
¢i+1 either from ¢; when it does not need picks from station s;, or from station s; after all
picks at the station are completed. In the latter case, the box has the previous state of
r U{s;} and manages to visit the station s; with probability 1 — b,,. These two scenarios
lead to Eq. (3.15). For the last traffic equation (3.16), all box visits to station s; must be
routed from the preceding conveyor piece ¢; providing that s; € r. A box maintains its

class when it leaves a conveyor node, i.e., the class r of a box remains unchanged.

The routing matrix is irreducible due to the fact that a box, regardless of its class,
can reach from an arbitrary node to any other nodes in one or more transitions. As a
result, when the throughput of a randomly chosen queue is normalised to a constant,
other throughputs can be expressed relative to the reference queue; therefore, the traffic

equations have a unique state-independent solution.

3.3.3 Transition Rates

In order to derive the transition rate ¢(z,y), the notation x — rj + v, is used to
specify the state obtained from state  when the class r box in position { € [1,n;] of node
J, i.e.,, r = xj, leaves node j, changes its class to v C S and enters position m of node
k € @. Since there is no box class priority, whenever a box joins a queue k its position is

at the end of the queue, i.e., m =n; + 1.

In state x, a newly released class r box from entrance e certainly moves to conveyor

piece ¢;. Since there is one server at the entrance/exit e, only the transition rate involving
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the box in the first position of e move to the last position of ¢; is nonzero. The resulted
state due to this event is z — (0., + Teyne, +15 and the transition rate equals the rate at
which a new box is released from the entrance e multiplying with the probability of that
box belonging to class r. This event occurs provided that the total number of boxes in
all nodes except node e is smaller than N; in other words, n. > 0. When the system
is stable, n, increments every time a box of class () arrives at the entrance/exit e from

conveyor ¢j41. By the routing probability (3.1),

(](il?, T — @el + rclncl—i-l) = WePed,cir = ,uewra Ne > 0. (317)

If the class r box in position [ of conveyor node ¢;, © < M completes its transportation
on the conveyor and s; ¢ r, the box continues to the next conveyor ¢;;1 without visiting

station s;, hence from the routing probability (3.8),

q(x, T — T+ rci+1nci+1+1) = Me;Peirycipar = Meyy  Si ¢ r. (318)

In case s; € r and there is room in the buffer, the box enters the position n,, +1 of station

s;. The transition rate for this event is derived from the routing probability (3.7),
q(ZE, T —Tey + rsmsi—&-l) = He;Pe;r,siv = He;y  Si €T, and ng, < dsi + s, - (319)

Otherwise when the buffer is saturated, the box is immediately routed to the conveyor
piece ¢;41 with its class either changing to r\ {s;} with probability 1 — b,, or unchanged
with probability b,, based on (3.9) and (3.10),

q((L’, T —Tey + VCi+1nci+1 +1) = Me;Peir,sixPs;r,ci1v

(1 =0s), sicr, v=r\{s},
[t Vb e —a
:ucibsiu S;€r, V=r,

(3.20)

If a picker at station s; finishes picking items for the class r box in position [, the box
traverses to the next conveyor node ¢;41. Since the number of pickers (or servers) at station
s; is finite, only the transition rates involving boxes at location 1 < I < min(dy,, ns,) are

nonzero. Hence from routing probabilities (3.9) and (3.10),

Q<x7 T — rsil + VCi+1nci+1+1) - ILLSipSiI‘,CH_1V

_ :U/Si(l - bSi)’ vV=r \ {Si}v (3'21)

:usibsia V=r,

Finally, the class r box in position [ of the last conveyor cj;41 finishes transportation.

If its class r reduces to an empty set, the box enters the exit e; otherwise, it continues its
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circulation to the first conveyor ¢;. Therefore, according to the routing probabilities (3.5)
and (3.6),

:LLCMJrl bl

0
MCM+17 r 7& @,

J
q<x7 T — rC]u_,_ll + rjn]'+1) = ] (322)
J

Transition rates (3.18)—(3.20), and (3.22) involve the class r box leaving position !
at conveyor node ¢;, ¢ = 1,..., M + 1. Since all conveyor nodes have infinite servers, all
boxes in the state are served simultaneously, i.e., position [ can be any values within the

range [1,n,,].

All other transition rates of the jump-over network for a particular state z and a
particular class r box equals zero. The total transition rate from state x is then computed

as follows, where 1, is the indicator function.

glz)= > alzy)

yES(N)
= Z q(l’, xr — ®€1 + rclnc1+1)]l(ne>0)
rCS
M Tec;
+ Z Z q €r,Tr — rcll + rci+1nci+1+1>]l(si¢r)
i=11=1
+ Q(x, T — Ty + rsz‘nsi-i-l)]]‘(sier)]]‘(nsi<dsi+(hi)
+ Z Q(xv T —Te + ch‘+1nci+1+1)ﬂ(8¢€r)]l("sl:dsﬂrqsi)}
vCS
Nenrva
4 Z { T =Ty 1+ Teno1) Lw=gy + q(z, 2 — 1oy 0 + rclnel+1)]]-(r7é@):|
=1

M mm(dgl Ms; )

+> Z > g, = Top + Ve e, 41) (3.23)
=1

vCS
= Z M6¢r1(ne>0)
rCsS
M TNe;
+ Z Z [/Lcﬂl(sigr) + tie, Lis;eryLin,, <ds; +4s;) T |:IU/C7Z(1 —bs,) + :ucz‘bsz} Lisier)Ling, =do,+45)
i=11=1
Menryt M min(ds;,ns;)
+ Z |:/LC]\/I+1 =0) + IUCM-H r#@)} + Z Z |:ILLS'L'<1 - bsz) + /‘Lsibsi:|
_ =1
M nc; Mepri M mln(dsl,nsi)
- ILL@ n5>0 Z wr + Z Zﬂcz + Z IUCM-H + Z Z :uSi
rCs i=11=1 =1
M+1
= el (ne>0) Z Ne, fhe; Z min(dsqzv nSi)MSi‘ (3'24)
=1

The total transition rate from state x can be broken down into four summations, corre-
sponding to the entrance/exit e, conveyor nodes ¢; to ¢y, the last conveyor node ¢y,

and stations s; to sy, as specified in (3.23). The first part describes the sum of the
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transition rate of a box being released from the entrance/exit e over all its possible class r
under a condition that n, > 0. By substituting (3.17) and applying the initial assumption
that >-,cg 9y = 1, this part is simplified to ji1(,.~0). The second part of (3.23) takes into
account all the transition rates of a box at position [ of conveyor ¢; where i = 1,... M,
ne, possible values for position [ in each node, and three possible scenarios (3.18)—(3.20).
The third part demonstrates two cases of a box at position [ € [1,n,,,,,] leaving the last
conveyor ¢pr41, i.e., whether its class has reduced to () yet (3.22). The last part is related
to the transition rates of a box after its picks at station s; are complete (3.21). These

four summations are simplified to (3.24).

3.3.4 Product-form Stationary Distribution for Fach Node as Stand-alone

Queue

If the equilibrium condition exists, each node in a queuing network acts as if it were
a stand-alone queue. It implies that the stationary distribution of a node in the network
are independent of other nodes’ states. This section then aims to prove the product-
form stationary distributions for three distinctive cases, namely the entrance/exit e, the
station s;, and the conveyor piece ¢;. The state transition diagram for each type of
node is illustrated and the global balance equations are employed to verify the proposed

stationary distributions. The common notation for the proofs is defined as follows.

o mi(xj), j € Q: the probability that the stationary process of node j is in state z;.

o m(z), ® € S(N): the probability that the stationary process of the jump-over

network is in state x.

o Tj —Tjp = (Tj1,. .., Tjr—1,Tjk41,--->Tjn;), k € [1,n;]: the state obtained from x;

by removing a box in position k of node j. The class of the removed box is xy.

* T; + Ty = (le,...,xj’k_l,rjk,xjk,...,xjnj), k € [1,nj + 1], r C S: the state

obtained from z; by inserting an arbitrary class r box in position k& of node j.

Three theorems, 3.1, 3.2, and 3.3, derive the stationary distribution for the en-
trance/exit e, the conveyor nodes ¢;, and the stations s;, respectively. The characteristics
of each node is given in the bracket. Each theorem is followed by the state transition dia-
gram and the corresponding proof. In all cases, the probability that the stationary process
of node j in state z; = ) is 7;(0)) = 1/G; in which G; is the normalization constant of the

stationary distribution at node j.

23



Theorem 3.1 (Single-server infinite-capacity queue with multiple box classes). The sta-

tionary distribution of the stand-alone entrance/ezit e is of the following form,

1 < ez
Te(re) = 5 [ ==, (3.25)
Ge 2y He
where Ge =Y, m.(x.) is the normalization constant, provided that the queue is stable,
)\er
> < 1.
rCS He

(b) Rate in and out of state z. # (0.

Figure 3.3: State transition diagram of the entrance/exit e with one server and infinite

capacity involving a particular state z..

Proof. For a single-server infinite-capacity node, e.g., the entrance/exit e, the state tran-
sition diagram is drawn in Figure 3.3. Since only boxes with state () can enter the en-
trance/exit e, the class of a removed or inserted box is always (). Due to the single server,
only the first box in state z, is in service. In Figure 3.3a, state () can reach and be reached
from state (1) only by the arrival of a class () box and the release of an arbitrary class
r box onto conveyor ¢, respectively. For a state z, # (), the transitions into and out of
the state involve both box arrival to enter the last position and box release from the first

position as shown in Figure 3.3b.

From (3.25) of Theorem 3.1, the relation between the stationary distribution of node
e at state x. and states x, — x., for Kk =1,...,n. and z, + v for k =1,...,n,+ 1 is

derived as follows,
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We('re - xek) - 71—e(xela s Tek—1yLek+1s - - - wrene)

1 A=A ne )\
- H E€Tel . H JTel
G

e =1 Me Zpp1 He
He

= Te(e) - rer (3.26)
71-e(xe + rek’) = ﬂe(xela vy Tek—15Yeky Leky - - - ax6n5>
LR T VW
Ge 2y He  He 341 He
A
= m.(x,) ==, 3.27
(@) 2 (327
The global balance equations at node e at given state () and state x, # () are,
Figure 3.3a < AedTe(0) = peme(Der) (3.28)
Figure 3.3b < (Mg + fte) Te(Te) = AepTe(Te — Den, ) + preme(ze + 0er),  for z. # 0.
(3.29)
By substituting (3.25), (3.26), and (3.27) into (3.28) and (3.29),
1 1 Ao
3.28 Ae) = = fle— - 3.30
(3.28) & G T Hea (3.30)
e )\6
(3.29) & (Aep + fte) Te(we) = )\e@m(xe);ff + peme () u@7 for x. # 0,
e e
= leTe(Te) + AepTe(Te) (3.31)

Therefore, the equalities (3.30) and (3.31) hold, implying that (3.25) satisfies the
global balance equations. It can be concluded that m.(x.) is the stationary distribution

for the stand-alone entrance/exit e. ]

Theorem 3.2 (Infinite-server infinite-capacity queue with multiple box classes). The

stationary distribution of the stand-alone conveyor piece ¢; € C' is of the following form,

Ne-
1 5 Ace,, 1

GH

' )
cij=1 HMei Ty

(3.32)

ﬂci(xcz') =

where Ge, = 32, me,(Tc;) is the normalization constant.
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(a) Rate in and out of state (.

kell,n,],rCS ke [1l,n.]

(b) Rate in and out of state ., # 0.

Figure 3.4: State transition diagram of conveyor ¢; with infinite servers and infinite ca-

pacity involving a particular state z,.

Proof. For infinite-server infinite-capacity conveyor nodes, the state transition diagram is
illustrated in Figure 3.4. Thanks to the infinite number of servers, once an arbitrary box
enters a conveyor node ¢;,7 = 1,..., M + 1, it is immediately served. As a result, the
transitions into and out of state x., involves the service completion of all positions rather

than just the first box as in the case of a single-server infinite-capacity queue.

From (3.32) in Theorem 3.2, the relation between the stationary distribution of node
c; at state z., and states x., — x. for k =1,...,n, and x., + o for k=1,... . n., +1

is derived as follows,

Tei(Te, — Tegk) = ey (Tegls -+ o5 Teg k1, Tey ot 1s - - - 5 Tegne, )
1A w19 Ao 1
G, Z:I_II Hhe, '1:1;11 fe, (e —1)!
= 7, (%c,) - Z” (3.33)
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Te; (I‘Ci + rcik) = T, (xcila co oy Loy k—15 Yok Tegky - - - 7xcinci)

— 1 ﬁ )\Cixcil >\Ci1‘ ﬁ )\Cix%l 1
GCi =1 Hei Hei 1241 Me (nci + 1)!
Aeir
= ey (Te;) : (3.34)

(e, + 1) pte, .

Together with (3.33), and (3.34), the proposed product form (3.50) can solve the
global balance equations regarding state () and state z., # () of conveyor node ¢; corre-

sponding to Figure 3.4a and 3.4b, respectively, as follows.

Figul“e 34& = Z )\cirﬂ-ci(@) = /’l‘ci Z 7TCz‘ (rcil)

rCsS rCsS
1 1 Ay 1
R )\cir — /1‘87; LG
Gci 12‘ 1%5‘ Gci /’Lci ]-‘
A Z >‘Ci1‘ = Z )‘cira (335)
rCs rCs
Figure 3.4b & [ Y Aer + D pte, | e, (2e,) = Aeize,ne. Tei (Te; = Tein,,)
rCS k=1 ‘
nci—&-l
+ He; Z Z e (Te; + Tey)
k=1 rCS
= Z Aer + N fle; | Tei(Te;) = /\Ciwcinc.ﬂcl-(xcl-) Halle:
I‘QS ¢ )\Cixcinci
nci—s—l )\
+ fhe; e, (I‘Cz)#
kgl I'QZS (nci + 1):ucz
AC'I'
= N, e, Te, (T, ) + (N, + 1)me. (2, R
'L/Il/ 1 'L( 'L) ( T ) 2( 1) 12 ncz + 1
= N he; Te; (xcb) + T, (Icz) Z Acr- (3-36)

rCs

Since the two equalities, (3.35) and (3.36), hold, the stand-alone conveyor node ¢; is proved

to admit the product-form stationary distribution 7, (z.,). O

Theorem 3.3 (Finite-server finite-capacity queue with multiple box classes). The sta-

tionary distribution of the stand-alone station s; € S is of the following form,

Ng.
J R P |

s, (Ts;) = , 3.37
with
ns, !, if 0 < ng, <dg,,
V(ns,) = » _ (3.38)
dSi!<dSz’)nSi Si? Zf nSi Z dsi'
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where Gy, = Y, ms,(xs,) is the normalization constant, provided that the queue is stable,

>\Sil‘

> <d,, Vs;€S.
rCs Msi
Proof. For finite-server finite-capacity station node s;, ¢ = 1,..., M, the state transition

diagram is demonstrated in Figure 3.5 in which the first two cases in Figures 3.5a and
3.5b are equivalent to the two cases of a infinite-server, infinite-capacity queue. In the
third case shown in Figure 3.5¢, when ds;, < n,, < ds, + ¢s;, the transitions into and
out of state z,, only involve boxes at position k& € [1,ds,], due to the finite number
of pickers. Regarding Figure 3.5d where n,, = d,, + ¢s,, the finite buffer of station s;
becomes saturated. Therefore, it is impossible to generate a state by inserting a class r

box into any position k of state z,,, i.e., state x5, + rs, does not exist.

From (3.37) and (3.38) in Theorem 3.3, the relation between the stationary distribu-
tion of node s; at state z,, and states x5, — x5, and x5, + ry,; is derived as follows. The

condition for k for each cases is specified in Figure 3.5.

Tsi (T, — Tsik) = Ty (Tsi1s -+ s Ty 1y Tsg ket 1y - -+ Tsymy, )
1 kl:[1 Asizan i_[ Asiz, 1
- G, =1 Msi  Zpr1 Hss ¥(ns, — 1)
min(ds;, s, ) s,

= Tg;\ULs; ) - y 3.39
R (3.39)
ﬂ-Si (xsi + rsik) = 7Tsi (xsila v 7:[’.51‘,]6717 rsika xsika s 7xsinsi)
Gsi =1 Hs; Hs; I=k41 Hs; ’y(nsz + 1)
)\s-r
= s, (Ts,;) - : (3.40)

min(ds,, ns; + 1)ps;

The global balance equations corresponding for four cases of Figure 3.5 are of the

following forms.

(a) Z AoirTs; (D) = pas, Z T (Tsi1) (3.41)

rCs rCs
S;Er S;Er
N, "Si+1
(b) Z As;r + Z fhs; | s, (Ts,) = )\Sixsinsi o, (Ts; — xsmsi) + W, Z Z s, (Ts; + Toite)
T =g
1 1

(3.42)
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dsi dsi

(C) Z Asir + l; Hs; | Ts; (xsz>

rCs k=1rCS
S; €T S; €T

ds,

(d) Z s, s, (Ts;) = )\Sixsinsi T (Ts, — $smsi)
k=1

= Asimsinsi T, (Ts; = Tsgne,) + M, DD DR CES )

(3.43)

(3.44)

When n,, < ds,, 7(ns;) = ns,!, the proposed product-form stationary distribution of

station s; in the cases of (a) and (b) is similar to that of conveyor nodes. Hence, with

a similar method as presented in infinite-server infinite-capacity queue, it can be proved

that the proposed product-form (3.50) satisfies the global balance equations (3.41), and
(3.42). By substituting (3.39) and (3.40), the equations (3.43) and (3.44) are simplified

to,
fhs, ds.
(3.43) < Z Asir + ds, s, | Ts,(25,) = /\sl-:cs-ns.ﬂ'sz- (zs,) v+
rCs o )\Sirsinsi
S; ET
d; 3
+ s, Z Z Wsi($5i) ’ Ldr
k=1rCS Hos; Qs

S;Er

= dsil’l/siﬂ—si (xsz) + Iusidsi Z Ts; (1‘5) :

rcs
S;Er

= dy, 15, s, (Ts,) + 75, (75,) Z Asirs

rCs
S;ETr

(3.44)

dsil’bsiﬂ-si ('rsz) = /\Sil"snsi Ts; (‘r&')%ﬂ

as in both cases min(ds,, ns;) = min(ds,, ns, + 1) = d,.

Since (3.45) and (3.46) hold, the proposed product-form equilibrium (3.50) also holds

for station s;.
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kell,ds,],rCS s, €r

(c) Rate in and out of state x5, # () when ds, < ns, < ds, + ¢s,.

)\sixsi’ﬂsi /\
11, d,,]
i

(d) Rate in and out of state x5, # () when ns, = ds, + gs, .

Figure 3.5: State transition diagram of station s; with finite servers d,, and finite buffer

s, involving a particular state z;;,.
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3.3.5 Stationary Distribution for Jump-over Networks

van der Gaast et al. (2020) uses Kelly’s Theorem regarding the time-reversed process
from Kelly (1979), stated in Lemma 3.4, to prove that the stationary distribution of the
jump-over network admits the product form as proposed in Theorem 3.5. The proposed
product-form distribution is combined from three theorems, 3.1, 3.2, and 3.3, developed in
the previous subsection. The proof is elaborated on the computation of the time-reversed

transition rates.

Lemma 3.4 (Kelly’s Theorem). If there are a collection of numbers q(x,y) for x,y € S(N)
such that

q(x) =q(z), z€S(N), (3.47)

and a collection of positive numbers w(x), © € S(N), summing to unity, such that

m(x)q(z,y) = 7(y)q(y,z), =,y € S(N), (3.48)

then q(x,y) are the transition rates of the time-reversed process and 7(x) is the stationary

distribution of both processes.

Theorem 3.5 (Product-form stationary distribution of jump-over networks). The sta-
tionary distribution of the single-segment jump-over network with multiple box classes

possesses the following product form, under the condition that 3>;comn; = N,

r(z) = (1; gij(xj) (3.49)

where G is the normalization constant, and 7(x) and 7;(x;) is the stationary distribution

of the system and its particular node j, or in other words, fraction of times at equilibrium

the system and node j spends in state x and state x;, respectively. w;(z;) is defined as,

1 Njaj) ,
) J=¢6,
G z:Hl 145
R Ajl"‘z 1 .
() = N | eC, 3.50
1 Ajz‘z 1 .
_Jab —_—, ] E S’
Gj l:Hl pg o v(ny)
with
) =™ osm=h (35)
’ dj!(dj)nj_dj, Zf n; Z dj. .

Proof. In the case of jump-over networks, the proposed collection 7(x) is stated in (3.50).
van der Gaast et al. (2020) uses (3.48) to determine the rate ¢(z,y) and (3.47) to verify

the derived time-reversed transition rates.
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At the entrance/exit e, the only inflow is class () boxes arriving from conveyor node
cv+1. From (3.48), (3.50), and (3.22), the transition rate g(z,z — Oen, + Oc,,,,1) for

l=1,...,n¢,,, +1, provided that n, > 0, can be derived as follows.

W(I’)(ﬂl’7 €T — wene + ®0M+1l)

7T(:E - Qene + ®Ch1+1l)q(w - (bene + ®CM+1Z> :E)
7T($ - @me + (Z)CMJrll)q(y’ Y= Q)CM+1I + (Z)ene)
’/T(ZB - @Bne + @ck1+1l)ﬂch4+1 (352)

Note that state x has n. boxes at entrance/exit e and n.,,,, boxes at conveyor cps41;
hence, state y = & — ¢, + Oc,,,,; has n, — 1 boxes at node e and n,,,, + 1 at node
cy+1- The transition rate ¢(y,y — Oc,,,,1 + Oen, ) satisfies the condition for (3.22). Based
on (3.26), (3.27), (3.33), (3.34), and the traffic equation (3.12), (3.52) becomes

m(r — Den, + @CMJ,-ll)

q_($a Tr— (bene + ®0M+1l) = Heprgq 7r(.21:)
=y 71-6(‘7’,6 - wene)ﬂ-CIWJrl (xCNI+1 + ®01\4+1l>
M Te (l’e)ﬂc]\4+1 (‘TCMJrl)
o e e
M e Hepri (nCM+1 + 1)
He
_ _ 3.53
T (3.53)

In the first conveyor node ¢;, class r # () boxes arrive from either the entrance/exit e
or the last conveyor node cpr41. With a similar argument to (3.52) and (3.53), the time-
reversed transition rates involving ¢; can be obtained from the transition rates (3.17) and
(3.22),

(v — Teine, + Q)el)
()

_ ™
Q(xa U + @el) = ﬂ'e,lvz)r

Te(Te + ®61)7T01 (Te, — rcmcl)
Te(Te)Te, (Te,)

)\e@ My Me

= /Jlewr -
He )\clr

= HRerfle )\e@wra (354)
)\clr

- N6¢r

and for [ =1,...,n¢,,, +1,

m(z — Teine, T rCM+1l)
m(x)
Tepria (‘/L‘CJVIJA + rCM+1l)7T01 (1‘51 - rcmcl)
Te(Te) ey (Tey)

Acrriar fhey Tley
luCIM+1(/n’CM+1 +1) e
_ Ny ley >‘CM+1I“
a Acr Neprgr T L

q(w, T — Yeing, + rCM-;-ll) = HMeprin

= HMeprin

ILLCJ\4+1

(3.55)
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Conveyor node c¢; 1, @ = 1,..., M, has the inflow of class r boxes from both ¢; and
s;. There are five possible scenarios as follows.
(i) Class r, s; ¢ r, boxes arrive from ¢; and do not need to visit station s;, then by the

transition rate (3.18), for i =1,...,n. + 1,

m(z — Teiine,, T rel)
m(z)
Te; (Ici + rcil)ﬂ-ci+1 (xcz'+1 - r0i+1nci+1)
Te (e )Ty (Tey )
Acr ey Meryy
“ fre (e, + 1) ey

Negiflens  Aer (
— . 3.56)
Acipir M +1

q(a:, T = Teipine,, + rcz‘l) = He;

—_= /’LCi

=H

(ii) s; ¢ r and class r U {s;} boxes attempt to visit station s; when the queue is full
ns, = ds, + qs,. With probability 1 — bs,, the boxes arrive at ¢;41 from ¢; with its class

changing to r. By the transition rate (3.20), for l =1,...,n., + 1,

i m(x —Te ., FTU{si}eu

q(l’,l’—rci+1n6i+1 +I‘U{$z‘}cil) :/"LCL(]' _sz‘) ( C+1n7lr+(1$) S )

Le; +ru {Si}cil)ﬂ-cwrl (:L'Ci+1 o rciJrl"CiJrl)
Te; (xci)ﬂ-ciw%(xc“rl)

Aciru{si} Heip1Meiq

= /J’Ci(l - bsi)ﬂ-Ci(

= p“cz(l - bsz)
fhe; (Te; + 1) Acijir
Neipq ey )‘Cil‘U{si}
= 1—bg). 3.57
Acipar N +1 ( ) ( )

(111) With s; ¢ r, class r U {s;} boxes enter the buffer of station s; if ny, < ds, + g5, With
probability 1 — by, the boxes arrive at ¢;; from s; with its class changing to r. By the

transition rate (3.21), for { = 1,... , min(d;, ns, + 1),

)W(‘T - rci+1nci+1 +ru {Si}sil)
()

Ts, +ruU {Si}sil)ﬂ-ci-‘—l (ICH—l - rci+1nci+1)
s, (T )7Tc1-+1 (l’ci-kl)

)\siru{si} Feip1 e

(j(a:, T = Teipine, +ru {Si}S¢l) = :U'Sz‘<1 - bsi

= :usz<1 - bsi)ﬂ-Si(

= ps; (1 = by, :
s, ( 1)/st¢ min(ds;, ns; + 1) Aeyypr
nci+1 /Lci+1 ASiPU{si}
B L= bs), 3.58
Nrre min(dymy, 1)L 0 (3.58)

(iv) Boxes with class r, s; € r can arrive at ¢; 41 from ¢; when ng, = ds, + ¢, with blocking

probability b,,. With a similar argument to (i), for L =1,... ,n., + 1,

_ _ N Meigq Acir
Q(Lx rci+1nci+1 + rcil) - )\ nCi + 1b51 (359)

Ci41T
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(v) In case of n,, < ds, + g5, and s; € r, class r boxes can arrive at ¢;;1 from s; with

blocking probability bs,. Similarly to (7), for { = 1,..., min(ds,, ns, + 1),

TeipqMeipy As;r
A min(ds,, ns, + 1)

Q2,7 = Yo n, +Tat) = by, (3.60)

Cij41T
Finally, in station s;, class r boxes arrive from conveyor ¢; if s; € r and n,, < ds, +¢s,-
By the transition rate (3.19), for i =1,...,n. + 1,

7(x r—r +r ) = m(z - Lsins, T Leit)
q\z, Sins,; cil ) = Me; 7'('(1‘)

ey (mci + rcil)ﬂ—si (msi - rsmsi)
T (Te;) s, (Ts,)
Aer s, min(dg,, ng,)
“ e (ne; + 1) Asr
Acr min(ds,, ns; ) i,
e t1
min(dsiv s, )/’I’Si

T n+1 (3:61)

= He;

= p

in which the last equality is derived from the traffic equation (3.16).

This completes the description of the nonzero time-reversed transition rates g(x,y).

The last step of the proof is to prove that

M+1 M
(j(x) = q(x) = tel(n.>0) + Z N, fle; + Zmin<dsi7 nsi)/’l’Si' (3'62)
=1 =1

The first term of the sum corresponds to the total time-reversed transition rate of events
in z occurring in the entrance/exit e provided that n, > 0,

Nepppg 1 Nepryq 1

_ He
Z Q(xa Tr— (Dene + Q)CA{+1I>]1(HE>O) = Z 71]1(n5>0) = ,ueﬂ(ne>0)'
=1 =1 Tenn T

Regarding the second term of the sum in (3.62), for ¢ = 1, the total rate of events in «

coming from ¢; is equal to

ncM+1+1

cj(x, xr — rc1ncl + Q)el) + Z (j(ZL’, Xr — rc1nc1 + rcMJrll)
=1

Nepyg 1

n n A

_ NerHey Mgt + Z ciler  Nearqar
)\clr =1 )\clr ncM_H +1

Tey b

— Cc1/c1 (Ae®¢r + AC]\/[+11'>
)\clr

= Ny Mey s

in which the last equality follows from the traffic equation (3.13). For ¢« = 1,..., M,
if s; ¢ r, it follows from (3.56)—(3.58) and traffic equations (3.15) and (3.16) that the
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accumulated time-reversed rate of events resulting from c¢;; is

+1
Z (j(m, T — rci+1nci+1 + rcil)]l(si¢r)
=1

ne; +1
* Z d(w, T~ Terane,, TTU {si}cil>]l(siir)]l("sz:d%*‘qsi)
=1

min(ds,,ns;+1)
+ Z Q(x, T~ Terpane,, TTU {Si}sil)]l(siﬁ)]l(nsﬁdsﬁqsz-)

=1
nCi /’LCi
= ]l(szﬁr)]l(nsi:dsﬁqsi) ;1 r+1 <)‘Cir + )‘CirU{8¢}(1 - b8¢)>
Ci+1
Meciy1He;
+ ﬂ(siér)ﬂ(nsi<dsi+qsi)% (Acir + )\siru{si}(l - bs,))
Cij41T

= Lsigr) Ling, =do, +q0,) Peisa Heipr T Lisigr) Ling, <ds, +45,) eia Heiya

= Lisigr)Neiir ey -

Similarly, if s; € r, the rate of events coming from c;; is equal to L(ser)e,  fes s
which implies that the total time-reversed transition rate of these particular events can
be simplified to n.,,, fic,,,. Therefore, the second term of the sum is the combined rate of

events in state x coming from any conveyor node ¢; for i =1,..., M + 1.

Lastly, the third term of the sum in (3.62) involves the time-reversed transition rate
of events in state x resulting from station s;, ¢ = 1,..., M. This can be proved by using
(3.61) and the traffic equation (3.16),

nciJrl

nadl min(ds,, ns, )t
— . s;9 Tls; JMs;
; C](-T, T rsinsi + rcil) - ; ne, +1

= min(ds,, ns, ) s,

All in all, the total time-reversed transition rate g(z) is proved to be equal to ¢(x);
hence, the jump-over network admits the product-form stationary distribution (3.50) ac-

cording to Lemma 3.4 or Kelly’s Theorem. [

The key performance statistics of the network, such as the mean throughput time
and chain visit ratios, can be obtained analytically or iteratively using Mean Value Anal-
ysis algorithm as presented in van der Gaast et al. (2020). The authors demonstrated
that jump-over networks can more accurately simulate the performance of block-and-
recirculate networks than previous infinite-capacity approximation models introduced by
de Koster (1994), Yu and de Koster (2008), and Melacini, Perotti, and Tumino (2011).
To accommodate the fact that one warehouse can have numerous floors, jump-over net-
works with multiple segments are set up using similar methodology as the single-segment

networks with each segment acting as a station on the main conveyor.
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4 OPEN QUEUING NETWORKS WITH BLOCK-
AND-RECIRCULATE AND MULTIPLE SEGMENTS

This chapter studies the order picking process in the shelving area of Kramp’s ware-
house in Strullendorf, Germany. Due to the external box arrival to the shelving area,
the open queuing networks resembling this OPS is intractable. Therefore, a simulation is
built to replicate the network, as well as to integrate the warehouse layout into the service
time at a station. Section 4.1 describes the network with three segments corresponding
to three floors. The shelving area and the block-and-recirculate policy are first explained,
followed by the description of how the conveyor connects each segment in 4.1.1. The next
subsection examines the station layout and storage assignment, which are not taken into
account in the previous chapter. Afterwards, the picker characteristics, especially the
batch servicing and routing strategy, are specified in 4.1.3. The last subsection lists five
key performance indicators (KPIs), or performance statistics, for the queuing network.
Based on the information of the queuing network, Section 4.2 develops an event-based
simulation in which the data model and event relationship diagram are explained in 4.2.1
and 4.2.2, respectively. Moreover, 4.2.3 carries an exploratory data analysis on relations
among the KPIs and describes how the service time on the conveyor, i.e., conveyor time,
is modelled based on the historical data. Finally, two simulation scenarios, with and with-
out stock splitting, are executed in 4.2.4 and their results are compared to the current
warehouse performance. Scenario 2 without stock splitting achieves better results and its
storage assignment is chosen as the base to integrate the frequent item pairs in the next

chapter.

4.1 Queuing Network Description

In order to accommodate the external arrival process and the warehouse layout into
the queuing networks from Chapter 3, the order picking system in the shelving area of

Kramp’s warehouse in Strullendorf is chosen as a base for the simulation.
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Figure 4.1: Conveyor system in the shelving area with the main controllers to determine box route in the system. When a box passes a main
controller, its information and passing timestamp are logged in the database. Three end floor controllers, BP06, BP09, and BP12, have a

scale to check whether a box has reached its target weight with all picks yet.



4.1.1 Multiple Segments and Block-and-Recirculate Policy

In the Strullendorf warehouse, the shelving area spans three floors, each floor is
considered as a segment and consists of twelve stations. The stations on a floor are
divided into two groups: six to the right of the conveyor and six to the left. Station
identification starts with the letter P, followed by the floor number and a unique station
identifier on the floor, and ends with letter R or L to indicate whether it is located on the

right or left of the conveyor.

The conveyor system in the shelving area is demonstrated in Figure 4.1, in which
the arrows represent the conveyor direction. The warehouse management system, hereby
referred to as WMS, assigns the orders to boxes. Each box contains one or more items of
a particular order. In the case of a large order, the items can be distributed into several
boxes. A box can contain items from multiple orders if and only if these orders are placed
by the same customer. An order is classified as express if it requires same-day or overnight
delivery; otherwise, it is considered as a normal order. If the order is express/normal, its

assigning boxes are classified as express/normal correspondingly.

A box enters the shelving area by passing the start controller K02. Here WMS
determines which floor the box should be directed towards according to its assigned picks.
If the box needs picks from multiple floors, there is an externally provided algorithm in
place to set the floor sequence. Since the algorithm is a part of the purchased WMS
service, it is a black box to Kramp. The box is then transported to the first floor in the
sequence. At the first corresponding left and right stations, or twin stations, there is a
controller to determine whether the box needs picks from one station, both or neither.
Regarding the first case, the box is directed to a buffer of the necessary station. If the
buffer is full, the box skips the station and continues on the conveyor. In the second case,
the box enters a buffer of a randomly chosen station. If the buffer of said station is full,
the controller checks if the buffer of the other station is also full. If yes, the box continues
on the conveyor; otherwise, it enters a buffer of the other station. After the picks are
completed, the box is deposited back to the conveyor belt before the buffer entrances so
it can be assigned to the other station in the pair if necessary. In the case that neither
are needed, the box moves without entering either stations. In all cases, the box then
travels to the next set of stations and the same procedure applies for all twin stations on
the floor.

Once the box reaches the end of the floor, an end floor controller has a scale to check
whether the box’s current weight matches its target weight with all picks yet. These
controllers are called BP06, BP09, and BP12 respectively for the first, second, and third
floor. If yes, the box is directed to the end controller K04 and exits the system. Otherwise,
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it must recirculate to the immediate controller K19, which uses the same algorithm as
controller K02 to redirect the box to the required floor. From there, the procedure repeats
until all the picks are performed and the box exits the shelving area. During peak periods,
a box can recirculate multiple times. The control manager can manually force the box
to its blocked station and ask the picker to immediately retrieve items for the box. The
start controller K02, immediate controller K19, end controller K04, and three end floor
controllers BP06, BP09, and BP12 form the main controllers in the system. Whenever a
box passes one of these controllers, its information with the passing timestamp is logged

in the database.

The comparison between the OPS at Strullendorf warehouse and the closed network

in Chapter 3 is drawn as follows.

o Both order picking processes are manual picker-to-parts with a conveyor system.

o The block-and-recirculate policy of the open queuing network is similar to that of

the closed network as in Figure 3.1.

o Instead of using a joint system entrance/exit e, the open networks adopts controller
K02 as the system entrance and K04 as the system exit to accommodate the box

arrival and departure processes.

o Instead of a cyclic structure, the open network employs a star structure where
K02/K19 acts as a central hub. As demonstrated in Figure 4.2, the star structure,
together with the weight check at the end of each floor, helps reduce a box’s travel
time when: (i) the box is blocked from one station, it can visit not only other
required stations on the same floor but also stations on the other floors before
attempting to reenter the congested station; (ii) the box can exit the shelving area

from the end floor controller without reverting back to the entrance/exit.

4.1.2 Station Layout and Storage Assignment

Each station has two buffers, namely normal and express with the capacities of 10
and 6 boxes respectively, to contain the corresponding box type. The station layout
admits the single-block form with eight main aisles perpendicular to the conveyor, and
two cross aisles, front and back, parallel to the conveyor. The station layout for a pair
of twin stations is illustrated in Figure 4.3. Each main aisle has two shelves, one on the
left and one on the right. The right shelf on one aisle stands against the left shelf on
the next aisle. In the right stations, each shelf consists of 15 modules of size 40cm x
120cm, numbered AA and from 0 to 13. At the conveyor end of the back-to-back shelves
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Figure 4.2: The current warehouse layout as a star network.

stands a smaller module numbered 15 of size 40cm x 80cm parallel to the conveyor. In
the left stations, each shelf consists of 14 modules, numbered from 17 to 30. There are an
additional 10 modules numbered 31 standing against the back wall. All the modules in
the left stations are of size 40cm x 120cm. Each module has several shelf spaces in various
LHM types starting with the character M, e.g., MO1 or M03. LHM types are defined
based on the dimension of the shelf spaces. One or more LHM types are also assigned to
items to indicate which shelf spaces are compatible to store the items. Depending on the
floor structure, several modules may be missing due to the pillars, stairs, or the conveyor

setup. The full representation of a floor is plotted in the Appendix A.

The current storage assignment follows the closest open location storage, i.e., a new
item is assigned to the open shelf space which is closest to the conveyor and matches
its LHM type(s). For an item already present in the warehouse, its current shelf space
is filled to its maximum capacity first. If there is still some quantity left, closest open
location storage is then applied. Therefore, an item can be stored in multiple shelf spaces
in one or more stations. When determining which station(s) a box needs picks from, WMS
attempts to minimize the number of spaces taken up by one item. This implies that the
box is assigned to have its items retrieved from the shelf space with the least stock in
the case of multiple shelf spaces. Hence, the box may need to visit several stations to
retrieve the sufficient quantity for an item. Moreover, a box with two items may stop at

two stations although there is one common station in the items’ storage locations.

The station layout and storage assignment are not taken into account in the closed
queuing networks in Chapter 3. With these integrated into the open networks, the box
service time at one station can be estimated more accurately based on the true location
of the pick items instead of being drawn from an exponential distribution. The service

time calculation will be elaborated in the next subsection.
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4.1.3 Picker and Routing Strategy

Since order picking is an outbound process, only outbound pickers who are responsible
for item retrieval participate in the simulation. The number of pickers varies from 30 to
39 per day, and the first outbound pickers start their shift at around 10:45. Order picking
in the morning from 08:00 to 10:45 is handled by the inbound pickers, i.e., pickers whose
main responsibility is to distribute the items to the corresponding shelf spaces. A picker
does not have a designated station but continuously moves to other stations if their current
station has no boxes in the buffers. However, one station can have maximum one present
picker to prevent aisle blocking. Figure 4.4 visualizes the working environment of a picker,
as well as the station layout under a picker’s perspective. Each picker is accompanied by a
commission cart which can accommodate maximum five boxes and a scanner to access the
information about the box’s items with the corresponding pick quantity and location. The
commission cart allows pickers to perform batch servicing, which potentially reduces their
travel time especially in the case of common items or items with close proximity among
boxes of the same pick tour. In addition to the FIFO queue discipline, the open queuing
network employs a queue priority due to two types of boxes. Pickers choose express boxes
over the normal ones for a pick tour and two types of box cannot be combined in one
tour. The batch servicing and the box priority are two additional features for the box

service in the open network as compared to the closed one.

g i
/ // I d >‘>>
yd 11070
/ ’ I /
( Scanner P //
shelf Module
Cross Aisle or . ‘

Commission cart

Figure 4.4: Working environment of a picker in the shelving area.

Regarding the routing policy, from the start point of a station, the picker travels
down the aisle to the first pick location, retrieves the items, then determines whether
they should return to the front cross aisle or take an U-turn at the back cross aisle to

reach the next pick location. The procedure continues until all the picks are performed.
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From the last visited aisle, the picker walks to the end point to drop the boxes onto the
conveyor. The literature survey in Figure 2.2 suggests that instead of implementing the
optimal travel time calculation, return and S-shape heuristics are suitable substitutions
for analysis due to less computational cost. In the simulation, return routing is chosen
due to the closest open location storage strategy. Since shelf spaces near the conveyor are
likely to be occupied while those towards the back wall are more empty, it is not necessary
to travel all the way to the end of the aisle. However, there is a chance that a frequently
purchased item is located near the back cross aisle, which implies that the return routing

is only a sub-optimal strategy.

To determine the service time for a particular box in one station, the approach from
Melacini, Perotti, and Tumino (2011) is adopted. The box service time is decomposed
into four components. The parameters for the components are estimated through the

order picking observation in the warehouse,

o the constant setup time per box of 11 seconds,

o the travel time with station layout and storage assignment from the previous sub-
section, return routing policy, and constant walking speed of 200 centimeters per

second,
o the constant picking time per item of 21 seconds, regardless of the quantity,

« the constant post processing time per box of 8 seconds, as a picker needs to put the

items into the corresponding box on the commission cart.

4.1.4 Key Performance Indicators (KPIs)

Instead of studying the intractable stationary distribution for the open network, the

simulation focuses on the warehouse performance. The following notation is employed.

N: the number of simulated boxes.

B={1,...,b,...,N}: the set of boxes, indexed by b.

I: the set of items stored in the shelving area, indexed by 7 as the item number.

S: the set of 36 stations specified in Figure 4.1, indexed by s as the station identi-

fication.

T, 1 € 1, b€ B: 1if item i is required for box b; 0 otherwise.
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Yis, © € I, s € S: 1 if item 7 is stored in station s; 0 otherwise. If the item
has not been stored in the warehouse yet, > ,c5yis = 0. Otherwise, items with

stock splitting implies 1 < > ,csy;s < 36 while in the case of no stock splitting,
ZSES Yis = 1.

Zivs, © € I, b€ B, s € §: 1 if box b visits station s to pick item i; 0 otherwise.

With stock splitting, z;s < z;pyis; otherwise, ;s = TipYis-

PpB,, b € B: the number of picks for box b. Assume that there are no pick errors,

i.e., a picker is able to pick the correct quantity for an item on the first attempt,

PpBy, = Z Z Zibs-

i€l seS

SpBy, b € B: the number of stops for box b, or the number of stations box b needs

to visit,

Zips>1)"
ses

i€l
where 1 is the indicator function.
PpSy, b € B: the average number of picks per stop/station for box b,

PpB,
SpBy,’

Ppr =

TpBy, b € B: the throughput time for box b, i.e., the number of seconds box b
spends in the system, starting from entering controller K02 to leaving controller

K04.

BQpBy, b € B: the number of blocked queues box b encounters in the system. A

box can be blocked from one queue multiple times.

RpBy, b € B: the number of floor recirculations box b makes in the system. One
recirculation is accummulated every time a box is redirected to a floor which has
been visited before. For example, if a box’s floor route is {1, 3,2,2, 3,2}, its RpB

equals three, two for the second floor and one for the third floor.

Since a box must return to a floor if it encounters one or more blocked queues on

that floor, this implies that RpB;, and BQpB, increase simultaneously with the amount

of increase in BQpB, always equal to or higher than that in RpB,. Therefore, RpB, <
BQpB,, ¥Vb=1,... N.

Five key performance indicators (KPIs) are of interest in the simulation. Their

definition and formula are listed as follows.
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e aSpB: average stops per box over N boxes,

1

N

b=1

aSpB =

e aPpS: average picks per stop over N boxes,

Eivﬂ PpB,
Zévzl SpBy

It can be derived that aSpB - aPpS = % SN PpBy. Therefore, if PpB, remains

unchanged, increasing aSpB implies a reduction in aPpS.

aPpS =

e al'pB: average throughput time per box over N boxes,

1

~ > TpB,. (4.1)

b=1

al'pB =

e aBQ@pB: average blocked queues per box over N boxes,
1 N
aBQpB = N > BQpB,. (4.2)
b=1

e aRpB: average recirculation per box over N boxes,

1

b=1

aRpB =

Since RpBy, < BQpBy,, Vb =1,..., N, it implies that aRpB is also smaller than or
equal to aBQpB.

4.2 Simulation Model

In order to develop a simulation model, the relevant data is gathered, cleaned, and
transformed into a data model. From there, the event relationship diagram demonstrates
how the data is fed into the simulation and how the boxes and the pickers interact in the
queuing network. An exploratory data analysis is conducted to understand the relation-

ship between KPIs before the simulation results are described.

4.2.1 Data Model

Based on the queuing network description, eight main entities, namely Warehouse,
WarehouseRepresentation, Conveyor, Station, Box, BoxManager, Picker, and PickerMan-

ager, are defined for the simulation data model. The entity relations are visualized in the
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schematic class diagram in Figure 4.5. The one-to-one and many-to-many relationships
are represented by a simple straight line without and with numbers above the line, re-
spectively. The straight line with a thin diamond at one end specifies the one-to-many
relationship where an element of the entity at the diamond end may be linked to many

elements of the other entity.

WarehouseRepresentation Warehouse Conveyor

One-to-one relationship

P 1
 —  Many-to-one relationship

I PR

1 Many-to-many relationship

1.*

Station Box BoxManager

Picker PickerManager

Figure 4.5: Schematic class diagram of the data model.

Warehouse represents the shelving area; hence, it manages the whole order picking
system and loads the storage assignment into stations. One warehouse possesses multiple
stations, i.e., one-to-many relationship for Warehouse-Station, and one conveyor system
connecting the stations, i.e., one-to-one relationship for Warehouse—Conveyor. A station
can be visited by many boxes and a box may need picks from several stations; there-
fore, the relationship between Station and Box entities is many-to-many. BoxManager
and PickerManager admit the one-to-many relationship with Box and Picker respectively.
Since the maximum number of assigned pickers to a station is one, the one-to-one relation-
ship is ideal for Station and Picker. WarehouseRepresentation entity is associated with
Warehouse in one-to-one relationship in which it visualizes the floor layout and the pick

spread on the floor or station level according to the information given from the warehouse.

The relevant data for the simulation is currently stored in Oracle and MSSQL
database. However, information concerning transport scans, i.e., when a box passes which
controller, is scheduled to be erased 6 days after the logged date. Other information re-
garding boxes and pickers are gathered from several tables. SimulationDataExtract entity
is built to extract and transform the necessary data from Oracle and MSSQL database
and load them incrementally to Google BigQuery. It helps unify the data source and
reduce the computational cost. The data preparation, transformation, and loading of
the simulation is presented in Figure 4.6. The data transformation includes various data
preprocessing steps exemplified by unifying the key’s name in different tables, filtering

out boxes with incomplete transport scans and time entering the shelving area before the
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start working time of the first outbound picker, and deriving the order on the conveyor
for each twin station. After the transformed data is loaded to Google BigQuery, a Sim-
ulationDatal.oader is responsible to read and transform those data into the correct form
for the main entities, namely Warehouse, Conveyor, Station, BoxManager with Boxes,
and PickerManager with Pickers, to consume. These entities are fed into the simulation
to produce the performance statistics, or KPIs, which are then visualized by Warehouse-

Representation entity.

Oracle
Transformed
data
MSsQL
Transformed
data

| | | | !

Google
BigQuery

SimulationDatalLoader

—>| SimulationDataExtractor

Conveyor BoxManager PickerManager Station Warehouse
! Results !
%_é\:é WarehouseRepresentation

Figure 4.6: The process of extracting, transforming, and loading data into the simulation.

4.2.2 FEvent Relationship Diagram

The event relationship diagram is plotted in Figure 4.7 in which a white rectangular
box represents an entity while a grey one corresponds to an event. The diamond shape
indicates a warehouse state check and the arrows imply the event flows. Two entities,
namely BoxManager and PickerManager, from the previous subsection are responsible

for feeding boxes and scheduling pickers, respectively, into the shelving area.

When a box enters the warehouse, event BoxEnteringController is triggered with
additional parameter controller=K02. The value of this parameter can be set as the
start controller K02 or the end floor controllers BP06, BP09, and BP12 in Figure 4.1.
When the box needs to recirculate, the intermediate controller K19 always follows the

end floor controllers, hence it is unnecessary to trigger another BoxEnteringController.
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Regardless of the parameter, the event checks whether all the picks for the box were
performed. If yes, the box exits the system by passing through the end controller K04 and
activating the BoxExitingSystem event. Otherwise, BoxEnteringController redirects
the box to a floor required for the picks. Since WMS is bought as a service, its floor
assignment is a black box for Kramp; therefore, the simulation employs a simple random
floor assignment. The box then visits the first twin stations on the assigned floor with
BoxArrivingStation event. Here the system checks whether the box needs picks from
either station and whether the station has available spaces in the buffer corresponding
to the box’s type, i.e., normal or express. If no, the box continues its path on the
conveyor by visiting the next twin stations with another BoxArrivingStation event or
the end floor controller with a BoxEnteringController event, depending on whether
the current twin stations are the last stations on the floor. Otherwise, the box enters
the buffer of one of the twin stations. If there is no assigned picker at the station,
the warehouse locates idle pickers and directs the closest to the station in question by
activating PickerArrivingStation. When a picker is present at the station and they
are idle, they are assumed to wait 10 seconds for more boxes to arrive then start choosing
boxes and arrange the tour with PickerChoosingBoxesToPick. These 10 seconds are
different from the average 11 seconds for setting up the tour. Afterwards, the items
are retrieved and post-processed with PickerRetrievingItemsForBoxes and the box
is released back to the conveyor by the event PickerReleasingBoxes. The warehouse
again checks whether the current station is one of the last twin stations on the floor and

determines where to redirect the box next.

On the other hand, a picker is scheduled to work by the PickerManager. When
their shift starts, a PickerStartWorking is triggered, they are immediately looking for
work in stations with no pickers (due to the picker constraint of maximum one picker per
station) by PickerFindingWork. It is followed by PickerArrivingStation if a station
is found. If there are boxes in the buffer, a picker starts choosing which boxes to pick
with PickerChoosingBoxesToPick, followed by PickerRetrievingItemsForBoxes and
PickerReleasingBoxes. The latter event then checks two consecutive conditions: (i)
whether the picker’s working shift has ended, if yes, trigger the PickerFinishWorking
event; (ii) whether it is time for them to take a break, if yes, activate the PickerTakingBreak
event. The break time conditions are that (i) the picker must work a shift of at least 6
hours, (ii) they have worked for at least half of their shift duration, and (iii) there are
some pickers still working to prevent all pickers from having break simultaneously. If at
least one of these conditions is negative, the picker either continues picking if new boxes
have arrived at the station, or looks around for more work. After break time, the picker
goes back to work by PickerFindingWork. When the last box leaves the warehouse, it
notifies all the working pickers to get off work. This concludes a working day for the

outbound pickers.
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Figure 4.7: Event relationship diagram for queuing network simulation.
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4.2.3 Exploratory Data Analysis

Before simulating the queuing network, an exploratory data analysis is conducted
to examine the relations between stops per box SpB and other figures, namely picks per
stop PpS, box throughput time TpB, the number of blocked queues per box BQpB,
and the number of recirculations per box RpB, from the historical data on 31-05-2021.
The date was picked since there was a reasonably large number of boxes but a relatively
small number of pickers working in comparison to other dates in late May and early
June. This implies that boxes on 31-05-2021 tend to experience more blockages and
recirculations than other days. Therefore, if the warehouse performance can be improved
on the simulated day, the performance on other days is highly likely to be improved as

well.

The number of items and stops per boxes on 31-05-2021 are plotted in Figure 4.8.
As observed from the figure, when the number of items per box is less than 9, there are
boxes with the number of stops per box SpB greater than the number of items per box.
This is due to the fact that a box must visit multiple shelf spaces of an item when the
ordered quantity of the item is greater than the stored quantity in its shelf space of the
least quantity. Moreover, from the right half of Figure 4.8, the higher number of items per
box, the more likely that these items are stored in the same station, the smaller increment

in the number of stops the box requires.
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Figure 4.8: The number of items per box and its corresponding number of stops, on
31-05-2021.

Figure 4.9 shows that SpB exhibits a positive correlation with the box throughput
time TpB, the number of blocked queues per box BQpB, and the number of floor recir-
culation RpB. It means that if a box stops at fewer stations, it takes less time to travel
through the shelving area and encounters less full buffer and recirculation. However, with
the same SpB, RpB obtains several extreme outliers with values much larger than BQpB.

This results from the error of the controller scan which keeps a box recirculating on a
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floor with no information about the queues logged. The error can be observed in Figure
4.9(a) and (c) when a box needed only one stop, yet it recirculated 60 times and spent

approximately 20,000 seconds in the system.
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Figure 4.9: Relationship between stops per box and other statistics, on 31-05-2021.

The conveyor time between two arbitrary points on Figure 4.1 varies throughout the

day and day to day, which implies that the conveyor time needs to be tailored based on the
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chosen simulation day. Despite the absence of picking-related actions, the conveyor time
from the start controller K02 and one station on the first floor still fluctuates significantly
as observed in Figure 4.10. In order to estimate the travel time between stations, the
start controller K02 is used as the base starting point to eliminate the picking time in the
previous station. Figure 4.10 shows that the travel times between K02 and one station
are approximately equivalent to that between K02 and its twin station. Additionally,
the conveyor time from K02 to twin stations increases proportionally with their position
on the floor. As a result, the conveyor time is modelled as the sum of a minimal travel
time and an random exponentially distributed component to account for the congestion,
malfunction, or delay. However, the simulation is still not able to capture all of the

variations of the travel time on the conveyor due to a large amount of extreme outliers.

Simulation date
2021-05-25
2021-05-26
2021-05-27
2021-05-28
2021-05-31
2021-06-01
2021-06-02

300

i

N
o
o

Time from K02 (seconds)
@
o

-
o
o

m@¢¢¢¢¢im |

P102R P104L P106R P108L P110R P112L P114R P116L P118R P120L P122R P124L
Stations on first floor

(a) Without outliers

.
. . N
3

0 ‘o.
1t

.
$e ¢ ¢

e e i i il

: : ,
1750 Simulation date .
I 2021-05-25 .
B 2021-05-26 $
1500  EEE 2021-05-27 .
N B 2021-05-28 . 3 .
9 B 20210531 .
S 1250 == 2021-06-01 . , .
S N 2021-06-02 . . : o
= 1000 X ' ' o
~ 0 . . .
S ) ! ' 0 ! '
4 ’ . K . ¢
.
E 750 . v SR ! g
= ¢ .t ' ¢ . + .
o o0 ‘e O 3 ¢
£ 500 = . ot o 7 S0
= .
.
{

.
.

.

P102R P104L P106R P108L P110R P112L P114R P116L P118R P120L P122R P124L
Stations on first floor

(b) With outliers
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4.2.4 Simulation Results

To simulate the current order picking system, two scenarios have been built. Sce-
nario 1 describes the simulation with multiple locations per item or stock splitting, while
Scenario 2 employs single location per item or without stock splitting. Both scenarios
assume that there is no pick error, i.e., pickers retrieve the right amount for the items
on the first attempt. Moreover, if a normal box has been recirculated more than three
times, its type changes to express. An additional assumption applied on Scenario 2 to
accommodate the single location is that the item stock is unlimited, i.e., the shelf space
is filled immediately when it becomes empty. On 31-05-2021, the number of simulated
boxes and outbound pickers are 6,847 and 36, respectively. The acceptable error range is

chosen to be 10% due to the complexity of the process.

Due to the randomness when assigning boxes to floors, each scenario is simulated
for 100 runs. Five KPIs are calculated for each run, and the results are summarized in
Table 4.1 in which the half width of the 95% confidence interval of the KPIs in 100 runs
is given in brackets. The result comparison between the current status of the warehouse

performance and the two scenarios are summarized as follows.

e The number of picks and stops in Scenarios 1 and 2 is smaller than those of the
current status due to the outbound restriction and the assumption that there is
no pick error. The number of picks and stops in Scenario 2 is the smallest due to

additional assumption of a single location per item.

e The decreases in both aSpB and aPpS lead to the reduction in aTpB in Scenario
1 and 2. However, the errors for aTpB in both scenarios are relatively larger than

those for aSpB and aPpS, yet within the acceptable error range.

e The average number of blocked queues aBQpB is supposed to be always larger
than the average number of recirculation a RpB, which is not the case in the current
status. This is due to the controller error that sometimes the box just runs through
a floor without any actions logged in the database. Taking the ratio of aBQpB and
aRpB induced from Scenario 1 and 2, aBQpB of the current status may range from
1.24 to 1.29, i.e., the error in aBQpB of these two scenarios reduces to 20.2%-25%
and —2.3%-1.6%, respectively.

o The aRpB of Scenario 1 is almost 20% higher than that of the current status due to
the fact that several extreme outliers of the conveyor time between two particular
points on Figure 4.1 cannot be captured in the simulation, as well as the current
status receiving a smarter floor assignment of a box from WMS. By employing a

simpler storage assignment, Scenario 2 offsets the difficulties with a smaller number
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of picks and stops. Therefore, the a RpB in Scenario 2 is closer to that of the current

status that in Scenario 1.

With the adjusted aBQpB taken into account, Scenario 2 achieves a closer resem-
blance to the current status than Scenario 1, although the set up of Scenario 1 is closer to
the current status than of Scenario 2. Since single location of the items is also a common
assumption in cluster-based storage assignment literature from Chapter 2, Scenario 2 is
used as the base to study the impact of frequent item pairs in storage assignment on the

warehouse performance.
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Table 4.1: Simulation result for Scenario 1 and 2 on 31-05-2021 and the errors compared to the current status, after 100 runs. The half
width of the 95% confidence interval of the KPIs in 100 runs is given in bracket.

Current status Scenario 1 Scenario 2 Error 1 (%) | Error 2 (%)

Number of boxes 6,847 6,847 6,847 - -

Number of picks 21,196 21,135 20,805 —0.288 —1.845
Number of stops 19,356 19,195 19,131 —0.832 —1.162
aSpB 2.827 2.803 2.794 —0.849 —1.167
aPpS 1.095 1.101 1.088 0.548 —0.639
aTpB (in seconds) 2,793.89 2,769.05 (£9.517) | 2,633.70 (£6.680) —0.889 —5.734
aBQpB 0.99 1.55 (£0.024) 1.26 (4+0.016) 56.566 27.273
aRpB 1.06 1.27 (£0.019) 1.08 (40.014) 19.811 1.887




5 STORAGE ASSIGNMENT WITH FREQUENT ITEM
PAIRS (FIP)

This chapter outlines the impact of frequent item pairs (FIP) in storage assignment
on the performance of Strullendorf warehouse. The first section describes the data mining
process for FIP, the FIP graph construction, and the algorithm to assign clusters in FIP
graph into an existing storage assignment, respectively in Subsections 5.1.1, 5.1.2, and
5.1.3. The second section develops two statements and three scenarios to validate the
impact in the first two subsections. Subsection 5.2.3 summarizes the simulation results of
three proposed scenarios and reveals a positive improvement on all KPIs when compared
to the base simulation result of Scenario 2 from the previous chapter. However, decreasing
the support threshold to involve more items in FIP clusters may have a detrimental impact

on some KPIs, therefore it must be handled with caution.

5.1 FIP and its Integration in Storage Assignment

Aligned with the literature, the report uses historical order data to extract the infor-
mation about FIP. The date range of 365 days is chosen to obtain the complete overview
of item affinity. The report then takes advantage of the well-developed literature on undi-
rected graph and its connected component detection algorithm to solve the item clustering
problem. The FIP graph is constructed and the connected components, or clusters, are

visualized and assigned to stations according to a heuristic algorithm.

5.1.1 Historical Order Data

In order to determine the frequent item pairs, the historical order data is retrieved for
all the customers associated with Strullendorf as their default warehouse and all the items
present in the current storage assignment. The frequent item pairs should be determined
one week in advance so that there is a sufficient amount of time to relocate the items in

the warehouse. Therefore, the date range for the order data is chosen to be 365 days from
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24-05-2020 to 24-05-2021 since the simulated date is 31-05-2021. There are 599,903
multi-item transactions involving 141,362 items stored in the shelving area. 45% of the
number of transactions consists of either one or two items while the largest order has
313 items, as shown in Figure 5.1. Based on the order size distribution and the fact
that the number of transactions is approximately five times higher than the number of
items, support count is more suitable than support as the measure of item affinity. A
minimum support count threshold, or support threshold for short, is chosen to filter pairs
with significant co-appearance in the transaction history. The data retrieval procedure is

summarized in Figure 5.2.

LA U R I X + + ‘ + *

0 50 100 150 200 250 300
Number of items per order

Figure 5.1: Order size distribution within the date range from 24-05-2020 to 24-05-2021.

Historical
order data

A 4

. o Filter date from 24-05-2020 to 24-05-2021
Filter ¢ Filter customers associated with the simulated warehouse
« Filter items present in the current storage assignment

All items

A 4
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Pairs of items

A 4

; Filter ; —I:Filter pairs based on support threshold
A 4
Frequent
item pairs

Figure 5.2: Data retrieval for frequent item pairs.

o7



5.1.2 FIP Graph Construction

Consider each item as a node with its item number as the node’s label. If two items
are ordered together in the last 365 days for at least a certain number of transactions,
an edge with weight equal to the support count of the two items is drawn between the
corresponding nodes. Based on the node and edge definition, an undirected graph is
constructed. The frequent item pairs graph is visualized in Figure 5.3 with the support

threshold of 50, i.e., all edges with weight smaller than 50 are excluded.

The graph consists of many connected components, hereby referred to as clusters,
with different structures such as pairs, lines, complete or tree-like graphs. The small order
size and the huge item portfolio lead to the dominance of pairs in the graph. Within a
cluster, the higher weighted degree of a node, i.e., the higher sum of the weight of all
edges connected to a node, the more important it is for the cluster. Additionally, items
in one cluster are likely to belong to the same brand and relate to each other as either
alternative or complementary items. In the alternative case, they may share a common

name pattern.

For pair clusters, the items demonstrate the complementary relationship. It can be
(i) horizontal in the case of BA85 and BA86 which are respectively positive and negative
battery terminals, or 55903210 and 55903310 which are a left and right mower blade, or
(ii) vertical SV2S06LS and MV6L are the cutting ring and the swivel nut as the cutting
ring connection, while 794421 and 697292 are the air filter and its compatible pre-filter.
Of four mentioned pairs, only 697292 is listed as an accessory item of 794421 on the web
shop. Unfortunately the web shop relationship is only one way, 794421 is not associated
with 697292. This finding suggests that the FIP graph might be beneficial for not only

the storage assignment in the warehouse but also other functionalities in the company.

For clusters consisting of three items, the graph structure can be either triangle or
line. The cluster of 490190027, 490650721, and 110137046 exemplifies the first case in
which they are fuel filter, oil filter, and pre-filter of the same brand, Kawasaki. The
triangle structure signals that the items are complementary and may have been ordered
together for at least 50 times in the last 365 days. The prediction is quite close as the
data shows that the number of orders including all three items is 48. In contrast, the
line structure implies that it is highly unlikely for all three items to appear in the same
order, and the items at the two ends are likely to demonstrate an alternative relationship.
For example, 1093109 (serrated bolt M6x16 with 100 units), 13961 (flange nut M6), and
1093108 (serrated bolt M6x16 with 50 units) are clustered in a line of the corresponding
order. Since items 1093109 and 1093108 are the same product with different units sold,

they are indeed alternative and it is uncommon for them to appear in the same transaction.
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Figure 5.3: Graph visualization of frequent item pairs with support threshold of 50. Each
node represents an item and two nodes are connected by an edge if over the considered

period, the two corresponding items have been ordered together at least 50 times.
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Figure 5.4: Graph visualization of frequent item pairs with support threshold of 25. Each
node represents an item and two nodes are connected by an edge if over the considered
period, the two corresponding items have been ordered together at least 25 times.
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There are also many complete clusters in Figure 5.3, i.e., each node connects with
every other node in the cluster. Interestingly, in most cases, the items in those clusters are
the alternative products with (i) same size yet different colors, illustrated by the cable tie
cluster consisting of TR25100GREY (grey), TR25100BLU (blue), TR25100BRO (brown),
TR251000RA (orange), TR25100GREE (green), TR25100RED (red), TR25100VIO (vi-
olet), and TR25100YEL (yellow); or (ii) same length yet different widths, such as these
50m long masking tapes, namely 7100135761 (36mm), 7100135737 (24mm), 7100135720
(48mm), and 7100135739 (18mm).

Various toy versions of agricultural equipment, for example tractors, mowers, and
slurry tanks, form the largest cluster in terms of weight. There are 39 items with a total
edge weight of 10,668, which is around 1.34 times the weight of the next largest and 2.22
times the weight of the third largest. However, the larger the cluster, the more likely that

a node has only one connected edge, and the less close-knit the cluster becomes.

Figure 5.4 visualizes the FIP clusters when the support threshold halves in value from
50 to 25. The number of items involved in the FIP clusters almost triples from 1,693 to
4,835. The dominant types of clusters remain cluster as a pair or line. The previous third
largest cluster has merged with its vertically complementary clusters thanks to newly
added items, all of which are related to couplings and manual lubrication parts, such as
adaptors, cutting rings, reusable inserts for push-in fittings, etc., to form the new largest
cluster. Its cluster weight soars to around 32,000. The previous largest cluster can only
grow horizontally by appending additional toys. This behavior is common in clusters with

alternative products.

5.1.3 Station Assignment of Clusters

To rearrange items involved in FIP clusters in an existing storage assignment, those
items are assumed to be removed from their current shelf spaces. Moreover, no stock
splitting is allowed, i.e., one item is assigned to only one shelf space. New variables are
introduced in addition to variables in Subsection 4.1.4 to formulate a mathematical model

for the storage assignment problem.

F: the set of FIP clusters, indexed by u and v.

My: the set of free shelf spaces in station s with items involved in FIP clusters

removed, indexed by ms.

L: the set of possible LHM types, indexed by (.

Wy, u € F: the weight of cluster u.

61



* Diu, t € I, u € F: 1 if item 7 belongs to cluster u; 0 otherwise. Since one item is
associated with maximum one cluster, Y ,cp pin < 1. If the figure equals >, cp Din, =
0, item 7 does not exhibit a sufficiently strong affinity with any other items based
on a particular support threshold. In this case, item ¢ keeps its current storage

assignment.

e dps, b € B, s € S: the distance a picker needs to travel to retrieve picks for box
b in station s, in centimeters. dp; = 0 when box b does not require any picks from
station s, i.e., > icr Zivs = 0. When >,c; zins > 0, dps is computed according to the
return routing policy. Here no batch servicing is assumed, i.e., there is maximum

one box per pick tour.

o T, C L, i€ I: alist of compatible LHM type to item ¢. Since one item can have at

least one compatible LHM type, T; has at least one element.
o tms € L, ms € M: the LHM type of shelf space ms in station s.

o ayus, u € F, s € S (decision variable): 1 if cluster u is assigned to station s; 0

otherwise. Assume that a cluster is assigned to one station exclusively.

o SSims, 1 € I, ms € M; (decision variable): 1 if item i is stored in shelf space ms of
station s; 0 otherwise. The necessary condition for ss;,s = 1 is that LHM type of

shelf space m in station s is one of the suitable types for item 1.

To balance the cluster weight across stations, clusters with frequent item pairs must
be distributed evenly to stations while maintaining their structure, i.e., no cluster division
is allowed. That is, the higher the cluster weights w, and w,, the less likely clusters u
and v are present in the same station. To achieve that goal, a mathematical model is
constructed. The first term of the objective function (5.1) aysays(w., +w,) equals w, + w,
if and only if clusters u and v are both assigned to station s, i.e., a,s = a,s = 1. The
second term computes the total travel distance needed to pick all items for boxes in
all stations. The distance unit is chosen to be in centimeters so that the magnitude of
the second component has the similar range to that of the first component. This helps
balance the importance between the two terms. Minimizing the objective function (5.1)
then ensures that big clusters are not stored in the same station and the travel distance
for box b in each station is minimal. As a result, the cluster-based storage assignment
with zoning is properly handled as compared to the literature in Table 2.2. Constraints
(5.2) and (5.3) restricts each cluster and item such that it must and can only be located
into one station and one shelf space, respectively. Constraints (5.4) and (5.5) guarantee
that items are stored in the same station as its cluster and in a compatible shelf space to

its corresponding LHM types. Constraint (5.6) prevents the number of items with LHM
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type [ moving to station s from exceeding the number of available shelf spaces of type [

in the station.

min Z Z Z Ays Qs (W, + W) + Z Z dps (5.1)

seSueF UiF seS beB

st Y Ay =1, ueF, (5.2)
seS
Z Z $Sims = 1, i€, (5.3)
s€S mseMg

Z 5Sims = Qus, 1e€l,seS, uekF, py,=1,
ms€EMg
5.4)

$Sims < L, emy)s iel, mse M, se€S, (5.5)
Z Z Z auspiussims]l(tmszl) S Z ]l(tms:l)a ENS Sa ! € L7 (56)
ueF 1€l mseMg mseMg
ays € {0, 1}, ueF, ses, (5.7)
$Sims € {0, 1}, iel, mse M, se€S. (58)

The model has two limitations. Firstly, due to the strict constraints, there may be no
solution to the problem in some variable combinations. Secondly, the lower the support
threshold, the higher number of items involved in FIP clusters needs to be removed from
the initial storage assignment so that all possible shelf spaces are taken into account when
reassigning. This removal is not realistic in the warehouse as it requires a significant
amount of manpower. To efficiently solve the model, a heuristic algorithm is developed.
The pseudo code is demonstrated in Algorithm 1. Since each box contains some or all
items of one order, the algorithm produces an improved storage assignment which helps
reduce the average number of stops per box aSpB. The key point to the algorithm is
to find the suitable destination station for a cluster that maximizes the chance of the
whole cluster is stored together, while balancing the workload and total cluster weight
among stations. Since the algorithm has chosen the station with the most available shelf
spaces compatible to items in the cluster, in the case when the chosen station still does
not have sufficient spaces, the items with the smallest weighted degree have to remain in
their current location. This resolves the first limitation. Regarding the second limitation,
the algorithm move items to an empty shelf spaces in the destination station, then update

M before dealing with the next cluster.
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Algorithm 1: Assign clusters to stations and items to shelf spaces.

Input : Current storage assignment, clusters of frequent item pairs, free shelf
spaces at station (£sss), LHM types per item.

Output: Clusters by station and item movement.

[y

Initiate cluster weight per station starting with 0;

N

Initiate item movement;

w

for cluster in descending order of cluster weight do

4 Get station with enough free shelf spaces of corresponding items’ LHM type,
the least cluster weight, and the smallest number of items currently present
in the station;

5 Update cluster weight per station;

6 if there are items of the cluster which are not in the station yet, i.e., outside
items then
7 if there are items of the cluster that belong to the station, i.e., inside
items then
8 Get aisles of those inside items and available shelf spaces in those
aisles;
9 Assign outside items to the closest open shelf spaces of the

corresponding LHM type in the descending order of item degree in

the cluster;

10 Update item movement and fsss;
11 end if
12 if there are no inside items or the aisles of inside items do not have

enough free shelf spaces for outside items then

13 Get all free shelf spaces in the station;

14 Assign (remaining) outside items to the closest open shelf spaces of
the corresponding LHM type in the descending order of item degree

in the cluster;

15 Update item movement and fsss;

16 else

17 Keep the current assignment of the outside items;
18 end if

19 end if

20 end for
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One of the algorithm inputs is the current storage assignment in which no cluster-
based analysis has been applied. Suppose that the FIP cluster with support threshold
of 50 is already applied to the storage assignment. If the warehouse performance shows
improvement after the integration, it is desired to decrease the support threshold to involve
more items in the FIP clusters. In this case, the objective function of the algorithm when
choosing the suitable station should be modified to minimizing the number item moves
to accommodate the newly involved items. This function will help minimize the chance
of rearranging a whole cluster to a new station. If a new item arrives at the warehouse,
it should be stored in a station with the highest total support count. The total support
count is defined as the aggregated sum of all possible pairs’ support count between the

new item and each item in a particular station if it is greater than the support threshold.

The outcome of the algorithm is visualized in Figure 5.5 when the support threshold
is set at 50. Station weight is defined as the weight sum of all FIP clusters assigned to
a station. Since cluster splitting is not allowed, there are four stations, each containing
only a single cluster, namely P236R (10,668), P362R (7,985), P232R (4,797), and P102R
(4,228) with their station weight specified in the bracket. The cluster weight in other
stations remains at around 3,900. This imbalanced station weight distribution may lead
to the unequal pick workload among stations. The stations with a single distributed
cluster may become overloaded while others suffer from box starvation. This potential
impact has not been studied in previous literature on cluster-based storage assignment as
shown in Table 2.2. Hence, it will be validated in the next section through a simulation

study.

5.2 Simulation with FIP Integration in Storage Assignment

With the output generated by Algorithm 1, the storage assignment with FIP integra-
tion is incorporated into the simulation with the additional KPIs and scenarios to fully

understand its effect on the warehouse performance.

5.2.1 Additional KPIs

To quantify the impact of frequent item pairs (FIP) in storage assignment on the
warehouse performance, three additional KPIs are introduced. These KPIs are to involve

other warehouse entities, namely pickers and stations.

o Total travel time of pickers, which accounts for the picking tour only and excludes

the time pickers move from one station to another for more work.
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e Pick spread across stations, defined as the standard deviation of the number of picks
per station. The larger the pick spread, the more imbalanced the station workload
becomes. The number of picks in station s € S is computed as > cp > icr Zijs-

Therefore, pick spread across stations can be formulated as follows.

1
|51

z(zz%bs—z)Q

seS \i€l beB

where | S| is the number of stations in the system, i.e., 36, and z = ‘—;' Yoses Doicl 2obeB Zibs

is the mean number of picks per station.

o Correlation between stations’ number of items and number of picks, computed as,

Yses (Xier Yis — U) (Xier Xvep Zibs — 2)
\/ZSGS (Cier Yis — @)2 Yses (Xier Xven Zivs — 2)2

where y = ﬁ Y scs 2icr Yis is the mean number of items per station. In the case that

the most frequently purchased items form a popular cluster, the correlation between
station’s number of items and number of picks may decrease. The station with the
cluster assigned to may have less items yet the number of picks increases due to item
popularity. Meanwhile, other stations receive more items from Algorithm 1 due to
the cluster weight balance, yet the number of picks may decrease as the items are

not as popular as items of the popular cluster.

According to the literature survey in Chapter 2 and the KPI description in Chapter 4,
the expected impact of FIP in storage assignment on warehouse performance is specified
in two statements, 5.1 and 5.2. Since the correlation between stations’ number of items
and number of picks has not been used in literature before, the expected effect on this

KPI is unknown and excluded from the statements.

Statement 5.1. Frequent item pairs in storage assignment helps decrease aSpB and

increase aPpS, which consequently leads to a reduction in aTpB, aBQpB, and aRpB.

Statement 5.2. Frequent item pairs in storage assignment helps decrease the total travel

time of pickers, yet increase the pick spread across stations.

5.2.2 Scenario Description

From the previous chapter, Scenario 2 without stock splitting resembles the current
status better than Scenario 1 with stock splitting in terms of five KPIs from Subsection
4.1.4. Therefore, based on Scenario 2, this section introduces an additional three scenarios,
namely Scenario 2.1, 2.2, and 2.3, to validate the statements. The characteristics of all

five scenarios from Chapter 4 and 5 are summarized in Table 5.1.
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Table 5.1: Summary of scenarios from Chapter 4 and 5.

Scenario | Stock splitting | FIP in storage | Support Number of clusters
assignment threshold integrated

1 Yes No - -

2 No No - -

2.1 No Yes 50 1

2.2 No Yes 50 All

2.3 No Yes 25 All

Scenario 2.1 integrates the biggest FIP cluster with the support threshold of 50 into
the existing storage assignment in Scenario 2. Specifically, items belonging to the biggest

FIP cluster are reassigned to station P236R according to Algorithm 1.

Scenario 2.2 employs the station assignment of clusters as specified in Figure 5.5 while
keeping the location of other items unchanged. The support threshold in this scenario is

the same as in Scenario 2.1.

Scenario 2.3 is developed to accommodate the desire of lowering the support threshold
to maximize the KPI improvement by involving more items in the FIP clusters. In this
scenario, Algorithm 1 is employed with a support threshold of 25 and the starting storage
assignment of Scenario 2. The two largest clusters obtain similar weights of roughly 32,000,
which is three times greater that the largest cluster in Scenario 2.2. These clusters are
distributed separately to station P362R and P246L. The third largest with a weight of
11,478 is moved to P232R. The 33 remaining stations contain multiple clusters and share

a common total cluster weights of approximately 7,350.

5.2.3 Simulation Results

The simulation results from three scenarios described in Subsection 5.2.2 are sum-
marized in Table 5.2 and compared with those figures of Scenario 2 in Table 5.3. All
four scenarios share the same number of boxes (6,847) and number of picks (20,805).
Since Scenario 2 and 2.1 also have a common number of stops (19,131), the five main
KPIs, namely aSpB, aPpS, aT'pB aBQpB, and aRpB, are almost equivalent in those

two scenarios.
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Table 5.2: Simulation result for Scenario 2, 2.1, 2.2, and 2.3 on 31-05-2021, after 100 runs. The half width of the 95% confidence interval
of the KPIs in 100 runs is given in bracket.

Scenario 2 Scenario 2.1 Scenario 2.2 Scenario 2.3
Items followed current SA 163,540 163,501 161,847 158,705
Items followed SA with FIP - 39 1,693 4,835
Support threshold for FIP - 50 50 25
Number of clusters assigned - 1 556 1,292
Number of moved items - 38 1,648 4,680
Number of boxes 6,847 6,847 6,847 6,847
Number of picks 20,805 20,805 20,805 20,805
Number of stops 19,131 19,131 18,888 18,597
aSpB 2.794 2.794 2.759 2.716
aPpS 1.088 1.088 1.101 1.119
aTpB (in seconds) 2,633.70 (£6.680) 2,635.01 (£6.929) 2,560.48 (£7.677) 2,568.99 (£7.718)
aBQpB 1.26 (4+0.016) 1.26 (40.017) 1.17 (40.019) 1.22 (40.018)
aRpB 1.08 (4+0.014) 1.08 (40.014) 1.01 (40.015) 1.08 (40.016)

Total travel time of pickers (in seconds)

189,246.84 (+104.353)

189,159.65 (+£109.137)

185,175.47 (£106.189)

186,777.05 (+114.833)

Pick spread across stations

47.54

48.82

95.63

71.04

Correlation between stations’ number

of items and number of picks

0.55

0.51

0.67

0.38




Table 5.3: Comparison of Scenario 2.1, 2.2, and 2.3 on 31-05-2021 with Scenario 2, after
100 runs, in %.

Scenario 2.1 | Scenario 2.2 | Scenario 2.3

Proportion of items followed current SA 99.976 98.965 97.044
Proportion of items followed SA with FIP 0.024 1.035 2.956
aSpB - —1.270 —2.791
aPpS - +1.195 +2.849
alpB +0.050 —2.780 —2.457
aBQpB - —7.143 —-3.175
aRpB - —6.481 -
Total travel time of pickers —0.046 —2.151 —1.305
Pick spread across stations +2.692 +17.017 +49.432

Table 5.4: Comparison of SpB in Scenarios 2 and 2.1.

Item number Associated with the biggest cluster | Scenario 2 | Scenario 2.1
U02324 Yes P232R P236R
U03050 Yes P236R P236R
PTO940CIGP No P250L P250L
LP7KR No P120L P120L

(a) Decreasing SpB

Item number Associated with the biggest cluster | Scenario 2 | Scenario 2.1
U03015 Yes P110R P236R
PQBS86 No P110R P110R
7037751BMYP No P102R P102R
XPZ772XEP No P104L P104L

(b) Increasing SpB

With the largest FIP cluster in Figure 5.3 assigned to station P236R, the number
of stops in Scenario 2.1 is still equal to that in Scenario 2. This is due to the following
reasons. In Scenario 2.1, since item U03050 of the largest cluster is already present in
P236R, the number of item moves is only 38 out of 39 items in the cluster. There are 74
boxes containing items associated with the biggest cluster, only one box of which involving
more than one item. Its SpB reduces from 4 to 3. Meanwhile, another box has its SpB
increase from 3 to 4. All SpBs of the remaining 72 boxes are similar in both scenarios,
which implies that aSpB remains unchanged between Scenario 2 and 2.1. The storage

assignment of items in two mentioned boxes are listed in Table 5.4.

In Scenario 2.2, 556 FIP clusters are distributed to 36 stations according to Figure 5.5.
The number of stops is reduced from 19,131 to 18,888, which leads to a decrease of 1.27%
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in aSpB and an increase of 1.20% in aPpS. In Scenario 2.3, 4,835 items, roughly three
times the number of items in Scenario 2.2, are involved in FIP clusters. The number of
stops and aSpB are further reduced by 2.79% while aPpS increases by 2.85%. Therefore,
the more FIP clusters incorporated into the storage assignment and the lower the support
threshold, the larger number of items needs to be rearranged yet the better improvement
in aSpB and aPpS can be achieved. Unfortunately, in comparison to Scenario 2, aT'pB,
aBQpB, and aRpB exhibit a less promising improvement in Scenario 2.3 than in Scenario

2.2 due to the following reasons.

o The quotient between the highest station weight and the common station weight
is much larger in Scenario 2.3 (4.35 times - 32,000 versus 7,350) than in Scenario
2.2 (2.74 times - 10,670 versus 3,890), which results in a more imbalanced workload

and a notably higher pick spread across stations.

e The cluster sizes grow significantly when decreasing the support threshold from 50
to 25, with the size of the biggest cluster expanding almost 7.5 times. This leads to
more items being assigned to the modules further down the aisles, since there may

not be enough available shelf spaces closer to the conveyor.

o The bigger the cluster, the stronger affinity items in the station that the cluster
is assigned to showcase. This explains the decrease in the correlation between
stations’ number of items and the number of picks, from 0.67 to 0.38. A stronger
item correlation in Scenario 2.3 therefore imposes a negative impact on three main
KPIs, aTpB, aBQpB, and aRpB, as well as the total travel time of pickers and the

pick spread across stations, when comparing to Scenario 2.2.

The pick distribution in P236R in Scenario 2, 2.1 and 2.2 are plotted in Figure 5.6.
Since P236R is the right station, module 15 is the closest to the conveyor. It is observed
that in Scenario 2, there are unfortunately more picks at the modules located near the
end of the aisles. By applying Algorithm 1, the modules with the highest number of picks
are now located at the end of the rightmost aisle near the conveyor. This explains a slight
reduction of 0.05% in the pickers’ total travel time in Scenario 2.1 compared to Scenario
2. Due to 38 item moves to P236R, the number of picks in the station increases from
570 to 640, leading to an increase in the pick spread across stations of 2.7%. In Scenario
2.2 when all clusters are incorporated into the storage assignment, the biggest cluster is
still located in P236R. This implies that no other items will be assigned to P236R due to
the cluster weight balance objective of Algorithm 1. Therefore, some items in P236R. are

moved to other stations, i.e., the number of picks in station P236R decreases to 560.

Although the number of picks in P236R in Scenario 2.2 is even smaller than that in

Scenario 2, the pick spread across stations demonstrates a growth of 17%. This results
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from the fact that FIP clusters are determined based on a year of data, while the simulation
is conducted for only one day. Only 74 out of 6,847 boxes on 31-05-2021 are related to the
biggest cluster, which implies that more boxes are involved with the items from smaller
clusters on the simulated day. Despite the 17% increase in the pick spread across stations
in Scenario 2.2, the improvements in other KPIs are good enough to offset it. This is
not the case for Scenario 2.3 in which only two KPIs, aSpB and aPpS, are better than
in Scenario 2.2 while the number of items to be reassigned and the pick spread across
stations triple. This implies that decreasing support threshold may negatively influence

the warehouse performance.

The simulation outcomes may be improved if Scenario 2.3’s storage assignment is
based on Scenario 2.2 with a different objective function, for example, minimizing the
item moves instead of using Scenario 2’s storage assignment with Algorithm 1. Therefore,
it raises a need to develop an improved version of the algorithm to incorporate different
objective functions for various starting storage assignments. Besides moving items to
available shelf spaces, the improved algorithm can consider item swapping when the free
shelf spaces are too far from the conveyor. By doing so, FIP clusters can be located in
the most convenient modules. This might contribute to even more significant reduction
in pickers’ travel time. Additionally, the simulation can be executed for different values
of support threshold to identify the optimal for the warehouse performance. However,
since the simulation focuses on one particular day, the optimal threshold may not be

generalized, or in other words, the overfitting problem may arise.

In conclusion, Statements 5.1 and 5.2 hold for Scenario 2.2 but not Scenario 2.3. As
a result, it is recommended to start integrating FIP into the existing storage assignment
with a relatively high support threshold first to validate the influence of FIP on the
warehouse performance in a wider date range before attempting to reduce the threshold.
The threshold should not be too high such that only few frequent item pairs are detected,
i.e., the FIP integration in storage assignment cannot make a difference in the warehouse

performance.
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(c) Scenario 2.2.

Figure 5.6: Pick distribution in station P236R with its number of picks in three different scenarios, namely 2, 2.1, and 2.2. This is to compare

how the pick distribution in one station differs when integrating FIP into the storage assignment with the

different number of clusters involved.

same support threshold of 50, but



6 CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

Although order picking is the most critical operation in manual picker-to-parts ware-
houses, very limited literature has integrated blocking into modelling the order picking
systems and studied the combined impact of zoning, storage assignment, and warehouse
layout. This report focuses on two types of order picking system with block-and-recirculate
protocol: (i) a closed cyclic queuing network with single segment from van der Gaast et
al. (2020) and (%) an open queuing network with star structure and multiple segments
inspired by Kramp’s Strullendorf warehouse. Regarding the closed network, under sev-
eral assumptions, a jump-over blocking mechanism can resemble the block-and-recirculate
protocol, which allows the product-form stationary distribution to be derived. As a result,
the system performance metrics can be computed analytically or iteratively. Since the
close network only takes into account zoning, the report extends the network to accom-
modate the real-life storage assignment and warehouse layout from Kramp, as well as
the external arrival and departure of boxes, into an open queuing network. To that end,
a simulation is developed since the stationary distribution of the network has become

intractable with no exact formulas.

Two scenarios, with and without stock splitting, are built to simulate the current
situation at Kramp based on five key performance indicators (KPIs), namely average
stops per box aSpB, average picks per stops aPpS, average throughput time per box
aT'pB, average blocked queues per box aBQpB, and average recirculation per box a RpB.
Scenario 2 without stock splitting or with single location is chosen as a base to evaluate
the system performance with frequent item pairs (FIP) integration in storage assignment.
This is due to the fact that Scenario 2 can resemble the current warehouse status based
on the five KPIs better than Scenario 1.

For the cluster-based storage assignment, the FIP graph is constructed and the items
are grouped into FIP clusters according to the connected components in graph theory. In

the FIP graph, nodes represent items, and an edge between two nodes is formed when
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the support count of two items based on the 365-day historical transaction data reaches
at least a certain support threshold. A mathematical model is formulated and a heuristic
algorithm is developed to assign clusters to stations and items to shelf spaces. Three
additional scenarios, three additional KPIs (total travel time of pickers, pick spread across
stations, and correlation between stations’ number of items and number of picks) are
introduced to quantify the impact of integrating FIP clusters into the storage assignment
of Scenario 2. Scenario 2.1 and 2.2 use the same support threshold of 50, yet the former
involves only the largest cluster while the latter integrates all clusters in the storage
assignment of Scenario 2 using Algorithm 1. Scenario 2.3 applies the storage assignment
of Scenario 2 with all FIP clusters when the support threshold is 25. The expected impact
is specified in two statements according to the literature survey. Statement 5.1 implies
that FIP integration helps decrease aSpB and increase aPpS, which consequently leads to
a reduction in aT'pB, aBQpB, and aRpB. Statement 5.2 proposes that FIP integration
helps decrease the total travel time of pickers while increasing the pick spread across

stations.

The simulation results show that given a certain support threshold, FIP integration
may improve the warehouse performance. FIP integration always decreases aSpB and
aPpS and increases pick spread across stations. An remarkable increase in pick spread
across stations might lead to several negative effects including starvation in some stations
while others might experience a surge in the number of picks. This results in a higher
number of blocked queues and recirculation a box encounters on average, and consequently
in longer box throughput time. Therefore, a careful approach must be employed and the
simulation should be executed for a longer period to validate the significance of the FIP

influence and to prevent overfitting when finding the optimal support threshold.

6.2 Recommendations

Based on the limitations of the analysis, the impact of the integration of FIP in
storage assignment on the performance of the sequential zone picking systems would

benefit from the following further research topics.

o The seasonal pattern of frequent item pairs might be examined and extracted from
the transaction history for the next three-month period in the last two years instead
of the last 365 days. Hence, the FIP algorithm can be reran every three months to

adjust the storage assignment.

e The simulation could be extended to include the shuttle area as one segment with

a single station. The shuttle area employs a parts-to-picker order picking system in
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which items are moved on the conveyor from the storage area to the picking bays
where the pickers are waiting to retrieve. This area has much larger storage capacity
than the stations in the shelving area, i.e., the big FIP clusters could be moved to
the shuttle area to better balance the workload among stations in the shelving area

where the manpower is more expensive.

Algorithm 1 might be improved to accommodate the storage assignment with FIP
as the starting storage assignment, or extended to incorporate item swapping in
one station so that the more frequently purchased items can be located closer to
the conveyor even when all the shelf spaces there are occupied. Another potential
idea is to combine the cluster-based storage assignment with a policy with better

performance than the closest open location storage from Table 2.1.

If the externally provided floor assignment algorithm by the warehouse management
system is revealed and integrated into the simulation, a closer simulation result to
reality might be achieved. Together with an improved box assignment of orders with
frequent item pairs in the same box, the warehouse performance might be improved

even further.

The advantages of sequential and synchronized zone picking systems might be incor-
porated so that one order can link to multiple boxes, each of which would visit only
one floor. This idea may decrease the order throughput time in exchange for lower

box utilization, i.e., each box has fewer items, and more time spent on packing.
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A FLOOR REPRESENTATION

The representation of Strullendorf warehouse is visualized in Figure A.1, A.2, and
A.3 for floor 1, 2 and 3, respectively. The modules and shelves are labelled vertically and
horizontally, respectively. The horizontal dashed line is used to separate the twin stations.
The vertical dashed lines represent the station boundary. Each station is assigned a unique
color. On each floor, the conveyor starts from the bottom left corner; therefore, stations
P102R, P232R, and P362R have less shelves than other stations. The conveyor then
turns right and runs along the horizontal dashed line, then turns right again at the end of
stations P122R, P252R, and P382R. This explains the modules with irregular positioning
in those stations. The rectangular white space equivalent to 10 modules within a station
represents the stairs in order for pickers to save time while moving across floors. The two
missing adjacent modules which belong to two adjacent stations represent the pillar on
the floor.
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Figure A.3: The representation of the third floor in the Strullendorf warehouse.
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