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Abstract 

 As part of the ANA XPRIZE competition, the i-Botics group develops a telerobotic system to 

operate the humanoid robot EVE and create the feeling for the human operator of being present in a 

different environment. Telerobotic systems enable controlling robotics remotely and transferring the 

human operator's physical and mental capabilities to a geographically different location. This 

graduation project aims to develop the possibility of controlling the upper body posture of the 

humanoid robot over distance and in real-time. The project also includes research into communicating 

information in social contexts in relation to the upper body posture. 

After background research and analysis of suitable motion capture hardware, ǘƘŜ ǊƻōƻǘΩǎ 

motion capabilities, different motion mapping strategies, and possibilities of conveying human-like 

and social behavior in Telerobotics, concepts were developed and realized. In order to map the 

motion, a data-driven approach using Adaptive Neuro-Fuzzy interference systems (ANFIS) and direct 

angle mapping using the rotational position of the human chest applied to the hip joints of the robot 

were developed and assessed. An Xsens suit was used for motion capture. Literature research has 

shown that a valuable addition to conveying human-like behavior in Telerobotics are secondary 

actions, such as breathing, which is created and combined with the motion mapping algorithm.   

 The performance of the two motion mapping algorithms is compared based on simulation 

results and plots of human orientation vs. produced robot orientation. It can be concluded that the 

direct angle mapping approach involves less complexity and also performs slightly better than the 

ANFIS approach. There is, however, no visual difference. The performance of the breathing animation 

is tested in integration with the motion mapping algorithm and shows decent performance but has 

the pitfall of blocking real-time motion mapping.      

 As future work, it is particularly suggested to conduct user tests to evaluate the effectiveness 

of the breathing animation and integrate the developed motion mapping into the existing system of 

the i-Botics group. 
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1 Introduction 
1.1 Context  

Telerobotics is a relevant and emerging field of robotics, where a robot can be operated over 

distance by a human. Telepresence describes the situation of truly feeling present at the robot's 

location to interact with the environment. Given this possibility, robots can be beneficially used in 

many areas, such as healthcare, military, or disaster relief. 

The project is part of the ANA Avatar XPRIZE competition [13], where the goal is to develop a 

telerobotic system that allows you to transfer your physical and mental capabilities to a different 

location, as well as that creates an experience of physically being at that location to interact with the 

environment and other people. i-Botics is an open innovation Centre for research and development in 

the Netherlands, founded by TNO and the University of Twente, and participates in this competition.  

When teleoperating a humanoid robot, the goal is to recreate the motions performed by the 

human operator as well as possible. The operator's body posture has to be captured and translated in 

a meaningful way since it is a relevant part of communicating information in social contexts and, e.g., 

showing human emotion when being present as a robotic avatar. The current system developed by i-

Botics does not provide that feature yet and therefore has to be extended.  

1.2 Problem definition 

The telerobotic system by i-Botics includes the humanoid robot Halodi EVE[2]. It is currently 

ǇƻǎǎƛōƭŜ ǘƻ ŎƻƴǘǊƻƭ ǘƘŜ ƭƻŎŀǘƛƻƴ ƻŦ ǘƘŜ ǊƻōƻǘΩǎ ƘŀƴŘǎ ŀƴŘ receive haptic feedback if the robot touches 

any object. Additionally, the robot's locomotion using the wheels is controllable with a device, which is 

part of the whole telerobotic system.   

The focus and goal of this assignment is to find a way to teleoperate the upper-body posture 

of the EVE in real-time, which can be integrated into to existing system. The teleoperation of the 

upper body should be done by using the motion and position data of a human and reach an equivalent 

position by the robot. In order to reach this goal, sub-problems need to be solved and answered.  

First, a suitable motion capture system has to be chosen to track the operator's upper body 

pose, keeping the availability and requirements of the hardware in mind. Additionally, a suitable 

method for motion mapping from the human motion to the motion of the humanoid robot EVE has to 

be found. Since the human body can move in many more ways than the robot, restrictions have to be 

identified, and solutions have to be found to map the motion successfully. Furthermore, an algorithm 

has to be developed to fuse the hand motion control with the upper body motion control. That way, 

both systems can work in combination and create proper reference positions for the robotic avatar.   

Another goal of this project is to find effective ways to convey social and human-like behavior, 

e.g., emotions, given the physical limitations of the humanoid robot. Thus, possible adjustments or 

extensions to the motion mapping algorithm should be explored and implemented.  
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1.3 Research questions  

Given the problem definition, the following research questions will be answered: 

- Which body posture capturing hardware is most suitable given the requirements and 

availability for the existing controller system?  

- How can the body posture of a human operator be efficiently mapped using an algorithm to 

translate motion to a humanoid robot? 

- How can the upper body capture mapping algorithm be integrated into the existing control 

system?   

- How can the chosen algorithm be adjusted in such a way that the humanoid robot can convey 

social behavior and gestures of the operator? 

1.4 Approach and practical aspects 

Regarding the realization of this project, certain practical aspects have to be taken into 

account. For instance, the hardware selection is bound to the availability of options provided by the 

Robotics and Mechatronics chair of the University of Twente. Moreover, testing of the 

implementation will mainly be done with simulation software. Due to the current situation regarding 

COVID-19, it is unsure if physical testing will be possible during the time frame of this project. It was 

announced that the robot EVE might become physically available on the university campus, allowing 

the conduction of physical user tests. 

As part of implementing an algorithm, a kinematic model of a human and the robot should be 

explored to analyze the connection and restrictions of different body parts. Furthermore, potential 

hardware systems will be compared and chosen to capture motion data. Telerobotic systems 

described in literature will be used to explore different methods of how motion capture data can be 

translated to the right motion commands for the robot. Based on the chosen hardware, motion 

mapping strategy, and selected social behavior cues, the system can be implemented and evaluated 

afterward. 

1.5  Report structure 

Given the guidelines provided by the Robotics and Mechatronics faculty[14] and the Creative 

Technology design process by Mader et al.[15], the report will be oriented towards four phases: 

ideation, specification, realization, and evaluation. The ideation phase is about developing a concept 

for the practical realization and will be combined in a chapter together with the background research. 

Since the project consists of multiple parts, every partial concept follows after the required 

background information. The specification and realization are described in the implementation 

chapter, which specifies the created concepts and shows how they are realized. Finally, the 

implementation will be tested in the evaluation phase based on set requirements and test criteria. In 

conclusion, the research questions defined in section 1.3 will be answered, and suggestions for future 

work will be provided. 
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2 Background research and concept development 

 Within this chapter, the current situation of the telerobotic system by i-Botics will be 

explained, so that system requirements for the implementation of this project can be developed. After 

the stakeholders and system requirements are defined, available motion capture hardware, robot, and 

human kinematics, and existing motion mapping techniques will be described and analyzed. After the 

evaluation of the background research, the concept for this project will progressively be developed. 

2.1 The current system and architecture 

Telerobotic systems consist of various components, including hardware and software needed 

for human motion capturing, motion mapping, and visual, audible, haptic, or thermal feedback. The 

human operator is in a room, the cockpit, where the teleoperation takes place. The cockpit and used 

robot of the current system by i-Botics is provided in figure one and two. 

The possibilities of movement of the human operator are limited due to the high chair the 

person leans on. The feet are placed on a locomotion plate to control the robot's wheels, so the 

rotation and movement forward and backward.  Besides, the hands are attached to a system called 

virtuose by Haption[16] that captures the hand locations. This way, the position of the arms is already 

remotely controllable. H-gloves by Haption[17] provide haptic feedback by means of force. This way, 

the operator can feel if they encounter resistance by touching other objects. For instance, the 

operator can estimate the necessary pull force and open the oven easier when opening a heavy oven 

door. Additionally, the room involves multiple heaters for thermal feedback if the robot encounters 

high temperatures[1]. 

Figure 1: The current system: cockpit[1]   Figure 2: The humanoid robot: Halodi EVE[2] 

Moreover, the operator wears a Head Mounted Display (HMD), enabling visual feedback and an 

immersive experience in which the user should feel as if ǘƘŜȅ ŀǊŜ ǇƭŀŎŜŘ ƛƴǎƛŘŜ ǘƘŜ ǊƻōƻǘΩǎ ōƻŘȅΦ The 

view of the user consists of a 3D representation of the remote environment, a direct stereo vision to 

observe interactions with the hands and environment and a virtual reality model of the avatar for self-

view. In addition, sensors inside the HMD track the facial expressions of the operator, specifically the 

eye and mouth movement, which are ƳŀǇǇŜŘ ǘƻ 9±9Ωǎ ŦŀŎŜ in animated form to create more natural 

interactions[1].  
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There are two PCs involved that run on Windows and Ubuntu. One is for the vision feature, 
and the other one is for control. The communication between the robot and PC is handled via 
ROS[18].  

 
The humanoid robot involved is developed by Halodi and called EVE. EVE is 1.83 meters high 

and weighs 76 kg [2]. As shown in figure 2, EVE does not have two separate legs, but just one that can 

move down and back up. The robot drives from one place to the other using wheels. The upper body 

has more movement possibilities, such as movements of the hips in x-, y-, and z-direction, the up and 

down movement of the hand, and the arm and hand motion. It will be elaborated more on the motion 

capabilities of EVE in a later section. Since safety is also a relevant factor in teleoperation, emergency 

stop buttons are integrated into the back of the humanoid robot and wireless emergency stop buttons 

that can shut down the EVE remotely[1]. 

The new feature introduced within this project is the possibility of the human operator to 
control the upper body posture beside the head and arms. It will also be discussed which social impact 
the upper body posture has on the environment with which the robot is interacting. 

 

2.2 User identification and stakeholders 

Several parties can be identified as stakeholders. i-Botics is in possession of the cockpit and 

control interface to operate the robot, which means mainly i-Botics members will use the system and 

further develop it. Since this project is being developed in the context of the XPRIZE competition, the 

involved jury will rate the system based on certain requirements and functionalities. The robot itself is 

currently stationed at the headquarters of Halodi robotics in Norway. Therefore, the people that are 

physically interacting with the robot are members of Halodi Robotics. With future perspective, the 

University of Twente and other organizations could purchase and physically interact with this robot as 

well. All stakeholders are familiar with the subject of robotics and share equivalent interests regarding 

the system. The telerobotic system should be intuitive, the usage should be easy to learn, and next to 

the goal of immersion of the human operator, the system should copy and perform motion hints at 

autonomy.  

2.3  System requirements 

Since there is already an existing system, which has to be built upon, the new system should 

meet a few requirements. It has to be noted that many components are already involved that the 

human operator has to wear on the body, such as the head mounted display, the H-gloves by Haption 

and the attached virtuoses, and the locomotion plate. The system should be kept as non-invasive as 

possible, which means another motion capture hardware should possibly not interfere with other 

hardware or should capture the motion visually and from the outside. The operator should be free to 

move within the setup, not being obstructed by motion capturing hardware. Besides, aspects like the 

setup time of the system and ease of use are relevant as well. Costs are not relevant since there is 

motion capture hardware available to use. 

In addition to that, the motion mapping should be accurate enough to reproduce the 

operatorΩǎ posture naturally. The upper body posture ǎƘƻǳƭŘ ōŜ ŎƻƴǘǊƻƭƭŜŘ ƛƴ ǘŜǊƳǎ ƻŦ ǘƘŜ ǊƻōƻǘΩǎ 

torso, e.g., hips and shoulder position. The position of the hands and the connected motion of the 

arms is already controlled in the current system. The new part of the system should be developed in 

such a way that it can be connected to the existing system. Besides, the motion commands should be 

computed and sent in real-time so that the motion of the human operator compared to the Eve has as 

little lag as possible. 
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2.4 Motion capture hardware 

To be able to control a humanoid robot remotely, it is necessary to capture the motion, e.g., 

position and orientation coordinates of a human, which will be the input to the motion mapping 

algorithm. Regarding the availability of hardware, the Microsoft Kinect and the Xsens MVN motion 

capture suit can be utilized. Both of these systems are also widely used among many other telerobotic 

solutions. For this reason, both systems will be described and compared to draw a conclusion on 

which hardware will be used for this project.  

2.4.1 Microsoft Kinect 

 The Kinect can be used as motion capture hardware based on visuals. It is a depth 

camera that recognizes the environment in 3D and can create a skeleton image of a person. Initially, 

the Kinect was developed to play video games, however, it is widely used among developers for 

different kinds of projects[19]. Therefore, there is a lot of different software available to interface the 

Kinect and extract motion data. The Kinect software is capable of automatically calibrating the sensor 

ōŀǎŜŘ ƻƴ ǘƘŜ ǇŜǊǎƻƴΩǎ ǇƘȅǎƛŎŀƭ ŜƴǾƛǊƻƴƳŜƴǘ and can trace up to 20 joints of the body with respect to 

its coordinate system[20] [21]. The Kinect provides the position and orientation of the joints. A 

disadvantage is that the Kinect is not as accurate as body suits, such as the Xsens motion capture suit, 

since it relies on vision, which can be obstructed by other body parts or objects[22]. 

2.4.2 Xsens MVN  

 The Xsens MVN motion capture suit is easy to use and comes with its own software. It 

is based on inertial sensors and wireless communication with the software that applies advanced 

sensor fusion algorithms. Besides the 17 small sensors that can be worn and only nine sensors to track 

the upper body without hands, there is no need for external cameras or markers. Thus, there are no 

restrictions regarding visual obstructions, such as objects or poor light conditions. There are a lot of 

different options regarding the data to be tracked. The translational position, the orientation in x-, y-, 

and z-direction, and even velocity and acceleration of different body parts can be obtained with 

respect to a global origin.[5] One disadvantage might be that the setup is more time-consuming than 

the Kinect since all sensors need to be properly attached to the body. For each use, the suit needs to 

be manually calibrated within the software application. Another aspect is invasiveness. In contrast to 

the Kinect, the user needs to wear the sensors on the body, which could be problematic if the system 

it is used for already involves much other invasive hardware. Nevertheless, the Xsens provides the best 

performance compared to the Kinect and other motion capture hardware[23]. 

2.4.3 Conclusion and concept development 

 On the one hand, the Kinect assures the significant advantage of non-invasiveness, 

since this is a system requirement of this project. On the other hand, the current telerobotic system 

involves much hardware, increasing the risk of visual obstructions so that the Kinect might produce 

more inaccurate results. The Kinect has to be placed at a certain distance to the human operator to 

capture the needed body parts, and at the same time, the vision has to be clear. No other person is 

allowed to walk in between and interfere with the system. More accuracy is provided by the Xsens 

suit, which lacks non-invasiveness but overcomes all pitfalls that the Kinect has.  

 Since both systems show certain benefits and drawbacks, both should be tested in 

practice to see how they perform. However, due to time constraints only the Xsens motion capture 

suit will be used and evaluated in this project. In future projects, the implementation with the Xsens 
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suit could be compared with the performance of the Kinect in order to conclude which hardware is 

the better choice.  

2.5 Robot kinematics, human kinematics, and the EVE 

In order to map the motion of a human to a robot, it is essential to analyze the kinematics of 

both, human and robot to find similarities and differences. When speaking about kinematics, it is 

meant to determine where and what kind of joints connect the different body parts and what 

movements are possible or restricted. A kinematic model of a robot will show the capabilities and 

limitations of motion. The human body significantly differs from the body of a robot in terms of size 

and motion capabilities. Therefore there are certain problems and challenges to be encountered in 

the procedure of motion mapping. Topics and terms such as degrees of freedom, joint angle limits, 

and workspace will be introduced. 

2.5.1 Degrees of freedom 

Degrees of freedom (DOF) in robotics and kinematics typically refer to the possibilities of 

motion of body parts. A joint connects two links/ body parts and thus limits the number of degrees of 

freedom between them[24]. Where a link can move freely in all directions without any other joints 

and links attached, it might be able to move in only in a limited amount of directions if certain joints 

constrain it. There are various kinds of joints to be found(Figure 3), such as revolute, prismatic, or 

spherical joints, which all provide different options of motion. Revolute and prismatic joints allow the 

movement in a single axis and, therefore, one degree of freedom. Spherical joints, sometimes referred 

to as ball joints, provide 3 degrees of freedom, which means rotation around the x-, y- and the z-axis is 

possible.[3]  

Figure 3: different types of joints[3]                 Figure 4: 2 DOF system with 2 joints  & 2 links 

Depending on how many and in which way links are connected in a chain, the degrees of 

freedom of the overall robotic system can increase or decrease. According to [25], the degrees of 

freedom of a mechanism is defined as άthe number of coordinates or variables required to be 

specified such that the position and orientation of all the members of the mechanism can be stated as 

a function of timeΦέ As an illustrating example, figure 4 shows two links (N =3, including ground) where 

each is connected to one joint (J = 2). Without joints, each link moves with three degrees of freedom 

in a 2D space (m = 3/ m=6,  if 3D space). If the joints are chosen to be revolute (2 constraints per 

joint), and the mechanism is moving in a 2D plane, DǊǸōƭŜǊΩǎ ŦƻǊƳǳƭŀ[26] states that this system has  

m * (N -1 ) ς constraints = 3 * 2 - 4  = 2 degrees of freedom. 
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The humanoid robot EVE has 23 degrees of freedom and 24 motors to control different body 

parts (excluding hands)[2]. Figure 6 shows the human model imitated by the Xsens system. There are 

23 body segments and 22 joints specified with six degrees of freedom for each joint[5]. Figure 5 shows 

a simplified kinematic model of a human, where the cylinders represent revolute joints and the balls 

represent spherical joints, where movement around all axis is possible. The simplified human model 

has άнп ŀǊǘƛŎǳƭŀǘŜŘ Ǌƻǘŀǘƛƻƴŀƭ 5hC ƛƴ ǘƻǘŀƭΣ ǿƛǘƘ ŀŘŘƛǘƛƻƴ ƻŦ ǘƘŜ three rotational DOF and three 

ǘǊŀƴǎƭŀǘƛƻƴŀƭ 5hC ƻŦ ǘƘŜ ǇŜƭǾƛŎ ǎŜƎƳŜƴǘ ǿƘƛŎƘ ŘŜŬƴŜ ǘƘŜ Ǉƻǎƛǘƛƻƴ ŀƴŘ ƻǊƛŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ ōƻŘȅ ǿƛǘƘ 

regard to the reference coordinate ǎȅǎǘŜƳέ[4], which means the EVE is quite similar to the simplified 

human model in terms of degrees of freedom. In reality, a human body has a lot more degrees of 

freedom, if, for instance, the spine, fingers, and toes are included as well.                                             

Figure 5: Simplified human kinematics model[4]                       Figure 6: Human body modeled by Xsens[5]            

Figure 7: EVE model with frames assigned to links                                       Figure 8: Motion capabilities of the EVE[2]               
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When focusing on the upper body only, certain differences between the human body and the 

EVE can be noticed. More frames are assigned to the Xsens human body, especially along the spine 

and neck, reflecting that the human body has more body links and provides more flexibility in 

movement than the EVE (Figure 7).  

According to figure 8 and the unified robot description format (URDF) model of the robot[27] 

(a file format that is, for example, used in ROS to describe all elements, dimensions, and movement 

capabilities of a robot[28]), there are three joints at the hip, for the x-, y-, and z-direction. They are not 

visible in figure 7 because they lay on top of each other, which is an equivalent attribute to the human 

body. It can be seen in figure 5 that the hips have a spherical joint allowing the movement in x-, y-, and 

z-direction of the upper body. There are also two spherical joints for the motion of legs, but which the 

EVE does not have. A movement of the shoulders in all three directions is, just like for a human, also 

possible for the EVE. Besides, the arms of a human and the EVE provide a very similar structure, where 

equivalent rotations are possible. However, the head of EVE can only move up and down, whereas a 

human can also move the head in left and right. As already mentioned, a human is capable of rotating 

spine segments without changing the position of the pelvis, though it influences the location of the 

shoulders. Consequently, this specific movement is not possible for the EVE and it has to be taken into 

account that the hips are not the only factor that can change the shoulder position and the position of 

the entire torso.  

2.5.2 Joint angle limits and work space 

 Joint angle limits refer to the maximum allowed rotation by the joints of the robot and 

can be defined in the context of joint or configuration space[29]. The joint configuration is the joint 

angles for all joints. The configuration space is the space of all possible configurations. Differences 

between the joint/configuration space of a human and robot can be encountered. According to figure 

8, the maximum allowed joint angles are shown for the EVE. Within the URDF model of the robot[27], 

some joint angle limits are narrowed even more, which might be due to safety reasons or the 

illustration pictures an older version of the EVE. One example of the differences in joint angle limits is 

in the hip joints. For instance, according to the URDF model, the movement in the y-direction, which is 

the motion to the front and back of the upper body, is limited to 10 degrees to the front and 90 

degrees to the back (Figures 9,10,11).  

                                                   

Figure 9: EVE standing straight     Figure 10: EVE leaned forward          Figure 11: EVE leaned backward 

 

One explanation of these limits could be for stability reasons of the robot. According to Figure 

8, the EVE has a small support leg behind the wheels, which allows putting much weight on the back 
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side of the robot. If the movement to the front of the robot is too far, the robot could fall over. Figure 

12 shows the general motion limitations of a human upper body when leaning forward and backward. 

In contrast to the robot, the human can move the upper body about 90 degrees to the front since the 

front part of the feet similarly provide stability as the support leg of the EVE. Depending on how much 

the individual is trained, the joint angle limit of the movement to the back is more restricted. In 

general, it is kinematically impossible to reach a 90-degree position of the back with respect to the 

legs. 

 

Figure 12: Human motion capabilities for flexion and extension of the upper body[6] 

The workspace, also called the task space, refers to all possible positions and orientations of 

the end-effector (the body link to be controlled)[24]. Since the joint space differs between a human 

and robot, the workspace will show differences as well. Besides, the size difference between the 

human body and robot body plays a relevant role as well. A robot with arms that are half the size of a 

human arm will never reach the same translational position in space. Therefore a rescaling is required 

if the translational position is taken as the goal position for the robot. Methods for scaling and 

adjustments of the workspace are later described in the sections of chapter 2.4.  

Regarding the joint space and joint angle limits, certain movements that the human operator 

performs will not be possible with the EVE, e.g., 90 degrees rotation to the front. Therefore, the only 

solution is to let the robot hit the joint angle limits if the human moves out of the range. Scaling the 

movement of the robot down could result in a minimally visible change of movement during the 

whole procedure of teleoperation, which is not desired for the project. 
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2.5.3 Forward and inverse kinematics 

According to Aristidou et al. [30], kinematics is the translational and rotational motion of 

points, bodies, and groups of bodies without considering any reference to mass, force, or torque. 

Forward kinematics is defined ŀǎ άǘƘŜ ǇǊƻōƭŜƳ ƻŦ ƭƻŎŀǘƛƴƎ ǘƘŜ ŜƴŘ ŜŦŦŜŎǘƻǊ Ǉƻǎƛǘƛƻƴǎ ŀŦǘŜǊ ŀǇǇƭȅƛƴƎ 

ƪƴƻǿƴ ǘǊŀƴǎŦƻǊƳŀǘƛƻƴǎ ǘƻ ǘƘŜ ŎƘŀƛƴέ [30]. The joint angles and link lengths are given. On the contrary, 

ƛƴǾŜǊǎŜ ƪƛƴŜƳŀǘƛŎǎ ƛǎ άǘƘŜ ǇǊƻōƭŜƳ ƻŦ ŘŜǘŜǊƳƛƴƛƴƎ ŀƴ ŀǇǇǊƻǇǊƛŀǘŜ Ƨƻƛƴǘ configuration for which the 

ŜƴŘ ŜŦŦŜŎǘƻǊǎ ƳƻǾŜ ǘƻ ŘŜǎƛǊŜŘ ǘŀǊƎŜǘ ǇƻǎƛǘƛƻƴǎΣ ŀǎ ǊŀǇƛŘƭȅ ŀƴŘ ŀŎŎǳǊŀǘŜƭȅ ŀǎ ǇƻǎǎƛōƭŜέ [30] (Figure 13). 

In contrast to forward kinematics, inverse kinematics does not solely have a unique solution, but 

either multiple, a unique, or no solutions.   

 

Figure 13: Visualization of inverse and forward kinematics [7] 

 

 Forward and inverse kinematics are relevant terms related to controlling body parts to a 

ǎǇŜŎƛŦƛŎ ƭƻŎŀǘƛƻƴ ƻǊ ǿƛǘƘ ŀ ǎǇŜŎƛŦƛŎ ƳƻǾŜƳŜƴǘΦ LŦ ǘƘŜ Ǝƻŀƭ ƛǎ ǘƻ ǊŜŀŎƘ ŀ ǎǇŜŎƛŦƛŎ ƭƻŎŀǘƛƻƴ ǿƛǘƘ ŀ ǊƻōƻǘΩǎ 

body part, methods of inverse kinematics are applied. More methods and applications of forward and 

inverse kinematics will be described in the following chapter. 

2.6 Motion mapping techniques and algorithms 

By mapping the motion of human to robot, it will be possible to imitate the humanΩǎ behavior 

and transfer the physical capabilities of the human remotely to the robot. The robot should imitate 

the human motion in real-time and do the same tasks that the human is performing. The motion 

capture hardware provides position coordinates of human body parts in the absolute coordinate 

space. Motion mapping means processing these position coordinates in such a way that the output 

results in joint angles that can be applied to the robot joints. When applying the joint angles to the 

robot, it is expected to observe a similar or equivalent execution of motion by the robot. In other 

words, the robot should approach to reach the same position of the end-effector relative to the robot, 

as the position tracked by the motion capture hardware.  

In the following sections, motion mapping techniques are explored that can be found in 

literature. Different studies describe the development of telerobotic systems, where within the 

context of motion mapping, also solutions for the problem regarding different kinematics between 

robot and human or other arising issues for motion mapping are addressed that were described 

previously in section 2.5. There are multiple steps that different papers describe and follow to create 

motion commands for the robot from motion capture of the human operator, which are generally 
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similar but differ in the specific kind of method. Figure 14 shows the general overview of steps to 

create a motion mapping. A few papers might not follow these steps in that particular order or might 

omit a step if it is not required in their approach. 

   Figure 14: Pipeline for mapping motion from human to robot 

The existing motion mapping techniques and their performance will be described and 

compared to draw a conclusion on the benefits and drawbacks of the methods. This will support the 

selection of a suitable technique for the particular case, the motion mapping of the EVE robot. 

2.6.1 Step 1 to 3: End-effector, forward kinematics, and scaling 

 The preparation for mapping motion is performed by analyzing the differences of human and 

robot kinematics in chapter 2.5. This section elaborates on the first three steps of the motion mapping 

pipeline shown in figure 14 and addresses solutions to overcome the differences in human and robot 

kinematics. Firstly, the end-effector link to control is defined. Secondly, frames are assigned to links to 

calculate their position and the position of the end-effector. Lastly, scaling is performed to overcome 

differences in links length and joint limits to match a human body to the body of a robot. 

In most of the found literature about the development of telerobotic systems, the robot link 

to control, the end-effector, is defined as the robot's hand. In this project, it is not necessary to control 

the hand but the shoulder position or any other part of the torso. However, the end-effector can 

usually be adjusted to any link, and therefore the methods in literature can be applied to control, e.g., 

the shoulder position solely. 
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One example is the system by Arduengo et al.[8], who control the posture of a single robotic 

arm with 7 degrees of freedom. The ƭŀǎǘ ƭƛƴƪ ƻŦ ǘƘŜ ǊƻōƻǘΣ ǘƘŜ άƘŀƴŘέΣ ƛǎ ǘƘŜ ŜƴŘ-effector. Therefore, 

the kinematic chain consists of all joints concerning the arm up to the end-effector. A kinematic chain 

is a series of connected links and joints that influence the possibilities of motion. On one end of the 

chain is the base, which is fixed, and on the other end is the end-effector, where no other link is 

attached to[24]. Similar to Arduengo et al., Mukherjee et al.[21] attempts to control the arm posture 

and therefore defined the hands of a NAO robot as end effector as well. Controlling both arms is 

divided into two subproblems, which means that the chains from left shoulder to left hand and right 

shoulder to right hand have to be individually mapped. Darvish et al. [9] present a whole-body 

teleoperation system for multiple robot models, but the 53 degrees of freedom iCub robot in 

particular. However, in this section, the focus will mainly be on upper body control. 

Arduengo et al. [8] first describe finding a correspondence between the relative position and 

orientation of the human links and the robot's links up to a scaling factor. The following frames are 

defined for human and robot: arbitrary origin, virtual footprint, torso, shoulder, elbow, and wrist 

(Figure 15). Based on these frames, homogeneous transformation matrices are defined that describe 

the transformation from one frame to the other up to the wrist frame. Homogeneous transformation 

matrices are 4x4 matrices that incorporate a 3x3 matrix to describe the rotational transformation from 

one frame to the other (the orientation) and a vector to describe translational x, y, z transformation. 

  Figure 15: Assignment of frames to robot and human by Arduengo et al[8] 

 Arduengo et al. [8] depict dividing the translational components of the human transformation 

by the length of the link of the human and multiply it with the corresponding link length of the robot 

(1). The correspondence of orientation is calculated as in equation (2) when placing the robot and 

human in an equivalent pose.  

 0ÏÓÉÔÉÏÎ ÌzÅÎÇÔÈ      (1)  

 

 ὙέὸὥὸὭέὲὙέὸὥὸὭέὲzὙέὸὥὸὭέὲ    (2) 

 

Similar to Arduengo et al. [8], Darvish et al. [9] assign corresponding frames to the links of 

robot and human (Figure 16). However, instead of the position, Darvish et al. point out to solely use 

the rotation and angular velocity of the human links. To scale and map the motion of robot and human 

for the adjustment of the workspace, a fixed relative rotation between human links and robot links is 
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found (3) by positioning the robot and human subject in a similar joint configuration.  The rotation is 

directly applied to the robotΩs URDF model.   

ὙέὸὥὸὭέὲὙέὸὥὸὭέὲzὙέὸὥὸὭέὲ    (3) 

 

Even though, Arduengo et al. [8] reports good results and satisfactory motion matches 

between robot and human, [9] explains their different approach for initial scaling by pointing out that 

the workspace of the robot might be narrowed for reaching some points further away (if 

ρ ) or the precision might be lost for pinpoint manipulation tasks (if ρ).  

Figure 16: Telerobotic system and frame assignment by Darvish et al.[9] 

Kim et al.[10] creates a scaling from human to humanoid robot (Figure 17) by multiplying the 

robot arm lengths with a constant c. This constant results from the division of the sum of the lengths 

of the upper and lower arm of a human subject by the sum of lengths of the humanoid robot arms in 

the same manner (ὧ ). The orientation of human and robot links is directly mapped 

with the reasoning that the orientation is forced to match after the given scaling as well.  

   Figure 17: Motion mapping by Kim et al.[10] 

 

According to Mukherjee et al.[21], there are four frames for each NAO arm that influence the 

position of the end-effector. Whereas Arduengo et al.[8] did not specify the derivation of the 

transformation matrices, Mukherjee et al. use a method called modified Denavit-Hartenberg (D-H) 
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Parameters to obtain homogenous transformation matrices for the forward kinematics so that the 

robot joints are calculated in reference to the previous joint[31]. This way, the x, y, and z coordinates 

of the end-effector frame could be obtained. For the D-H parameter method, it is required to provide 

the length of the lower and upper robotic arm. Mukherjee et al. decided to use the arm length of a 

human instead of the NAO since the coordinates of the wrist with respect to the shoulder that are 

ƎƛǾŜƴ ōȅ ǘƘŜ YƛƴŜŎǘ ǿƛƭƭ ōŜ ōŜȅƻƴŘ ǘƘŜ ǿƻǊƪǎǇŀŎŜ ƻŦ b!hΩǎ ƘŀƴŘǎΦ  

Stanton et al.[32] create a motion mapping between human and the NAO robot as well. Like 

Darvish et al. [9], Stanton et al. do not consider the translational position but focus solely on relative 

rotations between links. The absolute motion capture data is transformed to relative rotations by 

dividing one frame rotation by the previous one so that the kinematic mapping is not affected by the 

user's location and orientation in the absolute coordinate space. 

Some approaches do not require any pre-processing steps before calculating the required 

joint angles at all. For instance, Sripada et al.[33] only utilize the orientation and position coordinates 

of the Kinect and directly applies the next step of calculating the required joint angles for motion 

mapping, which will be explained in 2.6.2.1. 

2.6.2 Step 4: Calculate the required joint angles 

In many cases, creating a mapping between the motion of a human and the corresponding 

robot links requires finding a solution to an inverse kinematics problem, which means the position and 

orientation of the body part to control is given, and the required joint angles need to be found, 

accordingly. There are several ways of solving inverse kinematics. However, while some papers 

describe complex ways to solve inverse kinematics, some methods do not target the task space 

(equivalence of end-effector position), but the configuration space, so the equivalence of the joint 

configuration (e.g., section 2.6.2.1).  

Aristidou et al.[30] summarize inverse kinematic solvers in 4 different categories: Numerical 

solvers use an approximation for the forward kinematics first to iteratively solve the inverse 

kinematics, such as Jacobian, newton, and heuristic methods. Analytical solvers approach to find all 

possible solutions based on the lengths of the mechanism, the starting position, and the rotation 

constraints but usually approach to find a single solution built upon assumptions. Data-driven 

solutions aim to find a way of mapping motion, e.g., based on pre-learned postures that are matched 

with the positions of the robot joints.  

2.6.2.1 Direct angle mapping 

Mukherjee et al. [21] Ŧƻƭƭƻǿǎ ǘƘŜ ŀǇǇǊƻŀŎƘ ƻŦ άŘƛǊŜŎǘ ŀƴƎƭŜ ƳŀǇǇƛƴƎέ ŀƴŘ ǳǎŜǎ ǾŜŎǘƻǊ ŀƭƎŜōǊŀ 

to find the angles between the human links and maps them to the NAO robot arm with 6 DOF. The 

human joint coordinates involved are of the shoulder, elbow, and wrist and are captured by the 

Kinect. There are several studies following a similar approach. For example, the study by Sripada et 

al.[33] simply calculates the angles between joints after obtaining the position coordinates of the 

joints. This is then transformed to the motor speeds of the robot. The upper body control is 

ǇŜǊŦƻǊƳŜŘ ǿƛǘƘ άŀǇǇǊŜŎƛŀōƭŜ ŀŎŎǳǊŀŎȅέ [33].  [21] reports about the requirement of needing three 

coordinates to determine four joint angles that define the position of the wrist, while other tested 

methods require less. Besides, this method resulted in jerky movements due to noisy Kinect readings 

and continuously changing joint values, which, however, could be solved by filtering the Kinect data.  

Darvish et al. [9] does not apply a direct angle mapping approach but describes how 

configuration space retargeting works and what pitfalls could be encountered compared to task space 
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retargeting. By obtaining the human joint angles and velocities, a customized mapping step transforms 

them into the robot joint angles and velocities. Besides the consideration of dissimilarity between 

human and robot joints, a customized offset and scaling have to be found, and the robot joint 

constraints have to be taken into account as well.  

2.6.2.2 Analytical methods 

 Analytical solutions are claimed to be mainly used for simple robotic systems[30]. Nunez et 

al.[34] creates an analytical solution for a humanoid robot with 18 DOF, where the arms have three 

DOF. The inverse kinematics of the used robot is divided into six subproblems: both arms, two feet 

with respect to the pelvis, and pelvis with respect to each foot. After assigning homogenous matrices 

to each frame of the robot, geometric formulas are derived to calculate the needed joint 

configuration. The implementation is described as straightforward and time-saving. The approach 

solved the kinematics successfully, however, there are no specific results mentioned about the 

performance. Kofinas et al.[35] reports about the advantages of the solution regarding accuracy and 

the elimination of singularities usually encountered at numerical solutions. Singularities are 

configurations in which there is a change in the expected number of degrees of freedom[36], which 

means certain movements become blocked. Mukherjee et al.[21], who also approaches to control a 

NAO robot, states that an analytical solution would be possible as developed by Kofinas et al., but it 

will require many different computations, which makes this solution rather time-consuming and 

laborious for more complex systems. 

2.6.2.3 Numerical methods 

Numerical solutions are relatively common among robotic systems, and different variations 

can be found. In the context of telerobotics and human-robot motion mapping, Arduengo et al.[8] 

propose a method where the inverse kinematics problem is solved by the Moore Penrose pseudo-

inverse of the i-th task Jacobian, where a task can represent, e.g., the end-effector pose or available 

range of a joint. Similarly, Mukherjee et al. [21] compute the Jacobian matrix for a given robot 

configuration. The Moore-Penrose pseudo-inverse of the Jacobian matrix is created to calculate the 

change in joint angles of the robot to reach the desired position of a robot link. The used algorithm is 

created by Meredith and Maddock[37], where inaccuracies are checked in an iterative process after 

the pseudo-inverse is computed until the error is within an acceptable range.  

Darvish et al.[9] describes an approach where the robotΩǎ joint positions are found by solving 

the inverse kinematics as an optimization problem using a dynamical optimization method utilizing a 

library for quadratic programming. The dynamical optimization method is similar to the usual iterative 

Jacobian, though it requires only a single iteration at each time step to find the solution, keeping the 

computational time constant, which ensures fast convergence of the error over time[38]. Comparable 

to Darvish et al. [9], Kim et al. use a dynamical optimization ƳŜǘƘƻŘ ŀǎ ǿŜƭƭ ōȅ ƛƳǇƭŜƳŜƴǘƛƴƎ ǘƘŜ ά{vt 

ŀƭƎƻǊƛǘƘƳ ŦƻǊ ƴƻƴƭƛƴŜŀǊ ǇǊƻƎǊŀƳƳƛƴƎέ[10]. The dynamical optimization method described by [9] and 

[10] aims to converge the frame orientation errors to a minimum.  If the optimal posture is reached at 

a particular time grid point, it will be used as the initial value for the optimization problem for the next 

time grid point[10].  

Regarding the performance, all methods show different results with certain limitations. The 

results of the method used by Arduengo et al. [8] show a successful and accurate imitation of motion. 

The mean of the absolute error for the end-effector position was about 11 cm and 0.05 radians for the 

elbow angle. However, the robot responded slow, which might be a physical constraint of the robot. 

Comparably, [21] also utilized the Jacobian pseudo inverse method and experienced a slow response 

of the NAO due to the number of iterations required at each step. Besides, the problem of singularities 
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was encountered. Using the dynamical optimization method, the upper-body retargeting performs in 

[9] and [10] well with low joints position error.  

2.6.2.4 Data-driven methods 

Over the last decade, the application of data-driven methods to solve inverse kinematics, in 

general, became more widespread [30]. Related to Telerobotics, a system was developed by Stanton 

et al. to control the NAO robot with a motion capture suit[32]. A feed-forward neural network with 

particle swarm optimization for each DOF of the robot is trained to find a mapping between human 

motion capture data, e.g., rotation of the human body links and robot motion, e.g., the angular 

position of each joint. For the learning and data collection process, the robot was programmed to 

slowly repeat a few different movements that the human operator has to repeat synchronized. The 

human imitates the motion of the robot and both, the robot's angular position data and the human 

motion capture data are logged for use in machine learning.  

Moreover, there is a data-driven approach, where adaptive Neuro-Fuzzy Inference Systems 

(ANFIS) were trained using derived inverse kinematics equations and a set of joint angles with 

corresponding end-effector positions[21]. Adaptive Neuro-Fuzzy Inference Systems are used to map 

input to output and are similar to neural networks[39]. The trained systems received the position 

coordinates of the Kinect and returned the corresponding joint angles needed to reach the position. 

While [32] does not require any prior forward kinematic analysis, [21] describes deriving forward 

kinematics beforehand. Moreover, [21] does not mention the use of relative rotations, which might be 

due to the different motion capture hardware used. Additionally, the data-driven technique differs in 

both approaches as well. Another study tested multiple data-driven approaches for Telerobotics using 

a Vicon MX[40], resulting in a good performance and the preference over approaches different from 

data-driven ones[41]. Thus, data-driven approaches are available in different variations, nonetheless, 

so far, only a few were developed in combination with a motion capture suit or Kinect for a telerobotic 

system. 

The application of data-driven inverse kinematic solutions in humanoid Telerobotics provides a 

promising and easy way of implementation. Based on the conclusions of [21], the neuro-fuzzy method 

was the most efficient and fastest out of three tested methods, e.g., Jacobian inverse and direct angle 

mapping. Since the systems are trained, the computation time is reduced, however, the training 

process might take a long time. More training data would result in higher accuracy. [32] agrees with 

this conclusion and reports an average mean error of solely 5.55% with 10 minutes of data collection 

time. The error is explained by differences in the repetitive motions creating multiple mappings while 

collecting data. In contrast to the other approaches, the main benefit of this method is that no 

mathematical modeling of inverse/forward kinematics is needed, as well as the flexibility to apply this 

method to any human subject, robot, and motion capture hardware. It can be claimed that the 

efficiency and benefits of data-driven solutions can be proved by multiple methods applied in practice.  

2.6.3 Evaluation and concept development 

In order to get more insights on the benefits and drawbacks to consider when choosing a 

suitable method for upper-body motion mapping with a humanoid robot, existing telerobotic systems 

were described and compared with each other. Each practical implementation provided certain 

benefits and drawbacks, which have to be considered and prioritized. Depending on the method 

chosen for acquiring the desired joint angles, the initial steps, e.g., forward kinematics, might be 

different. In any case, these steps are necessary to consider and solve issues regarding differences 

between human and robot kinematics.  
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First, it has to be defined what part of the robot should be controlled. Generally, it is desired 

to reach the same posture by the robot torso as the human torso. The goal is to allow the movement 

of the shoulders forward, backward, left, and right to the side and spinning based on the hip rotation. 

As concluded in chapter 2.5, the torso posture depends on three revolute joints located around the 

hips. Therefore the amount of degrees of freedom to control is 3. The end-effector can be any part of 

the torso since the whole torso is moving when manipulating the hip joints.  

The advantage of this specific robot, the EVE, is that according to the URDF model, the three 

hip joints are placed at the same location, which means there is no significant displacement between 

the hip joints and frames that have to be taken into account, like it is the case with arms that have 

joints with a certain distance to each other. Besides, the EVE is about the same size as a human 

subject, which means additional scaling of the torso size might not be necessary or only necessary to a 

minimal extent. The idea of using the rotational position/orientation only for motion mapping as it is 

done by a few papers could be adapted as well since it makes scaling for the translational position 

redundant.  

 The parts of the torso, e.g., shoulders, chest, hips are rigidly connected, which means any part 

of the torso can be chosen as the final link. Therefore, it is the easiest to choose the same frame of the 

torso where the hip joints are located. The advantage of choosing the hips or pelvis as end-effector is 

that only the orientation has to be taken into account for the motion mapping. There is no 

translational change of the pelvis position with respect to the legs. 

Regarding finding the desired joint angles, different categories such as performance, time and 

complexity of implementation and the computation time, as well as further benefits and drawbacks of 

the described methods of chapter 2.6 will be compared with each other in Table 1:  

Method/category  Performance Time and complexity of 
implementation 

Computation/
response time 

Overall 
score 

Direct angle 
mapping  
 
by Mukherjee et 
al.[21], Sripada et 
al.[33] 

+ 
 
Good accuracy 

+ 
 
Fast and not very complex, 
only little calculations 
involved  

++ 
 
No iterations, 
therefore fast 
response 

+ 

Analytical 
methods 
 
by Nunez et 
al.[34], Kofinas et 
al.[35] 

+/- 
 
Good accuracy, 
but better 
performance 
for simple 
systems 

+/- 
 
Calculations might be more 
cumbersome than angle 
mapping 

+ 
 
Fast response 
time 

+/- 

Moore Penrose 
pseudo inverse  
 
by Arduengo et 
al.[8], Mukherjee 
et al. [21] 

+/- 
 
Satisfactory 
accuracy, but 
Singularity 
problems 
possible 

-  
 
Rather complex algorithm 

- 
 
Many 
iterations, 
therefore slow 
response 
possible 

- 



25 
 

Table 1: Comparison of different methods for finding the required joint angles 

 The direct angle mapping approach seems easy and quick in implementation with only little 

calculations involved. There are a few problems encountered and described by a few analyzed papers, 

but potential solutions are provided. The main challenge with this method is to consider the 

constraints of the robot kinematics, such as the joint angle and workspace limits, though, as 

mentioned in section 2.3.2, a solution could be just to let the robot hit the joint angle limits if the 

human moves out of the range.  

The main benefit of the numerical solutions is that they apply to complex robotic systems and 

provide a satisfying accuracy as described in the reviewed approaches. On the other hand, e.g., 

calculating the Jacobean pseudo inverse can require a lot of computation time, which can be a 

cumbersome process. Furthermore, singularity problems were mentioned and a slow response of the 

robot due to many iterations in one computational step. On the contrary, analytical solutions can be 

implemented quicker than, e.g., numerical solvers, are generally reliable, and do not suffer from 

singularity problems. However, the more complex the robotic system is, the more computations are 

needed. 

Furthermore, data-driven solutions have a crucial advantage of fast and easy implementation 

since the inverse kinematics are solved based on collected motion data of a human operator that 

correspond to the same humanoid robot motion. The results are reported to be accurate and better 

compared to other methods. One of the presented data-driven methods does not even require the 

formalization of forward and inverse kinematic equations. Another benefit is the scalability of the 

solution, which means that it can be applied to all kinds of robots and different human subjects. 

Nonetheless, on the one hand, data-driven approaches require much data to create an accurate 

mapping. On the other hand, repetitive movements might lead to multiple mappings for a particular 

motion.  

Considering the scoring from Table 1 and the complexity and performance of the described 

methods, the direct angle mapping method and the data-driven solution using Adaptive Neuro-Fuzzy 

Inference Systems (ANFIS) seem to provide the best results with low complexity of implementation. 

While some motion mapping methods might require extensive pre-knowledge about machine learning 

Dynamical 
optimization 
 
by Darvish et 
al.[9], Kim et 
al.[10] 

++ 
 
Good 
performance, 
low position 
error 

-  
 
Rather complex algorithm 
and implementation 

+/- 
 
Faster than 
other iterative 
solutions[38] 

+/- 

Data-driven 
methods  
 
by Stanton et al. 
[32], Mukherjee 
et al. [21] 

++ 
 
Good 
performance 

+/- 
 
Generally easy 
implementation,  provided 
there is background 
knowledge about feed-
forward neural networks or 
ANFIS 
  
Data collection and training 
process might be rather time 
consuming 

++ 
 
Solely 
assignment of 
Neural 
network/ 
ANFIS output, 
therefore fast 
response 

+ 
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techniques, the adaptive Neuro-Fuzzy Inference Systems are based on a toolbox[42] in MATLAB and is 

simpler in application.  

Since the kinematic problem is not very complex (three hip joints of the EVE that are all at the 

same location), numerical solutions are not required. Besides, they are also not always advised to be 

used based on the results of the analyzed papers and Table 1. An analytical solution could be possible 

but require more calculations than other methods, such as the direct angle mapping approach or the 

mentioned data-driven method. In conclusion, two methods will be developed, where one utilizes 

Adaptive Neuro-Fuzzy Inference Systems, and in the second method, direct angle mapping will be 

attempted. 

Ultimately, the conceptual procedure looks as follows: For the ANFIS approach, homogenous 

transformation matrices between the robot base and end-effector have to be assigned to calculate 

the orientation of the torso given different joint configurations. The calculated orientations and the 

corresponding joint angles will be given as input to the ANFIS.  

As described previously, the captured pelvis orientation does not always influence the position 

of the entire torso of the human since the spine can initiate the rotation of the shoulders as well. 

Therefore, instead of capturing the pelvis orientation, the orientation of the human chest will be used 

to determine the configuration of the robot hip joints. 

 The direct angle mapping approach can be realized without any calculations since the rotation 

of the chest in x-, y- and z-direction provided by the XSENS software can be directly applied to the hip 

joints of the robot within the range of the joint angle limits. Necessary scaling or adjustments for the 

mapping of robot and human orientation for both approaches can be only identified later in the 

implementation process. 
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2.7 Conveying social and human-like behavior in (tele-)robotics 

The goal of conveying social behavior within the context of Telerobotics with the EVE is to 

make the interaction with the humanoid robot less artificial and produce a feeling for the people 

interacting with the robot of truly having another person being embodied by the robot with all aspects 

making the embodied person human-like, natural and social. Therefore, it will be examined how 

existing robotic systems convey social behavior and how social behavior can be applied to telerobotic 

systems. 

2.7.1 Displaying body language and encountered limitations 

Body posture and body language express the emotional state in a non-verbal way[43]. For 

instance, Figure 18 shows different emotions that can be observed only by taking the body posture 

into account and not considering the facial expression. For this reason, the motion mapping used for 

teleoperation should be able to translate the emotional state of the human operator to the robot. [43] 

points out that their test results have shown that by using a motion-capture suit for the control of an 

artificial agent, already a wide range of emotions could be detected since the system copies the 

movements and posture of the human operator.  

       Figure 18: Body language for emotional expression [11] 

However, multiple papers inform about certain limitations regarding displaying body posture 

by a robot. For instance, physical constraints of the robot, e.g., another number of degrees of freedom 

of the robot compared to the human body, affect the expression of the emotional state[44]. 

Experiments ǿƛǘƘ ŀ b!h Ǌƻōƻǘ ǇŜǊŦƻǊƳƛƴƎ ǎŜƳŀƴǘƛŎ ƎŜǎǘǳǊŜǎ ƘŀǾŜ ǎƘƻǿƴ ǘƘŀǘ ǇŜƻǇƭŜΩǎ ƛƴǘŜǊǇǊŜǘŀǘƛƻƴ 

ƻŦ ǘƘŜ ǊƻōƻǘΩǎ ƎŜǎǘǳǊŜǎ ŀƴŘ ǘƘŜ ǎŀƳŜ ƎŜǎǘǳǊŜǎ ǇŜǊŦƻǊƳŜŘ ōȅ ŀ ƘǳƳŀƴ are different, which could mean 

that the expression of emotion is not strong enough and decreases due to the physical limitations[45]. 

[44] agrees with the results of [45] after carrying out similar experiments. [46] examines more than 20 

social robots and points out as well that the limitations in flexibility of movement affect the social 

presence and human-robot interaction. 

According to [43], the use of motion capture leads to the loss of secondary cues and micro 

gestures. The recognition of emotions is not affected, but the emotional strength. For instance, during 

experiments, the actor was asked to perform emotions such as relief or sadness where visible sighs 
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were used along with other movements. These sighs were not present or heavily diminished by the 

artificial character. Furthermore, it is mentioned that breathing, which is a secondary cue as well, 

might be relevant since it also provides a good indication of emotional strength. Experiments of [43] 

have also shown that the smoothness of movements does not affect the correct identification of 

emotions or the naturalness and believability of those. Moreover, the paper claims that άcharacters 

ǎƘƻǳƭŘ ƳƻǾŜ ǘƘŜ ǿŀȅ ǘƘŜȅ ƭƻƻƪέ[43], which means the less realistic and the more cartoony the robot 

or character is, the more stylized movements it should have to express emotion in a better way. 

2.7.2 Animation techniques in robotics 

As claimed in the previous section, secondary cues are of great relevance for expressing emotion 

and human-ƭƛƪŜ ōŜƘŀǾƛƻǊΦ ¢ƘƻǎŜ ŎǳŜǎ ŀƭǎƻ ŀǇǇŜŀǊ ƛƴ ά5ƛǎƴŜȅΩǎ ¢ǿŜƭǾŜ tǊƛƴŎƛǇƭŜǎ ƻŦ !ƴƛƳŀǘƛƻƴέΣ ǿƘƛŎƘ 

are rules that are usually applied in movies for character animation[47]. Several papers mention the 

potential of applying these principles to (social) robots[46]. However, they are not described in the 

context of teleoperated robotics. Some principles could be used in combination with Telerobotics, 

while other principles appear redundant. All of the principles[47] will be described and later evaluated 

if they can be applied to a telerobotic system. 

 ά{ǉǳŀǎƘ ŀƴŘ {ǘǊŜǘŎƘέ ƛǎ ǘƘŜ ǇǊƛƴŎƛǇƭŜ ŦƻǊ ƳƻǾŜƳŜƴǘ ŀƴŘ ƭƛǉǳƛŘƴŜǎǎ ƻŦ ŀƴ ƻōƧŜŎǘΣ ǿƘŜǊŜ ǘƘŜ 

principle states that the objects should keep the same volume while squashing and stretching. This 

principle is not applicable to robots since they are usually built of rigid parts.  Another principle is 

ά!ƴǘƛŎƛǇŀǘƛƻƴέΣ ǿƘƛŎƘ ǎƘƻǳƭŘ ƘŜƭǇ ǾƛŜǿŜǊǎ ǳƴŘŜǊǎǘŀƴŘ ǿƘŀǘ ǘƘŜ ŎƘŀǊŀŎǘŜǊ is going to ŘƻΦ ά{ǘŀƎƛƴƎέ 

should ensure that the expressive intention is clear to the viewer and is related to the general set-up 

in which the character expresses itself. In robotics, it relates to the way of expression, which can be 

with lights or sound. 

 CǳǊǘƘŜǊƳƻǊŜΣ ά{ǘǊŀƛƎƘǘ ŀƘŜŀŘ ŀƴŘ tƻǎŜ-to-tƻǎŜέ ǊŜƭŀǘŜs to the animation method, where the 

animator either animates frame to frame and decides spontaneously how the next frame should look 

like (Straight ahead) or pre-plans the end and beginning poses and designs the frames that are needed 

in between (Pose-to-pose). aƻǊŜƻǾŜǊΣ άCƻƭƭƻǿ-Through and OǾŜǊƭŀǇǇƛƴƎ !Ŏǘƛƻƴέ ǊŜƭŀǘŜǎ ǘƻ ŀǾƻƛŘƛƴƎ 

ŀōǊǳǇǘ ǎǘƻǇǇƛƴƎ ƻŦ ƳƻǘƛƻƴǎΣ ǿƘƛŎƘ ƛǎ ǇŜǊŎŜƛǾŜŘ ŀǎ ǳƴƴŀǘǳǊŀƭΦ ά{ƭƻǿ Lƴ ŀƴŘ {ƭƻǿ hǳǘέ ǎƘƻǳƭŘ ŜƴǎǳǊŜ 

ǘƘŀǘ ǘƘŜ Ƴƻǘƛƻƴ Ƙŀǎ ŀ ƴŀǘǳǊŀƭ ǎǇŜŜŘ ŀƴŘ ǎƻŦǘ ōƭŜƴŘƛƴƎ ƻŦ ƳƻǘƛƻƴΦ  hƴ ǘƘŜ ŎƻƴǘǊŀǊȅΣ ǘƘŜǊŜ ƛǎ  ά¢ƛƳƛƴƎέΣ 

which determines the speed of motion that is also relevant for expressing emotion.  

¢ƘŜ ǇǊƛƴŎƛǇƭŜ ά!ǊŎǎέ ǎǘŀǘŜǎ ǘƘŀǘ ƴŀǘǳǊŀƭ Ƴƻǘƛƻƴǎ ƻŎŎǳǊ ƛƴ ŀǊŎǎ ƛƴǎǘŜŀŘ ƻŦ ƭƛƴŜŀǊ ƳƻǘƛƻƴǎΦ 

ά{ŜŎƻƴŘŀǊȅ !Ŏǘƛƻƴέ ƛǎ ǊŜƭŀǘŜŘ ǘƻ ǇŀǎǎƛǾŜ ōŜƘŀǾƛƻǊ ǎǳŎƘ ŀǎ ōǊŜŀǘƘƛƴƎ ƻǊ ōƭƛƴƪƛƴƎΦ ά9ȄŀƎƎŜǊŀǘƛƻƴέ Ŏŀn be 

ǳǎŜŘ ǘƻ ŜƳǇƘŀǎƛȊŜ ǘƘŜ ǊƻōƻǘΩǎ ƳƻǾŜƳŜƴǘǎ ŀƴŘ ŜȄǇǊŜǎǎƛƻƴǎ ǘƻ ƳŀƪŜ ǘƘŜƳ ƳƻǊŜ ƴƻǘƛŎŜŀōƭŜΦ According 

ǘƻ ǘƘŜ ǇǊƛƴŎƛǇƭŜ ƻŦ ά{ƻƭƛŘ ŘǊŀǿƛƴƎέΣ ŀ ŎƘŀǊŀŎǘŜǊ ǎƘƻǳƭŘ ƴƻǘ ǎǘŀƴŘ ǎǘƛŦŦ ŀƴŘ ǎǘƛƭƭΦ ¦ǎǳŀƭƭȅΣ ǇŜƻǇƭŜ ǇǳǘΣ ŦƻǊ 

instance, more weight on one leg, and poses are ǊŀǊŜƭȅ ǎȅƳƳŜǘǊƛŎŀƭΦ CƛƴŀƭƭȅΣ ǘƘŜ ǇǊƛƴŎƛǇƭŜ ƻŦ ά!ǇǇŜŀƭέ 

determines the design of a character and how the viewers should feel about the character when 

looking at them and their behavior.  

A literature review paper[46] identified the application of animation techniques, such as Arcs, 

Secondary cues, Anticipation, or Pose-to-Pose, as well as Motion capture in combination with other 

techniques for more than 20 robots. It concluded that all of these papers prove that animation 

techniques actually improve the interaction with robots and show the robot's emotional state. 

¢ŜǊȊƛƻƐƭǳ Ŝǘ ŀƭΦ[48] implement breathing as a secondary cue for a robot by implementing small 

movements while the robot is idle. Testing showed that it has a positive effect on social presence and 

perceived sociability. 
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2.7.3 Evaluation and concept development 

Literature research has shown that an accurate motion mapping using motion capture 

hardware is generally sufficient to represent a wide range of emotions (see 2.7.1), however, physical 

constraints of the robot and the loss of secondary cues and emotional strength compromise the 

visibility of social behavior. Different animation techniques, e.g., movement in arcs, solid drawing, 

secondary action, or exaggeration, might be applied to the humanoid robot to compensate for the 

mentioned limitations. Notwithstanding, since motion mapping is used as a technique for conveying 

social behavior, only a limited amount of animation principles can be potentially applied. Thus, the 

following table indicates which animation techniques can be applied to Telerobotics:                                                              

Animation technique Applicable to Telerobotics?  

1. Squash and stretch No, robots are built of rigid parts 

2. Anticipation No, covered by motion mapping 

3. Staging No, covered by the telerobotic system 

4. Straight ahead and pose-to-pose No, but it can be useful for creating the animation 
for secondary cues 

5. Follow-through and overlapping action No, but it can be useful for creating the animation 
for secondary cues 

6. Slow in and slow out No, but it can be useful for creating the animation 
for secondary cues 

7. Timing No, but it can be useful for creating the animation 
for secondary cues 

8. Movement in arcs No, covered by motion mapping 

9. Secondary action Yes, e.g., breathing, sighs, laughing 

10. Exaggeration No, covered by motion mapping 

11. Solid drawing No, but it can be useful for creating the animation 
for secondary cues 

12. Appeal No, the design of the robot cannot be influenced 

Table 2: Applicability check of animation techniques for telerobotic systems 

As can be observed in Table 2, most animation techniques are already covered by the motion 

mapping and can be steered by the human operator. The technique that is not necessarily covered is 

άǎŜŎƻƴŘŀǊȅ ŀŎǘƛƻƴέ, which are motions that the human operator performs unconsciously, such as 

breathing, sighs, or upper body motion due to laughing. Breathing was mentioned as a secondary 



30 
 

action already used or described among multiple papers with positive results (see section 2.7.2) and 

implemented during the idle state of the robot, in which the robot is not moving in the actual 

trajectory. Therefore, the idle state could be used as a trigger to start the breathing animation. 

Triggers for laughing motion or sighs are rather hard to determine and probably require methods of 

sound recognition. Besides, the human operator is able to consciously exaggerate his sighs and other 

motions with the upper body if it is desired to portray it. For this reason, it is proposed to implement 

the breathing cue while the human operator is not moving in order to avoid inaccuracies while 

performing relevant tasks during motion mapping.  

Based on the paper by Tsoli et al.[49] together with their video[12], it can be observed that during 

breathing, not only do the shoulders move back and forth, but the head and arms move slightly up 

when breathing in (Figure 19). The speed of these movements can indicate emotional strength, e.g., 

fast movements equal stress and anxiety, while slow movements equal calmness and relaxation. If the 

speed should be controlled, a heart rate sensor could be used, e.g., by means of a wristband. 

Alternatively, the breathing cue will remain at the same speed while the robot is in the idle state. The 

idle state would mean that all the robot links move with a velocity, which is close to 0. A threshold 

should make sure that noise does not reactivate the active state. 

     

Figure 19: Screenshots from [12]: Animated breathing motion 

Therefore, the breathing animation will be based on the defined motion by Tsoli et al.[49] and will 

be implemented as small movements of the upper body going forth and back. As Table 2 indicates, 

certain animation techniques can be applied for the creation of the breathing animation. The principle 

of pose-to-pose could be used to pre-define different postures during the breathing process, e.g., start 

and end position, and create the required joint configurations for in between these positions. Follow-

through and overlapping action and slow in slow out draw attention to avoid abrupt motions and 

design the breathing animation smooth and natural. Timing can be related to the speed of breathing, 

which can be determined during the implementation and which influences the emotional expression. 

Finally, according to the principle of solid drawing, the upper body does not have to be perfectly 

symmetrical during the breathing motion since this is usually also not always the case in real life. Thus, 

during the implementation of the breathing, the described principles will be taken into account as 

well. 
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3 Implementation 

 In this chapter, the implementation of the developed concepts will be described.  First, the 

general specification regarding the implementation will be explained. Afterward, further details will be 

stated within the description of realization. 

3.1 Specification  

The system will be developed with MATLAB since it provides the necessary toolboxes to 

implement the motion mapping techniques described previously in the concepts. Besides, MATLAB 

also offers the option to create a connection to ROS, which is required in order to apply the motion 

mapping to the physical robot and integrate it into the existing system. The used motion capture 

system will be the MVN Awinda Xsens motion capture suit together with the MVN Analyze software. 

The motion capture data, specifically the chest orientation, will be streamed in real-time into MATLAB, 

where the motion mapping has to be able to produce commands for the robot motion simulation in 

real-time. It should be possible to combine the motion mapping technique with the created breathing 

animation and later integrate it into the existing telerobotic system. The integration into the existing 

telerobotic system will, however, not be realized within this project. 

3.1 Set up of the motion capture system 

 Setting up the XSENS motion capture suit starts with the correct placement of the wireless 

motion trackers on the upper body using straps and a shirt with Velcro patches (Figure 20, 21).  The 

XSENS MVN analyze software has the limitation that upper body motion capturing of the torso 

without the arms and head is not possible. Thus, nine sensors had to be placed: head, chest, pelvis, 

left and right shoulder, upper arms, lower arms[5]. The sensors are recognized by the software (Figure 

22) by means of the Awinda Station that is connected to the computer and receives the data 

wirelessly[5]. 

Figure 20: Xsens front sensor          Figure 21: Xsens back sensor    Figure 22: Active sensors(green)           
placement                                                   placement      in Xsens software[5] 

 In order for the motion capture to work correctly, it is required to calibrate the suit within the 

software, which is facilitated with the assistance of another person. This is because software messages 

and instructions have to be confirmed during the calibration process, and the calibration can turn out 

wrong or bad with additional unnecessary movements. For the calibration, the human subject has to 

stand straight for a couple of seconds and then walk about 3 meters to the front and back again. The 

calibration ends with standing straight in a chosen direction, registered as the x-direction.  
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  The origin frame, marked as red arrow (Figure 23), lies directly 

underneath the captured human body. When selecting a body segment, 

e.g., pelvis, chest, or shoulder, the provided position and orientation are 

always in respect to the origin frame. The advantage of capturing only the 

upper body (starting from the pelvis) is that no translational change in 

position of the overall subject is possible in the software, where solutions 

are addressed by research papers, e.g. [32]. That means that it does not 

matter where the human subject sits or stands; the translational position of 

the pelvis will not change. Furthermore, when the upper body is moving in 

the x-, y-, or z-direction, only the orientation of the pelvis changes and not 

the translational position.   

                   

 The next step is to stream the motion capture data into MATLAB in 

real-time. XSENS provides the necessary steps and code in their developer 

toolkit[50], which needs to be installed separately. In the XSENS software, 

the data streamed into MATLAB can be specified, e.g., position and 

orientation. The data of a specific body segment has to be defined within 

the MATLAB code (see Appendix F). As stated in the concept (section 2.4.3), 

the chest orientation will be streamed into MATLAB and has to be defined  

Figure 23: Xsens model          by its ID number. The code provided by XSENS is only an example code for 

with visual origin frame       plotting the data and is changed and adjusted for motion mapping as will be     

    described in the following sections. 

3.2  Motion mapping using ANFIS 

 This section describes the data generation and training of the ANFIS, which will be used and 

evaluated as approach to map motion from human captured data to the EVE robot. Moreover, it will 

be explained how the robot simulation is created and updated given the ANFIS output. 

3.2.1 Data generation 

 Adaptive Neuro-Fuzzy Inference Systems require input and output data in order to be trained. 

The input data are all the possible position coordinates of the end-

effector and the output data are the joint angles that are required to 

reach the corresponding position.  

In order to produce this data, the first step is to import the 
URDF model of the robot[27] into MATLAB.  The provided URDF model 
has the limitation that the pelvis is defined as the robot's base and is 
fixed to create a separation between the lower and upper body. Thus, in 
simulation, the lower body includes the hip joints that influence the 
position of the leg, while they do not influence the upper body at all. 
This was observed by experimenting with the robot model and changing 
the joint configuration in MATLAB. In order to fix this, the URDF file had 
to be modified so that the fixed base is at the leg, and the hip joints do 
have an influence on the torso posture. It is relevant to note that the 
URDF model is still correct, and solely the fixed base is moved to a lower 
location. The joint configuration can be changed by creating a structure 
array, where the joint name and value are given (Figure 24).                         
          Figure 24: Structure array for the 

  joint configuration of EVE model 
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The easiest way to create this array is by computing: config = homeConfiguration(robot), which sets 
every joint angle to 0. 

 Moreover, the URDF file also provides the joint angle limits of the three hip joints in radians. 
The goal is to create a data set that includes many joint angles within those limits as necessary. Values 
with an increment of 0.02 radians (about 1.1 degrees) were chosen to produce different joint angles:            
                                                                                                                          
hip_x_values = -0.523599: 0.02: 0.523599; % +/- 30 deg 

hip_y_values =-1.57: 0.02: 0.174533; % + 10/- 90 deg 

hip_z_values = -1.0472: 0.02: 1.0472; % +/- 60 deg 

 In another piece of code (Appendix C), iteration takes place through all possible combinations 
of the joint angle values, which were then applied to the joint configuration of the robot. After that, it 
was possible to obtain the homogenous transformation matrix of the current configuration from the 
base to the torso, which is defined as the pelvis in the URDF model (Figure 25): 

This command creates the transformation matrix from base to pelvis for the current joint 
configuration: 

tf_1 = getTransform(robot,c, 'pelvis' );    

% c represents the current joint 

configuration  

Since only the rotation/ orientation is considered for the 
motion mapping, the rotation matrix is extracted from the 
homogenous transformation matrix and converted into the 
rotation in x-, y-, and z-direction (yaw, pitch, roll). The yaw, 
pitch, and roll values, as well as the three joint values, are 
all attached to separate data sets that are later combined 
into three data sets containing each all the possible 
orientations and one of the three hip joints since for each 
joint, an ANFIS has to be trained individually.                                                                                                    

           Figure 25: Pelvis segment of the EVE model 

3.2.2 ANFIS training 

 The resulting data sets contain about 489720 rows of data, which is a considerable high 

amount and could lead to an interminable training time for the ANFIS. This was confirmed by a 

warning message when starting to train the ANFIS in MATLAB, which stated that MATLAB could run 

out of space during the training procedure. Thus, before training the ANFIS, an initial Fuzzy Inference 

System with subtractiǾŜ ŎƭǳǎǘŜǊƛƴƎ ƛǎ ǘǊŀƛƴŜŘ ǘƘŀǘ Ŏŀƴ ōŜ ƭŀǘŜǊ ŦƛƴŜǘǳƴŜŘ ǳǎƛƴƎ ǘƘŜ άŀƴŦƛǎόύέ[51] 

function. The next couple of paragraphs touch upon some theory behind Fuzzy Inference Systems and 

why an initial Fuzzy Inference System with subtractive clustering is a potential solution to avoid the 

encountered negative consequences when using a high amount of training data with the default 

training method, grid partitioning, for ANFIS. 

 Fuzzy inference systems are the foundation of Adaptive Neuro-Fuzzy inference systems. Fuzzy 

inference is the process of mapping an input to an output using Fuzzy logic[52]. ANFIS can then be 

created by tuning the Fuzzy inference systems utilizing neuro-adaptive learning techniques similar to 

those used for training neural networks[53]. The difference between Fuzzy logic to classic/Boolean 

logic is that not only true (1) or false (0) are possible values, but the value can be between 1 and 0, 

such as 0.2, 0.7, or 0.5[54]. Fuzzy inference systems consist of a list of if-then statements (If x is A, 




















































