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Abstract

As part of the ANA XPRIZE competition,-Btics group develops a telerobotic system to
operatethe humanoid roboEVEandcreate the feelindgor the human operatoof beingpresentin a
differentenvironment Telerobotic systems enaldentrolling rdootics remotely and transferrirnge
human operator's physical and mental capabilities to a geographically different loChison
graduation project aisitodevelop the possibility aontrolling the upper body posture of the
humanoid robobver distanceand in reatime. The projectalsoincludesresearchinto communicating
information in social contextn relation to the upper body posture.

After background resear@ndanalysis ofuitablemotion capture hardward] KS NR 6 2 (1 Qa
motion capabilitiesdifferent motion mapping strategieand possibilities of conveying humiike
and social behavior ifeleroboticsconcepts were developed anealized In order to map the
motion, adatadriven approach usingdaptive NeureFuzzyinterference system@ANFISand direct
angle mappingsingthe rotational position of the human chespplied tothe hip joints of the robot
were developed and sg2ssed An Xsens suiivas used for motion capturkiterature esearchhas
shown that avaluable addition to convighumanlike béhavior inTeleroboticsare secondary
actions such as breathingvhichis created and combined with the motion mapping algorithm.

Theperformance of thewo motion mapping algorithmis compared based ogsimulation
results anglotsof human orientation vs. produced robot orientatittncan be concluded that the
direct angle mapping approaatvolvedesscomplexityandalsoperforms slightly bettethan the
ANFIS approaciihere is, however, no visual differenthe performance of the breathing animation
is tested in integration with the motion mapping algoritand showsdecentperformancebut has
the pitfall of blocking reatime motion mapping.

As future work, it iparticularlysuggestedo conduct user testt evaluate the effectiveness
of the breathing animation aridtegrate the developechotion mappingnto the existing ysstemof
the i-Boticsgroup
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1 Introduction
1.1 Context

Telerobotics is a relevant and emerging field of robotics, where a robot can be operated over
distance by a human. Telepresence describes the situation of truly feeling presenoéiotie
locationto interact with the environment. Given this possibility, robots can be beneficially used in
many areas, such as healthcare, militarydisaster relief.

The project is part of the ANA Avatar XPRIZE compé¢tihrwhere the goal is to develop a
telerobotic system that allows you to transfer your physaa mental capabilitie® a different
location, as well ahat creates an experience physically beingt that location to interact with the
environment and other peopl&Botics is an open inmation Centrefor research and developmeint
the Netherlandsfounded by TNO arttle University of Twenteandparticipatesin this competition

Whenteleoperatinga humanoid robotthe goal is taecreate the motionperformedby the
human operator awell as possibleTheoperator's body posture has to be captured and translated in
a meaningful way since it is a relevant part of communicating information in social contertgand,
showing human emotion when being present as a robotic avittarcurrent systerdeveloped by-
Boticsdoes not provide that feature yet and therefdrasto be extende.

1.2 Problem definition

The teleroboticsystemby i-Boticsincludesthe humanoid robt HalodiEVIE]. It is currently
L2aaAroftsS G2 O2y iNRf (K Sredeize®@apiicXeBdifacidi€ rolibitdbichésP 6 2 (1 Q a
any objet Additionally, theobot's locomotiorusing the wheels is controllable with a deyighkich is
part of the whole telerobotic system.

The focusand goabf this assignment is find a way to teleoperate the uppéody posture
of the EVEn realtime, which can be integratddto to existing systeni.he teleoperation of the
upperbody should be done hysing the motiorand position dataf a human andeach a equivalent
positionby the robot.In orderto reach thiggoal,subproblems need to be solved and answered.

First, asuitable motion capture system has to be chosen to track the operator's upper body
pose, keeping the availability and requirements of the hardware in éidlditionally, a suitable
method for motion mapping from the human motion to the motion of the hundhnabot EVE has to
be found Since the human bodyanmove in many moravays than the robot, restrictions have to be
identified andsolutions have to be fourtd map the motion successfullyurthermore, an algorithm
has to be developed to fuse the handtion control with the upper body motion contrdlhat way,
both systems can work in combination and creatgperreference positions for the robotic avatar.

Another goal of this project is to find effective ways to convey social and Hikebahavior
e.g, emotions, given the physical limitations of the humanoid robot. Thus, possible adjustments or
extensions to the motion mapping algorithm should be erpl@nd implemented.



1.3 Research questions
Given the problem definition, the following research questions will be answered:

- Which body posture capturing hardware is most suitable given the requirements and
availability for the existing controller sgst?

- How can the body posture of a human operator be efficiently mapped using an algorithm to
translate motion to a humanoid robot?

- How carthe upper body capture mapping algorithm be integrated into the existing control
system?

- How can the chosealgorithm be adjusted in such a way that the humanoid robot can convey
social behavior and gestures of the operator?

1.4 Approach and practical aspects

Regarding the realization of this projemdrtain practical aspectsve to be taken into
account. Foimstance, théhardware selectioiis bound to the availability of options provided by the
Robotics and Mechatronics chair of the University of Twé&fdeeover, testing of the
implementation will mainly be done with simulation software. Due to the curitetation regarding
COVIELY, it is unsure if physical testing will be possible during the time frame of this project. It was
announced that the robot EVE might become physically available on the university cdioywirsg
the conduction of physical useysts

As part of implementing an algorithm, a kinematic moflel human and the robathould be
exploredto analyzehe connectiorand restriction®f differentbody parts Furthermore, potatial
hardware systems will be compared and chosen to capture motion data. Telerobotic systems
described in literature wille used teexplore different methodsf how motion capture data can be
translated to the right motion commands for the robot. Basedhe chosen hardware, motion
mapping strategyand selected sociékehaviorcues, the system can be implemented andluated
afterward

1.5 Report structure

Given the guidelines provided by the Robotics and Mechatronics fadliipdthe Creative
Technology design procdsgMader et al15], the report wilbe oriented towardsfour phases
ideation, specification, realizaticand evaluationThe ideation phase is about developing a concept
for the practical realizatioand will be combined in a chapter together with the background research.
Since the project consists of multiple parts, every partial concept follows after the required
background information. The specification aedlizationare described in the implesntation
chapter, which specifigbe created concepts arghowshow they are realied. Finally, the
implementation will be tested in the evaluation phase based on set requirements aodteg# In
conclusion, the research questions defimedection 1.3 will be answergahd suggestions for future
work will be provided.



2 Background research andnceptdevelopment

Within this chapter, the current situation of the telerobotic systentiBgtics will be
explained, so that system requirements for the implementation of this projedtecdrveloped. After
the stakeholders and system requirements are defined, available motion capture hardwareamdbot
human kinematigsandexistingmotion mapping techniques will be described andlyzedAfter the
evaluation othe backgroundesearchthe concept for this project will progressively be developed.

2.1 Thecurrentsystemandarchitecture

Telerobotic systemconsist ofvariouscomponentsincludinghardware and softwareeeded
for human motion capturing, motion mapping, and visualjlde haptic, otthermalfeedback The
human operatoiisin a room the cockpitwhere theteleoperation takes plac&he cockpit and used
robot of the current system byBotics is provided ifigure one andtwo.

Thepossibilities omovementof the human operatoare limited due to the higlehair the
personleans onThe feetare placedn a locomotiorplate to control theobot's wheelssothe
rotation andmovement forwardandbackward.Besides,lte hands are attached tsystentalled
virtuose by Haptig 6] that captureshe hand locationsThis waythe position of the arms is already
remotely controllableH-glovesby Haptiofil 7] provide haptic feedbadly meansf force.This way,
the operatorcanfeelif they encounter resistance byuchingother objects.For instancethe
operator can estimate the necessary pull force and open the oven easier when opening a heavy oven
door. Additionally the room involves multiple heatefor thermal feedback if the robot encounters
high temperaturefdl].

Figurel: The current system: cocKfit Figure2: The humanoid robot: Halodi EX]E

Moreover,the operator wears &lead Mounted Display (HM@hablingvisual feedbackndan
immersive experiend@ which he user should feel asifKk S& | NB LJX F OSR AhtaA RS (K
viewof the usercorsists of a 3D representatiarf the remote environment, a direct st visiono
observe interactions with the hands and environmeamd avirtual reality model of the avatéor self
view. In addition, snsors inside the HM@ackthe facial expressions of the operator, specifically the
eye and mouth movementvhichareY | LILJS R (i 2 in 8nimat€dXornFtd cdeStenore natural
interaction$1].
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There are twd”Cs involved that run &vindows and Ubuntu. One is for the vision feature
and the other onesfor control. The communication between the robot and Rtamslled via
ROEL8].

The humanoid robot involveddeveloped by Halodi and called EVE. EVB3sneters high
andweighs 7e&g[2]. Asshown in figure2, EVE does not haveo separate legsutjust onethat can
movedownand back up. Thebot drives from one place to the other usingeels The upper body
has more movement possibilitiesuch as movements of the hips inyx, and zdirection,the up and
down movement of the hand, and the arm and hand motiowill be elaborated more on the motion
capabilities of EVE in a later sectiBimcesafety is also a relevant factor in teleoperatiemergency
stop buttons arentegrated irto the backof the humanoid robot and wireless emergestyp buttons
that can shut down the EVE remofély

The new feature introduced within this project is the possibility of the human operator to
control theupper body posturdeside thehead and armdt will also be discussed gh social impact
the upper body posture has on tkavironmentwith which the robofs interacting

2.2 User identificatiorand stakeholders

Several parties can be identifiedstakeholdersi-Boticsisin possession of the cockpit and
controlinterface to operate the robotwhich meansnainlyi-Botics members willse the system and
further develop itSince this project iseing developed in the context of the XPRIZE competition, the
involved jury wilfate the system based on certain meg@ments and functionalitie3he robot itself is
currentlystationedat the headquartes of Halodi robotics in Norwayherefore, the people that are
physically interacting with the robot ameembers of Halodi Robotics. With future perspective,
University of Twente and other organizati@asild purchasand physically interact witlhis robot as
well. Allstakeholdes are familiar with the subjeof roboticsandshare equivalent interests regarding
the system. The telerobotic system should be intuitire usage shoulde easy to learnandnext to
the goal of immersionf the human operatoithe system shouldopy andoerform motion hints at
autonomy

2.3 System requirements

Since there ialready an existing system, which has tdbiét upon,the new system should
meeta fewrequirementsit has to be noted thathany components are already involved that the
human operator has to wear on the body, such as the head mounted displaygltreed by Haption
and the attached virtuoses, atite locomotionplate. The system should be kept as4morasive as
possible which means another motion capture hardware should possitlynterfere with other
hardware orshould capture the motion visuaipdfrom the outsideThe operator should be free to
move within the setup, not being obstructed by motion capturing hardvigesides, aspects like the
setup time of the system and e=af use areelevant as wellCosts are not relevant since there is
motion capture hardwaravailableo use.

In additionto that, the notion mapping should be accurageoughto reproducethe
operatoQ gosturenaturally. The upper body postur@ K2 dz2f R 6 S O2y GNRBff SR Ay (S
torso, e.g.hips and shouldeposition The position athe hands andhe connected motion of the
arms is alreadgontrolled in the current systerithenew partof the systenshouldbe developed in
such a way that it can be connected to théstingsystem Besides, the motion commands should be
computed and sent in redéiime so that the motiorof the human operator compared to the Eve has as
little lag as possible.
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2.4 Motion capturehardware

To beable to control a humanoid robot remoteilyis necessario capture the motione.g,
position and orientation coordinates athhuman which will be the input to the motion mapping
algorithm.Regarding the availability of hardware, the Microsoft Kinect and the Xsens MVN motion
capture suittan be utilizedBoth of these systems are also widely used amoeagy other telerobotic
solutions For this reason, both systems will be describedcamdpaed to draw a conclusion on
which hardware will be used for this project.

2.4.1 Microsoft Kinect

The Kinectan be used asotion capture hardware based on visuals. Itdegth
camerathat recognizes the environment in 3d can create a skeleton image of a persutially,
the Kinect was developed to play video games, however, it is widely used among developers for
different kinds of project$19]. Therefore, there is a lot of different software available to interfhee
Kinect and extract motion dat@heKinectsoftware is capablef automatically calibrating the sensor
oFraSR 2y (GKS LISNA 2 ghéan ttaéedi@ta 20 joints & iebbaPrespest 16 i
its coordinate systef0][21]. The Kinect provides the positiand orientationof the joints A
disadvantage ithat the Kinect is not as accurate as body ssiitsh as the Xsens motion capture suit
since it relies on vision, which can be obstructgdther body parts or objed22].

2.4.2 XsensMVN

The Xsens MViMotion capture suits easy to use and comes with its own softwhre.
is based on inertial sensand wireless communicatiamith the softwarethat applies advanced
sensor fusion algorithmBesides thd 7 small sensors that can be worn and onmhe sensors to track
the upper body without hands, there is no ndedexternal cameras or markefBhusthere are no
restrictions regarding visual obstructions, such as objegisanlight conditionsThere are a lot of
different options regardinthe data to beracked. Theranslational position, the orientatian x, y-,
and zdirection and evervelocity and acceleration of different body parts can be obtained with
respect to a global orig{s] One disadvantage might ligat the setup is more timeonsuming than
the Kinect since all sensors need to be properly attached to the body. For egtte $sét needs to
be manually calibrated within the softwaapplication. Anotheaspect is invasivenesn.contrast to
the Kinect, thaiser needs to wear the sensors on the haoalich coulde problematic if the system
it is used for alreadyvolves muclother invasive hardwar&leverthelessthe Xsengrovides the best
performancecompared to the Kinect and other motion capture hardy2g8g

2.4.3Conclusion andanceptdevelopment

On the one handhie Kinectissureghe significantadvantage of nofinvasiveness,
since this is a system requirementtug project On the other hand, the current telerobotic system
involvesmuchhardware increasinghe risk of visual obstructiors® thatthe Kinect might produce
more inaccurate results he Kinect has to be placaih certain distancé the human operator to
capture the needed body parand at the same timéhe vison has to be cleaiNo other person is
allowed towalk in between and ietfere with the systermMore accuracy is provided by the Xsens
suit, which lacks noinvasivenesbut overcomes all pitfalls that the Kinect has.

Since both systensghow certain benefits and drawbacksth should be tested in
practice to see howhey perform Howeverdue to time constraintenlythe Xsens motion capture
suitwill beusedand evaluatedn this projectin future projects, the implementation with the Xsens
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suit could be comparedith the performance of the&inectin order to conclde which hardware is
the better choice.

2.5 Robhot kinematicchuman kinematicandthe EVE

In order tomap the motion of a human to a robot, ieissentiato analyzethe kinematics of
both, human and roboto find similarities and differences. When speaking about kinemiifies,
meant todetermine where and what kind of joints connect the different body @artswhat
movements are possible or restrictédkinematic model of a robot will show the capabilities and
limitations of motionThe human body significantly differs from the body of a robot in terms of size
andmotion capabilitiesTherefore there are certain problems and challenges to be encouniered
the procedure of motion mappingopics and terms such as degrees of freedom, joint angle limits
and workspace will be introduced.

2.5.1 Degrees of freedom

Degrees of freedorfDOF)n robotics and kinematidgpically refer to thgossibilities of
motion of body partsA joint connects two links/ body parts andisfimits the number of degrees of
freedom between therj24]. Wherea link can move freely in all directions without any other joints
and links attachedt might be able to move in onily a limited amount odlirectiorsif certain joints
constrain it There arevariouskinds ofjointsto be foundFigure3), such asevolute, prismatig or
sphericajoints, which all provide different options of motidRevolute and prismatic joints allow the
movement ina single axiand, therefore, one degree of freedom. Spherical joirgsmetimes referred
to as ball joirg, provide 3 degrees of freedgmwhich meansotation aroundthe x, y- andthe z-axis is
possiblg3]

—

g |
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I/ — ¢ ) - ==
| T {:_—,_:h |\ LN
l||l \‘*-\-._ _/-f/ &
Revolute Prismatic Spherical
s o - 77T T 777
Figure3: different types of joinf3] Hgure4: 2 DOFsystem with 2 joints & 2 links

Depending on hownany and in which way linkse connectedn a chain, the degrees of
freedomof the overall robotic systean increase or decreaskccording td25], the degrees of
freedom of a mechanism is defineddttse number of coordinatesr variables requiretb be
specified such that the position and orientation of all the members of the mecheaisbe stated as
a function of time& Asanillustrating examplejdure4 showstwo links(N =3, including grounajhere
each is conected to one join{J = 2)Without joints, each link moves with three degrees of freedom
in a 2D space (M3 m=6, if 3D spagelf the joints are chosen to lbevolute(2 constraints per
joint), and the mechanism is movingar2D planeD NN 6 f S NJ26] stafed tNaY this systemas
m * (N-1) ¢ constraints=3 * 2- 4 =2 degrees of freedom
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The humanoid robdEVE has 23 degrees of freedand 24 motors to contraifferent body
parts(excludindhands)2]. Figure6 shows thenuman model imitated by the Xsenstm There are
23 body segments artR jointsspecified with six degrees of freeddon each join5]. Figureb shows
a simplified kinematic model of a human, where cylinders represent revolute joints and the balls
representspherical joints, where movemeatound all axigs possibleThe simplified human model
hasé Hn F NIAOdzE I GSR NRGI GA 2 ythréerofatio®al DOF anthredi | £ = 6 A (K
OGNl yatlFdiAz2ylrtf 5hC 2F (KS LISt OAO0 aS3aYSyid 6KAOK RS
regard to the reference coordinate@ & §4H which means the EVE is quite similar to the simplified
human modein terms of degrees of freedorm reality, a human body has a lot more degrees of
freedom, if, for instancehe spine fingers andtoes are included as well.

4. 1

RANGES OF / ( ;5_}

e

Figue 7. EVE model with framessigned to links Figure8: Motion capabilities of the E1Zk
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When focusing on the upper body ordgrtaindifferences between theuman body and the
EVE cabe noticed.More frames are assigned to the Xsens human body, especially along the spine
and neck, reflectinthat the human bodyas more body links ammtovides more flexibilitin
movement than the EMEEigure 7)

According tdigure 8 andthe unified robot description format (URDF) modfthe robof27]
(a file format that is, for example, used in ROS to describe all elements, dimesiomovement
capabilities of a rob{8)), there arethree joints at the hipfor the x-, y, and zdirection They are not
visible infigure7 because they lay on top of each othetichis an equivalent attribute to the human
body. It can be sedn figure5 that the hips have a spherical joint allowing the movemery, iz, and
z-directionof the upper bodyThere are also two spherical joints for the motiotregk,but which the
EVE does not hav& movementof the shouldersn allthree directions isjust like for a human, also
possible for the EVBesides,ite arms of a human and the EVE provide a very similar structures wher
equivalent rotations are possibldowever, the head of EBn onlymove up and down, whereas a
human caralsomovethe headin left and right. As already mentionedhuman is capablef rotating
spinesegments without changing the position of the pelvis, thaumpfluences the location of the
shouldersConsequently, this specific movememdas possible for the EVE andh#ts to be taken into
account that the hips are not the only factor that ciange the shoulder position éithe position of
the entiretorso.

2.5.2 Joint angle limits and work space

Joint angle limits refer tihe maximum allowed rotation by theints of the robotand
can bedefined in the context of joint or configuration spE9. Thejoint configurationis the joint
angles for all jointsThe configuration space is the space of all possible configurddiffiesences
between the joint/configuration space of a human and robot can be encount&cedrding tdigure
8, the maximum allowed joint angles are shdamthe EVEWithin the URDF model of the rofi],
some joint angle limits are narrowed eveore which might beuke to safety reasons dhe
illustration pictures an older version of the EVE. One example of the differences in joint angle limits is
in the hip jointsFor instance, @ording to the URDF model, the movement in tHaérgction, which is
the motion to the front and back of thegper body, is limited to 10 degrees to the front and 90
degrees to the bacfFigures9,10,1).

Figue 9:EVE standing strdiyy Figue 10: EVE leandédrward Figue 11: EVE leandshckward

One explanation of these limits could be for stability reasons of the r8botrding td-igue
8, the EVE has a small support leg behind the wheels, which piltiimg muchweight on the back
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side of the robot. If the movement to the fronttbie robot is too far, the robot could fall oveétigure

12 shows the generahotion limitationsof a humarupperbodywhen leaning forward and backward

In contrast to the robot, the human can move the upper balgyut90 degrees to the front since the
front part of the feesimilarly provide stabijitasthe support leg of the EVE. Depending on how much
the individual is trained, the joint angle limit of the movement to the back is more restticted.
general, it ikinematically impossible to reach a@8gree position of the back with respect to the
legs.

Figurel2: Human motion capabilities fibexion and extensiaof the upper bodg]

The worlspace also called the task spacefers toall possiblgositiors and orientatiors of
the endeffector (the body link to be controllg@%]. Since the joint space diffelbetweena human
and robot, the workspace will show differences as well. Besides, the size diffegbmeenthe
human body and robot body pka relevant role as well. A robeith arms that are half the size of a
human armwill never reach the same trangtmal position in space. Therefore a rescaling is required
if the translational position is taken the goal position for the robot. Methodsr scaling and
adjustments of the workspace are later described in the sections of chapter 2.4.

Regarding theojnt space and joint angle limits, certain movements that the human operator
performswill not be possible with the EVE, e9f) degrees rotation to the front. Therefore, the only
solution is to let the robot hit the joint angle limitshe human movesut of the range. Scaling the
movement of the robot down could resultaminimally visible change of movement during the
whole procedure of teleoperation, which is not desired for the project.
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2 5.3 Forward and inverse kinematics

According to Aristidou et dB0], kinematics is the translational and rotational motion of
points, bodiesand groups of bodies without considering any reference to mass, twreeque.
Forward kinematics is definédd &a G KS LINRPO6f SY 2F t20FiAy3 GKS SyR
1Yy26y (NI yaT2 Ny [30 iyt adges additk leAukhs dreygizen. On the contrary,
AYDBSNES (1AYySYIFLGAOa Aa aiKS LINGEnfigurStign f@ whicRtBell SNXY A y A y
SYR STFSOU2NE Y20S (2 RSAANBR (I NBH O (FigizgeA3) G A2y aX
In contrast to forward kinematics, inverse kinematics does not solely have a unique solution, but
either multiple, a unige, or no solutions.

Forward Kinematics

Position
(x,y, 2)

Inverse Kinematics

Figurel3: Visualization of inverse and forward kinemdfi¢s

Joint Angles
(@11 62! 03! )

Forward and inverse kinematics are relevant terehetedto controllingbody parts to a
ALISOATAO t20F0GA2Yy 2NJ gAGK | ALISOAFAO Y2@SYSyiao L
body part, methods of inverse kinematics are applied. More methods and applications of forward and
inverse kinematics will be des@ibin the following chapter.

2.6 Motion mapping techniqueand algorithms

By mappinghe motion of human to robot, it will be possibleitnitate the huma® Behavior
andtransfer the physical capabilities of the hurmamotelyto the robot. The robot shouldmitate
the human motion imeatime anddo the same tasks that the humarpesforming.Themotion
capture hardwargrovidesposition coordinates of human body pairighe absolute coordinate
space Motion mapping meangrocessindghese position coordinates in such a way tiat output
results injoint angleghat can be applied to the robot jointd/hen gplying the joint angles to the
robot, it is expected tobserve a similar @quivalent execution of motion by the robat.other
words, the roboshouldapproach taeach thesame positiorof the endeffectorrelative tothe robot,
as the position tracked by theotion capture hardware.

In the following sectiongnotion mapping techniques are explored that can be found in
literature. Different studies describe the development of telerobotic systehere within the
context of motion mappinglso solutions for the problem regarding different kinematics between
robot and humaror other arising issues for motion mapping are addressed that eeseribed
previously in section 2. There are multiple steps that different papers describe and follow to create
motion commands for the robot from motion capture of the hunogerator whichare generally

17



similar but difer in thespecifickind of methodFigurel4 shows the general overview of steps
create a motion mappind few papers might not follow these steps in that particular order or might
omit a stepif it is notrequiredin their approach.

1. Specify the joints and end-effector to be controlled

v

2. Obtain the end-effector position using forward
kinematics

v

3. Find a scaling to match differences of body sizes
and/or joint limits between human operator and robot

v

4. Calculate required joint angles

v

5. Send joint angles to robot

Figue 14 Pipeline for mapping motidrom human to robot

The existing motion mapping technigues and theinformance will be described and
comparedo draw a conclusion on the benefits and drawbacks of the methods. This will support the
selection of a suitable technique for the particular case, the motion mapping of the EVE robot.

2.6.1 Step 1 ta3: End-effector, forward kinemati¢ceind scaling

The preparation fomapping motion is performed by analyzing tierencesof human and
robot kinematics in chapter 2.5his section elaborates on the first three steps of the motion mapping
pipeline shavn in figure 14ndaddresses solutions tmvercome the differences in human and robot
kinematicsFirsty, the endeffector lirk to control iglefined.Secondlyframes are assignedd links to
calculate their positioand the position of the endffector. Lastly, scaling is performgdovercome
differences in linklengthand joint limitso matcha human body to the body of a robot

In most of thefound literatureabout thedevelopment of telerobotic systentte robot link
to control, the end-effector, is defined as theobot's handIn this project, iis not necessary to control
the hand but the shoulder positiar any other part of the torséHoweverthe endeffector can
usuallybe adjustedo any linkand therefore themethods in literature can be appliedd¢ontrol, e.g.,
the shoulder position solely
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One example is the system Ayduengo et a8], who controlthe posture of ainglerobotic
armwith 7 degrees of freedonthef | aG f Ay |1 2F (KS Ndfec@riThereiord,S o KI YR
the kinematic chain consists alf joints concerning the arm up to the eaflector. A kinematic chain
is a series of connected links and joints that enfbe the possibilities of motion. On one end of the
chain is the base, which is fixathd on the other end is the ereffector, where no other link is
attached tg24]. Similarto Arduengo et a]Mukherjee et a[21] attempts to control the arm posture
and therefore definedhe hands of a NAO robas end effectoas well Controlling both armss
divided intotwo sulproblerns, which means that the chains from left shoultieteft hand and right
shoulder to right hantiave to be individually mappedarvish et a[9] presenta wholebody
teleoperationsystemfor multiple robot modelsbut the 53 degrees of freedonCub robot in
particular. hwever, in thisection, the focus will mainly be on upper badwtrol.

Arduengo et al[8] first describe finding aorrespondencéetween the relative position and
orientation of thehuman linksandthe robot's linkaup to ascaling factarThe following frames are
defined for human and robot: arbitrary origin, virtual footprint, torso, shoulder, elaogvwrist
(Figure 15)Based on these framdspmogeneous transformation matrices are defined that describe
the transformation fronone frame to the other up to the wrist framdomogeneous transformation
matrices are 4x4 matrices thigicorporate a 3x®natrix to cescribe the rotational transformation from
one frame to the othe(the orientation)and a vectoto describeranslational xy, z transformation.

™

Figurel5: Assignment of frames to robot and humarAbgiuengo et §8]

Arduengo et a[8] depictdividingthe translational components of the humaansformation
by thelengthof thelink of the humarand multipy it with the corresponding link length of the robot
(). The correspondence of orientatiancalculateds in equation (2yvhen placing the robot and
human in an equivalent pose.

01 OEOEI4—— 21 AT COE ()
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Similar toArduengo et al[8], Darvish et a[9] assigrcorrespondindgrames tothe links of
robot and humar{Figure 16)However, instead of thposition, Darvish et gboint outto solelyuse
the rotation and angular velocity of the human links sca and map the motion of robot and human
for the adjusment ofthe workspace afixedrelativerotation between human links and robot liniss
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found(3) by positioning the robot and human subject in a similar joint configuralibe rotationis
directly applied tahe robot@ URDFmodel
YEOWOMEEYEODONDO QEREYE O WO QE &)

Even though, Arduengo et §8] reports good results anshtisfactorynotion matches
between robot and humari9] explains their different approach for initial scaling by pointing out that
the workspace of the robot might be narrowed for reaching some points further away (if

p ) or the precision might be lost fpinpointmanipulation tasksf( P).
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Figurel6: Telerobotic system and frame assignmenbhyvish et a]9]

Kim et a[10] creates a scaling from human to humanoid rafagure 17py multiplying the
robot arm lengths with a constaat This constant results from the division of the sum of the lengths
of the upper and lower arm of a human subject by the sum of lengths of the humanoid robot arms in

the same manner§ ). The orientatiorof human and robot links directlymapped
with the reasoning thathe orientationis forced to math after the given scaling as well
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Figurel7: Motion mapping bitim et a[10]

According to Mukherjee et f21], there arefour frames for each NAO arm that influence the

position of the enekffector. Whereag\rduengo et a8] did not specify the derivation of the
transformation matricedylukherjee et aluse a method called ndified DenaviHartenberg (EH)
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Parameters to obtain homogenous transformation matrices for the forward kinematics so that the
robot joints are calculated in reference to the previous [8itjt This way, the x, gnd z coordinates
of the endeffector fame could be obtained. For theHDparameter method, it is required to provide
the length of the lower and upper robotic armMukherjee et al. decided to use the arm length of a
human instead of the NA§Ince the coordinates of the wrist with resp&xthe shoulder that are
IAPSYy o0& (UKS YAYySOU oAttt 0SS 0Se2yR GKS g2NJ] aLl OS
Stanton et aJ32] createa motion mapping between human and the NAO robot as led
Darvish et al. [9], Stanton et al. do not considertthrslational position but focusolely on relative
rotations betweerlinks.The absolute motion capture data is transformed to relative rotatiyns
dividingoneframerotation by the previous onso that the kinematic mappinig not affected by the
user's location and orientation in the absolute coordinate space

Some approachedo not requireany preprocessing steps before calculating the required
joint angles at alF-or instance, Sripada et[@B] only utilize the orientation and position comates
of the Kinect andlirectly applies the next step of calculating the required joint angles for motion
mapping, which will bexplained in &.2.1

2.6.2 Step 4 Calculate theequired joint angles

In many casesreating a mapping between timeotion of a human and the corresponding
robot links requires finding a solution to an inverse kinematics proklaioh means th@osition and
orientation of the body part to control is giveand the required joint angles need to be found
accordingly Thee are several ways of solving inverse kinematiggiever while some papers
describe complex ways to solve inverse kinemaizae methodslo not target the task space
(equivalence oénd-effector position) but the configuration spa¢so the equivalere of the joint
configuration(e.g, section 26.2.1)

Aristidou et a[30] summarize inverse kinematic solvers in 4 different categories: Numerical
solvers use an approximation for the forward kinematics first to iteratively solve the inverse
kinematics, such as Jacobian, newtord heuristic methods. Analytical solvers appindadind all
possible solutions based on the lengths of the mechanism, the starting position, and the rotation
constraints but usually approach to find a single solution built upon assumptionsiribata
solutions aim to find a way of mapping motierg, based on prdearned postures that are matched
with the positions of the robot joints.

2.6.2.1 Direct angle mapping

Mukherjeeetall21]F2f f 264 GKS | LIWNBFOK 2F GaRANBOG Fy3f
to find the angles between the human links and maps them to the NAO robot arm with 6 DOF. The
human joint coordinates involved are of the shoulder, ell@nd wrist and are captured lbiye
Kinect.There are several studies following a similar approach. For example, the study by Sripada et
al[33] simply calculates the angles between joints after obtaining the position coordinates of the
joints. This is then transformed to the motoespls of the robot. The upper body control is
LISNF 2N SR 6AGK & BRIMIEeOoks abdutShe requitedzidit oDrizeditigyee
coordinates to determine four joint angldeat define the position of the wrist, while other tested
methods equire less. Besides, this method resulted in jerky movements due to noisy Kinect readings
and continuously changing joint values, whiabwever could be solved by filtering the Kinect data.

Darvish et a[9] does not apply a direct angle mapping iggeh but describes how
configuration space retargeting works and what pitfalls could be encountered compared to task space
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retargeting. By obtaining the human joint angles and velocities, a customized mapping step transforms
them into the robot joint angls and velocities. Besides the consideration of dissimilarity between
human and robot joints, eustomizedffset and scaling wato be found and the robot joint

constraints have to be taken into account as well.

2.6.2.2 Analytical methods

Analytical solutions are claimed to m@inly used for simple robotic systgB@]. Nunez et
al[34] creates an analytical solution fathumanoid robot with 18 DOF, where the arms hhavee
DOF The inverse kinematics of the used robot is dividedsimtubproblems: both arms, two feet
with respect to the pelvis, and pelvis with respect to each foot. After assigning homogeataass
to each frame of the robot, geometric formulas are deritvedalculatehe needed joint
configuration The implementation is described as straightforward and-seeéng.The approach
solved the kinematics successfully, however, there are no specific results mentioned about the
performanceKofinaset al[35] reports abouthe advantages of the solution regardiagcuracy and
the elimination of singularities usually encounteatthumerical solutionsSingulaties are
configurationsn which there is a change in the expected numbelegirees ofreedon{36], which
meanscertain movementdecome blockedMukherjee et a[21], who also approaches to control a
NAO robotstates that an analytical solution would be possible as developédfinaset d., but it
will requiremanydifferent computatiors, which makethis solution rather timeonsumingand
laboriousfor more complex systems.

2.6.2.3 Numerical methods

Numerical solutions anelativdy common among robotic systesxand different variations
can be foundlIn the context of telerobotics and hunmasbot motion mapping, Arduengo et[&l,
propose a method where the inverse kinematics problem is solved by the Moore Penrose pseudo
inverse of the-th task Jacobian, wheeetask can represent.g, the endeffector pose or available
range of a joint. Similatliukherjee et al[21] compute the Jacobian matrix fagiven robot
configuration. The Moorenrose pseudmverse of the Jacobian matrix is created to caleuita
change in joint angles of the robot to reach the desired position of a robottiaksedalgorithm is
created by MeredittandMaddock37], where inaccuracies are checkadan iterative procesafter
the pseudainverse is computed until the error is witlin acceptable range.

Darvish et 9] describes aapproachwherethe robotQ jaint positions are found by solving
the inverse kinematics as an optimization probiesimga dynamical optimization method utilizing a
library for quadratic programming. The dynamical optimization method is similar to the usual iterative
Jacobian, thougit requires only a single iteration at each time stefind the solutionkeegngthe
computational time constantvhichensuredast convergence of the error over tif88]. Comparable
to Darvish et a[9], Kim et al. use a dynamical optimizatio6 § K2R | & ¢6Stf o0& AYLX SY
F£32NAGKY T2 N y AN0f The/driaridallaptithiZabch Methbd/dastribedgand
[10] aims b convergdhe frame orientation errors to a minimum. If the optimal posture is reached at
aparticulartime grid point, it will be used as the initial value for the optimization problem for the next
time grid poinf10].

Regarding the performance, all methodswshdifferent results with certain limitations. The
results of the method used by Arduengo ef&lshowa successful and accurate imitation of motion.
The mearof the absolute error for the engffector position was about 11 cm and 0.05 radians for the
elbow angle. However, the robot responded slow, which might be a physical constraint of the robot.
Comparablyj21] also utilized the Jacobian pseudo inverse method and experienced a slow response
of the NAO due to the number of iterations required atlestep. Besides, the problem of singularities
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was encounteredJsing the dynamical optimization method, the uppedy retargeting pdormsin
[9] and[10] well with low joins position error

2.6.24 Datadriven methods

Over the last decade, the application of ddtaven methods to solve inverse kinematics, in
general, became momidespread30]. Related tdleleroboticsa system was developég Stanton
et al.to control the NAO robot with a motion capture §8i#t]. A feedforward neural network with
particle swarm optimization for each DOF of the robot is trained to find a mapping between human
motion capture data, e.grotation of the human bodyriksand rolot motion, e.g.the angular
position of each joinfor the learning and data collection process, the robot was programmed to
slowly repeat a few different movements that the human operator has to repeat synchronized. The
human imitates the motion of thebot and both, the robot's angular position data and the human
motion capture data are logged for use in machine learning.

Moreover, theresa data-driven approach, where adaptive Netkozzy Inference Systems
(ANFISyvere trained using derived inverse kinematics equations and a set aingiaswith
corresponding eneffector positionf21]. Adaptive NeureFuzzy Inference Syste® used to map
input to output and are similar to neural netwdi®8]. The trainedsystems received the position
coordinates of the Kinect and returned the corresponding joint angleded to reach theosition
While[32] does not require any prior forward kinematic analy&i] describeserivingforward
kinematics beforehand. Moreovef21] does not mention the use of relative rotations, which might be
due to the different motion capture hardware used. Additionally, the-deteen technique differs in
both approaches as welinother study teted multiple datadriven approaches fdreleroboticaising
a Vicon MJ0], resulting in a good performance and the preference over approaches different from
datadriven onefdl]. Thus, datalriven approaches are available in different variationagtheless
so far only a few were developed in combination with a motion capture suit or Kinect for a telerobotic
system.

The application of datdriven inverse kinematic solutions in humanbéeroboticgprovides a
promising and easy way of implementatiBased on the conclusions[afl], the neurefuzzy method
was the most efficient and fastest out of three tested methods, &gagobian inverse and direct angle
mapping. Since the systems are trained, the computation time is reduced, however, the training
process might take a long time. More training data would result in higher acd@@@agrees with
this conclusion and repts an average mean error of solely 5.55% with 10 minutes of data collection
time. The error is explained by differences in the repetitive motions creating multiple mappings while
collecting data. In contrast to the other approaches, the main benefiioftethod is that no
mathematical modeling of inverse/forward kinematics is needed, as vileé fexibility to apply this
method to any human subject, robot, and motion capture hardware. It can be claimed that the
efficiency and benefits of datériven solutions can be proved by multiple methods applied in practice.

2.6.3 Evaluatiorand concept development

In order to get more insights on the benefits and drawbacks to consider when choosing a
suitable method for uppebody motion mapping with a humaidarobot, existing telerobotic systems
weredescribed andompared with each other. Each practical implementation provided certain
benefits and drawbacks, which have to be considered and prioribapegnding on the method
chosen foracquiring the desirepbint angles, thénitial steys, e.g, forward kinematicamight be
different. In any case, #sesteps are necessaryo consider and solve issues regardiifterences
betweenhuman and robot kinematics.
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First, it has to be defined what part of trabot should be controlled. Generally, it is desired
to reach the same pagre by the robot torso as the human torsd@he goal is to allothe movement
of the shoulders forward, backward, lefhd right to the side and spinning based on the hip rotation.
As concluded in chapter3 the torso posturedepends on three revolute jointscated around the
hips. Therefore the amount of degrees of freedom to controlT$8.endeffector can be anpart of
the torso since the whole torso is moving when manipulating the hip joints.

The advantagef this specific robot, the EVE, is that according to the URDF model, the three
hip joints areplaced at the same location, which meémare is no signifigat displacement between
the hip jointsandframes that have to be taken into accopiite it is the case with arms that have
joints with a certain distance to each othBesides, the EVE is about the same size as a human
subject, which means additionabsing of the torso size might not be necessary or only necessary to a
minimal exteh. The idea of using th®tational position/orientatioronlyfor motion mapping as it is
done by a few papers could be adapted as swede it makes scaling for the translational position
redundant.

The parts of the torso, e,ghoulders, chest, hips are rigidly connected, which means any part
of the torso carbe chosen as the final link. Therefore, it is the easiest to choose the same frame of the
torso where the hip joints are located. The advantage of choosing the hips or pelvissffeeod is
that only the orientation has to be taken into account foration mappingThere is no
translational change of the pelvis position with respect to the legs.

Regarding finding the desirgaint anglesdifferent categoriesuch as performance, time and
complexity of implementation and tlemputation time as welbs further benefits and drawbackb
the described methods of chapter 24l be compared with eaabther in Table 1:

Method/category Performance  Time and complexity of Computation/ Overall
implementation responsdime score
Direct angle + + ++ F
mapping
Good accuracy Fast and not very complex, No iterations,
by Mukherjee et only little calculations therefore fast
al[21], Sipada et involved response
al[33]
Analytical +/- +/- + +/-
methods
Good accuracy, Calculations might bemore  Fast response
by Nunez et but better cumbersoméhan angle time
al[34], Kofinaset | performance  mapping
al[35] for simple
systems

Moore Penrose | +/- - - -
pseudo inverse
Satisfactory Rather complex algorithm  Many

by Arduengo et | accuracy, but iterations,

al[8], Mukherjee | Singularity therefore slow

et al.[21] problems response
possible possible
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Dynamical ++ - +/- +/-
optimization
Good Rather complex algorithm  Faster than
by Darvish et performance, and implementation other iterative
al[9], Kim et low position solution$38]
al[10] error
Data-driven ++ +/- ++ +
methods
Good Generally easy Solely
by Santon et al. | performance  implementation,provided  assignment of
[32], Mukherjee there is background Neural
et al.[21] knowledge about feed network/
forward neural networks or ANFIS output,
ANFIS therefore fast
response
Data collection and training
process might be rather tim
consuming

Table 1: Comparison of different methéatsfinding the required joint angles

The direct angle mapping approasbems easy and quick in implementation with only little
calculations involved.here area fewproblemsencountered and described by a fawalyzegapers,
but potential solutions are provide@the main challengaith this method is to considéne
constrants of the robot kinemigcs, such ashe joint angleand workspacémits, though, as
mentioned in section 2.3.2, a solution couldip tolet the robot hit the joint angle limits if the
human moves out of the range.

The main benefit of the numerical solutions is that they apply to complex robotic systems and
provide a satisfying accuraay described ithe reviewed approaches. On the otheand, e.g.
calculating the Jacobean pseudo inveraerequirea lotof computation time, whicltan bea
cumbersome process. Furthermore, singularity problems were mentanetal slow response of the
robot due to many iterations in one computatiostdp. On the contrary, analytical solutions can be
implemented quicker thare.g, numerical solvers, are generally reliable, and do not suffer from
singularity problems. However, the more complexrtimtic system ighe more computations are
needed

Furthermore, datadriven solutions havacrucialadvantage of fasindeasy implementation
since the inverse kinematics are solved based on collected motion data of a human operator that
correspond to the same humanoid robot motidime results are reported to l@Ecurate and better
compared to other method®©ne of the presented datdriven methods does not even require the
formalization of forward and inverse kinematic equations. Another benefit is the scalability of the
solution, vhich means that it can be applied to all kinds of robots and different human subjects.
Nonethelesspn the one handdata-driven approaches requirauchdata to create an accurate
mapping On the other handrepetitive movements might lead to multiple mapgs for gparticular
motion.

Considering thecoring from Table 1 and tllemplexity and performance of the described
methods, the direct angle mapping method and the ditaen solution usingdaptive NeureFuzzy
Inference System@NFIS$eem to prowde the best results with low complexity of implementation.
While some motion mapping methodgghtrequireextensivepre-knowledge about machine learning
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techniques, theadaptive Neurd-uzzy Inference Systems are based on a to@dBpixn MATLAB anid
simple in application

Since the kinematic problem is not very compilese€ hip joints of the EVibat are all at the
same location), numerical solutions are not rieggl Besides, they are also not always advised to be
used based on theesults of theanalyzedapersand Table 1An analytical solution could be possible
but require more calculations than other methpsisch as the direct angle mapping approach or the
mentioned datadriven methodIn conclusiontwo methods will be developed, where one utilizes
Adaptive NeureFuzzy Inference Systerasd in the second methodirect angle mapping will be
attempted.

Ultimately, the conceptual procedure looks as folloka the ANFIS approaclorhogenous
transformation matrices between the robot base and-efféctor have to be assigned to calculate
the orientation of the torso given different joint configurations. Theutated orientations and the
corresponding joint angles will be given as input to the ANFIS.

As described previously, the captured pelvis orientatmes not always influence the position
of the entire torso of the human since the spine can initiaterdt&ion of the shoulderas well
Therefore, instead of capturing the pelvis orientation, the orientation of the human chest will be used
to determine the configuration of the robot hip joints.

The direct angle mapping approach carrdsdizedwithout any calculations since thetation
of the chest in x y- and zdirection provided by th&XSENS softwaoan be directly applied to the hip
joints of the robot within the range of the joint angle limNgcessary scaling or adjustments for the
mapping of robot and human orientatidor both approachs can be only identified later in the
implementation process
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2.7 Conveying social and humblke behavioin (tele)robotics

The goal otonveying social behaviaithin the context off eleroboticswith the EVE is to
make theinteraction with the humanoid robdess artificiabndproduce a feeling for the people
interacting with the robot ofruly having another person beimgnbodied by the robot withll aspects
makingthe embodied persohumanlike, natural andsocial.Thereforejt will be examined how
existing robotic systemmnvey socidbehaviorand howsocial behaviocan be applied to telerobotic
systems.

2.7.1 Displaying bodlanguageandencountered limitations

Body posture and body language express the emotionalistateonverbal waj43]. For
instance Figurel8 shows different emotions that can béserved only by taking the body posture
into accountand not considering the facial expressiBar this reasorthe motion mapping used for
teleoperation should be able to translate thimotional state of the human operator to the robt3]
points outthat their test results have shown thiy using a motiorcapture suit for the contradf an
artificial agent, already a wide range of emotions could be detected since the sggiesthe
movements and posture tfie human operator.

FTr¥ 110
trodhe
HEARRY

Figurel8: Body language for emotional expressidt

Howevermultiple papersnform about certain limitationsegarding displaying body posture
by a robotFor instance, lpysical constraints dfe robot, e.g.another number of degrees of freedom
of the robotcomparedto the human bodyaffect the expression dfie emotional statgd4].
Experiments A 0 K | b! h NRo2G LISNF2NX¥YAYy3I ASYlIYyGAO 3Saida
2T GKS NRo20GQa 3ASaiddzNBa | yR &k @fferant whish cauftl indadzNB & LIS
that the expression of emotion is not strong enough @ecreases due to thghysical limitationg5].
[44] agrees with the results ¢45] after carrying out similar experimenfg6] examinesmore than 20
social robotandpoints outas welthat the limitationsin flexibilityof movementaffect the social
presence and humarobot interaction

According tg43], the use of motion capturkeads to the loss of secondary cues ardro
gesturesThe recognition of emotions is not affectédt the emotional strengthFor instance, during
experimentsthe actor was asked to perform emotions such as relief or sadrese visible sighs
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were used along with other movemenihese sighs were not present or heavily diminigyetie
artificial character. Furthermore, it is mentioned tbat¢athing,which isa secondary cuas wel)
might berelevantsince italsoprovides a goodndicaion of emotional strengthExperiments of43]
have also shown that tr@moothness of movements does not affect the correct identification of
emotionsor the naturalnessandbelievability of thoseMoreover, the paper claims thatharacters
aK2dzZ R Y2@S (K% which dearittie £8s rehligtianid the more cartoonthe robot
or character is, the more sizd movements it should have to express emadtica better way

2.7.2 Animation techniques robotics

As claimed in the previous section, secondary cuesfagreatrelevancegor expressingmotion
andhumad A 1S O0SKI @A2NXY» ¢K2aS OdzSa Ffaz2 | LIISEFENI AY a5
are rules that are uslig applied in movies for character animafr. Several papemnentionthe
potential of applying these principles to (social) ropks However, they are not described in the
context of teleoperated robotics. Some principles could be used in catian withTelerobotics
while other principles appear redundant. All of the princ[giglawill be described and later evaluated
if they can be applied to a telerobotic system.

G{lidzraK I'yR {(NBGIOK¢ Aad GKS LINAYOALX S F2NJ Y208
principle states that the objects should keep the same volume while squashing and stretching. This
principle is not applicable to robots since they are usuallydduilyid parts.Another principle is
G!' yGAOALN GA2YEY 6KAOK aKz2dzZd R KiSdoihgtd®2 &6 8 NA I 8z R 3 A&
should ensure that the expressive intention is clear to the viemetis related to the general sep
in which the character expresses itself. In robotics, it relates to the way of expression, which can be
with lights or sound.

CdzNII KSNX2NB> a{ (i-idt RAKE stiNdFahindatdn yhéthod, &hers the
animator either animates frame to franaad decides spontaneously how the next frame should look
like (Straight ahead)r pre-plansthe end and beginning poses and designs the frames that are needed
in between (Pos¢o-pose).a 2 N5 2 @S NBhrodggEané @ @I | LILIAYy 3 | OGA2yé NBTL |
FONXzLIG &d02LIIAY3A 2F Y2GA2yar gKAOK Aa LISNOSAGSR |
GKFG GKS Y20A2y KFra | ylFadz2NFf aLISSR YR a2Fid of S
which determineshe speed of motion that is alselevantfor expressing emotian

CKS LINAYOALX S a! NDaé¢ aiulasSa GKFG yrFrddzaNI & Y20GA2
G{ SO2yRIFENE ! OlA2yé¢ Aa NBfIGSR (260 AAASBbed SKY DA @
dza SR (2 SYLKI&AATS (KS NRo20GQa Y2@SYSyhcording R S E LI
02 GKS LINAYOALX S 2F a{2fAR RNIgAYy3IEZ | OKI NI OGSN
instance, more weight on orleg and poses artll NEf & a8 YYSUOUNROIt ® CAylffex
determines the design of a character and how the viewers should feel about the character when
looking at them and their behavior.

Aliterature review papg#6]identified the application of animation techniqusach as Arcs,
Secondary cues, Anticipation, or Ptsé0se, as well as Motion capture in combination with other
techniquedor more than 20 robotdt concluded that all of these papers pedhat animdion
techniques actually improve the interaction with robots and show the i®bkatotional state
¢ SNJ A 2 @d]idpletént breftling as a secondary cue for a robot by implementing small
movements while the robot is &l Testing showed théthasa positive effect on social presence and
perceived sociability
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2.7.3 Evaluatiorand conceptlevelopment

Literature research has shown that an accurate motion mapping using motion capture
hardware is generalbufficientto represent a wide range of emotio(eee 27.1), however, physical
constraints of the robot and the loss of secondary cues and emotiozradjgh compromise the
visibility of social behavior. Different animation techniques, m@vement in arcs, solid drawing,
secondary action, or exaggeratjomight be applied to the humanoid robot to compensate for the
mentioned limitationsNotwithstandng, since motion mapping is usedagchnique for conveying
social behavior, only a limited amount of animation principles can be potentially applisdthe
followingtable indicatesvhichanimation techniques can be applidTelerobotics:

Animation technique Applicableto Telerobotic®
1. Squash and stretch No, robots arebuilt of rigid parts
2. Anticipation No, covered by motion mapping
3. Staging No, covered byhe telerobotic system
4. Straight ahead and poge-pose No, butit canbe useful for creatinthe animation

for secondary cues

5. Followthrough and overlapping action | No, butit canbe useful for creating the animatio
for secondary cues

6. Slow in and slow out No, butit canbe useful for creating the animatio
for secondary cues

7. Timing No, butit canbe useful for creating the animatio
for secondary cues

8. Movement in arcs No, covered by motion mapping
9. Secondary action Yes e.g, breathing,sighsJaughing
10. Exaggeration No, covered by motion mapping
11. Solid drawing No, but it canbe useful for creating the animatio

for secondary cues

12. Appeal No, the design of the robot cannot be influence

Table 2: Applicabilitsheckof animation techniques for telerobotic systems

As can be observed in Tableryst animation techniquesre already covered by the motion
mapping and can be steered by the hunoperator. The techniquthat is not neessaity covered is
G a4 S O2 y RI,MbichdreOniotiodsyhathe human operatoperforms uncogciously such as
breathing, sighsorupper body motion due ttaughingBreathing was mentioned as a secondary
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actionalready used or described among multiple papers with positive results (see section 2.7.2) and
implemented during thédlle state of the robot in which therobot is not movingn the actual

trajectory. Therefore, the idle state could be usedadsgger to start the breathing animation.
Triggesfor laughing motion or sighs are rather hardiegermineand probably require methods of
sound recognitionBesidesthe human operator is able to consciouskaggeratdissighs and other
motionswith the upperbodyif it is desired to prtrayit. For this reasont is proposed to implement

the breathing cue while the human operator is not moving in ordavéid inaccuracies while
performing relevant taskduring motion mapping

Based on the paper by Tsoli ef48] together with their videfiL2], it can be observed that during
breathing, not onlylo the shoulders move back and forth, but the head amasamove slightly up
when breathing in (FiguE9). The speed of these movements can indicate emotional strength, e.g.
fast movements equal stress and anxiety, while slow movements equal calmness and relaxation. If the
speed should be controlled, a heeate sensor could be usgelg, by meansf a wristband.
Alternatively, the breathing cue will remaitithe same speed while the robot is in the idle statee
idle state would mean that all thebot linksmove with a velocitywhich is close to 0. A threshold
should make sure that noise does not reactivate the active state.
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Figurel9: Screenshots frofi2]: Animated breathing motion

Therefore the breathing animation will be based on the defined motiofdnli et a[49] and will
be implemented as small movements of the upper body going forth andAsickble 2 indicates,
certain animation techniquesan be appliedor the creation of the breathing animatiofhe principle
of poseto-pose could be used fare-define different postures during the breathing process, start
and end positionand create the required joint configurations fobigtween these positiong:ollow
through and overlapping acti@nd slow in slow outraw attention to avoid abruphotions and
designthe breathing animation smooth and naturgiming can be related to the speedboéathing
whichcan be determined during thiemplementation and whichinfluences the emotional expression
Finally according to the principle sblid drawingthe upper bodydoes not have to bperfectly
symmetricaduring the breathing motiosincethis is usually also natwayshe case ineal life.Thus,
duringthe implementationof the breathingthe described principlewill betaken into accounas
well.
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3 Implementation

In this chapter, the implementation of the developed concepts will be descrified the
general specification regarding the implementation will be explaiftetward, firther detailswill be
statedwithin the description of realizatn.

3.1 Specification

The system will be developedth MATLAB since it provides the necessary toolboxes to
implement the motion mapping technigues described previously in the concepts. Besides, MATLAB
also offers the option to create a connection to R@ch is requiredn orderto applythe motion
mapping to the physicabbot and integrate it into the existing systeithe used motion capture
system will be the MVN Awinda Xsens motion capture suit together with the MVN Analyze software
The motion capture dataspecificallfthe chest orientation, will be streamed in ramhe into MATLAB,
where the motion mapping has to be able to produce commands for the robot motion simulation in
reakttime. It should be possible to combine the motion magpiechnique with thereatedbreathing
animation andaterintegrate it into the existing telerobotic systefihe integration into the existing
telerobotic system will, however, not be realized within this project

3.1 Setup of the motion captureystem

Setting upghe XSENS motion capture suit starts with the correct placement ofithless
motion trackers on the upper body using straps and a shirt with Velcro pgkipess20, 21). The
XSENS MVahalyzesoftware has the limitation thatpper bodymotion capturing of the torso
without the arms and head is not possible. Thirsg sensors had to be plagehead, chest, pelvis,
left and right shoulder, upper arms, lower affjsThe sensors are recognizedthe softwargFigure
22) by means of the Awinda Station that is connected to the computereamgives the data
wirelessl{5].

Figure20: Xsens front sensor Figue 21: Xsens back sensor Figue 22: Activesensors(green)
placement placement in Xsens softwaf5]

In order for the motion capture to wordorrecty, it is required to calibrate the suit within the
software which is facilitateavith the assistace of another persarhis idecausesoftware messages
and instructions have to be confirmed during the calibration proe@sthe calibration can turn out
wrongor badwith additionalunnecessarmovements. For the calibration, the human subject has to
stand straight for a couple of seconds and then walk about 3 nteténe frontand back again. The
calibration ends with standing straight in a chosen directegistered as the-girection.
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Theorigin frame marked as red arrow (Figuza), lies directly
underneath the captured human bodi/hen selecting a body segment,
e.g, pelvis, chest, or shoulder, the provided position and orientatien
always in respect to the origin frankhe advatage ofcapturing only the
upper body (starting from the pelvis) is that no translational change in
position of the overallubject is possible in the software, where solutions
areaddressed byesearchpapers, e.gl32]. That meanthat it does not
matter where the human subject sits stands the translational position of
the pelvis will not change. Furthermore, when the upper body is moving in
the x, y-, or zdirection, only the orientation of the pelvis changesinot
the translational position

The next step is to stream the motion capture data into MATLAB in
reattime. XSENS provides the necessary steps and code in their developer
toolkit[50], whichneedsto be installed separately. In the XSENS software,
the data streamed into MATLAB can be specified,masgjtion and
orientation. The data of gpecific body segmeihtas to be defined within
the MATLAB code (see ApperfgiAs stated in the concept &#on 2.4.3),
the chest orientation will bstreamed into MATLAB and has to be defined
Figure23: Xsensnodel by its ID number. The code provided by XSENS is only an example code for
with visual origin frara plotting the data ands changed and adjusted for motion mappagwill be
described in the following sectians

3.2 Motion mappingusingANFIS

This section describes the data generation taaitiing of the ANFIS, whiahll beusedand
evaluatedasapproachto map motionfrom human captured dat the EVE roboMoreover, it will
be explainedow the robot simulation is createshd update given the ANFIS output.

3.2.1 Data generation

Adaptive Neurd-uzzy Inference Systemegjuire input and output data in order to be trained.
The input data are all the possible position coordinates of the end

effector and the output data arhae joint anglesthat are required to = ™8 stuctwith 2 fields

I’eaCh the Corresponding pOSI'[IOI’l Fields [} JointName 85 JointPosition
) 1 'i_hip_y' 0.1700

In order to produce this da, the first step is to import the i j::gz .

URDF model of the rod@] into MATLAB. The provided URDF mode 7.1_shoulder y 0
has the limitation that the pelvis is defined as tbleot's baseand is i Jshoulder.x 0
fixed to create a separation betwetre lower and upper body. Thus, it~ =7 .
simulation, the lower body includes the hip joints that influence the ; 7.1 elbow 7' 0
position of the leg, while they do not influence the upper body at all.? L wrist.y 0
This was observed by experimenting with the robot model and chan] =" :
the joint confguration in MATLAB. In order to fix this, the URDF file h .1 shoulder y 0
to be modifiedso that the fixed base is at the Jegnd the hip joints do .r_shoulder.x 0
. . ‘j_r_shoulder_z' 0

have an influence on thterso posture. It is relevant to note that the . i1 elbow.y 0
URDF model is still correand solely the fix@base is moved to a loweis .1 elbow_7 0
location.The joint configuration can be changed by creating a Stl‘UCtl:; ::::iﬂx g

array, where the joint name and valae given (Figur@4).
Figure 24: Structure array ftire
joint configuration of ¥E model

32



The easiest way to create this array is by computing: cohfignreConfiguration(robot), whictets
every joint angle to 0.

Moreover, the URDF file also provides the joint angle limits of the three hip joints in radians.
The goal is tareate a data sehat includes many joint angles within those limits as necessary. Values
with an increment of 0.02 radiaabout 1.1 degres) were chosen to produce different joint angles:

hip_x_values =0.523599: 0.02: 0.52359% +/ 30 deg
hip_y_values<4.57: 0.02: 0.174533) + 10/90 deg
hip_z_values =1.0472: 0.02: 1.0472p +} 60 deg

In another piece afode AppendixC), iteration takes placéhrough all possible combinations
of the joint angle values, which were then applied to the joint configuration of the robot. After that, it
was possible to obtain the homogenous transformation matrix of themuconfiguration from the
base to the torspwhich is defined ake pelvis in the URDF mod€idure 2%

This command creates the transformation matrix from bageetais for the current joint
configuration:

tf_1 = getTransform(robot,c, 'pelvis' );

% c represents the current joint

configuration

Since only the rotation/ orientation is considered for the
motion mapping, the rotation matrix is extracted from the
homogenous transformation matrix and converted into the
rotation in %, y-, and zdirection (yaw, pitch, roll). The yaw,
pitch, and roll values, as well as thede joint valuesare

all attached to separate data sets that are later combined
into three data sets containing each all the possible
orientations and one of the three hip jeénsince for each
joint, an ANFIS has to be trained individually.

Figure25: Pelvis segment die EVE model
3.22 ANFIS training

The resulting data sets contain abali9720 rows of data, whichasconsiderabléigh
amountand could lead torainterminabletraining timefor the ANFIS. This was confirmed by a
warning message when starting to train the ANFIS in MATLAB, which stated that MATLAB could run
out of space during the training procedure. Thus, before training the faNRh8ial Fuzzy Inference
System with subtradiS Of dzA G SNAyYy 3 A& GNIAYySR GKIEL OFy 68
function. Thenextcoupk of paragraphsouchuponsometheory behindFuzzy Inference Systems and
why an initialFuzzy Inference System with subtractive clustesiagpotential solutiorio avoidthe
encounterednegativeconsequencewhen using a high amount of training datigh the default
training method grid partitioningfor ANFIS

Fuzzy inference systemsdhe foundation of Adaptive Neufeuzzy inference systems. Fuzzy
inference is the process of mapping an input to an output using Fuzz$2p&FIS can then be
created by tuning the Fuzzy inference systetiligingneuro-adaptive learning techniques similar to
those used for training neural netwo[%8]. The difference between Fuzzy logic to cléBsmean
logic is that nobnlytrue (1) orfalse (0) are possibl@lues butthe valuecan bebetween 1 and 0,
suchas 0.2, 0.7or 0.954]. Fuzzyinference systems consist a list of Hthen statementsIf xis A,

33

t














































































