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Preface
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Summary

Intelligent Transportation Systems (ITSs) are expected to require large amounts of
bandwidth, while aiming to improve road safety, traffic efficiency, and traveling com-
fort. Beside a large bandwidth, some services also require Ultra Reliable Low Latency
Communication (URLLC), especially those concerning safety. MmWave communica-
tion is regarded as primary enabler for these purposes, since the abundance of spec-
trum at those frequencies offers much bandwidth. However, due to bad propagation of
mmWave signals, dense network deployment is needed. The proneness to blockages fur-
ther increases the need for densification, since Multi-Connectivity (MCo) is often used
to account for this. To reduce deployment costs, self-backhauling has been introduced
to reduce expensive fiber deployment.

In this thesis, we study the Cell Planning (CP) problem for mmWave networks in an
urban context. Most previous works on the issue of mmWave CP consider characteris-
tics of such environments, like the high probability of blockages by moving obstacles,
and the clustering of users at certain hot spots. Extensive research has been carried
out towards mmWave CP with MCo, or with self-backhauling. However, it is not clear
how CP should be performed when using both MCo and self-backhauling.

Therefore, in this study we deliver design insights on CP integrating both MCo and self-
backhauling. We design a computationally efficient mmWave cell planning algorithm
to run simulations. The algorithm uses a greedy approach to deploy BSs, and adds
optimization phases. Optimization is done for two objectives. First and foremost, the
deployment costs are minimized. Both costs for Base Stations (BSs) and backhaul
fibers are considered. Next, without increasing the costs, the BSs are placed such
that the chances of multiple simultaneous link blockages are reduced, providing access
reliability. We plan the network such that each test point is covered by at least K BSs
(K-coverage), of which at least one has a fiber backhaul.

We compare the performance of our algorithm to a greedy baseline algorithm, and in a
small scenario to a brute force algorithm. As expected, the optimization steps have the
highest time complexity, which is polynomial to the number of test points (TPs) to be
served (O(n3

TP ). We find that our algorithm is suitable for running simulations. These
simulations result in the following design insights. First, an environment with less
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vi Summary

static blockages enables better access reliability. On the other hand, when many static
blockages are present, access reliability is dramatically decreased when the number
of links provided to each test point is increased. Next, using self-backhauling with
MCo provides flexibility to increase access reliability without increasing the system
costs. Additionally, using self-backhauling with MCo does not significantly increase
the number of required BSs with a fiber backhaul. Finally, we conclude that using
self-backhauling is a cost-effective approach for mmWave CP with multi-connectivity
and we provide a list of interesting future research directions.
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Chapter 1

Introduction

Future smart city applications, e.g. intelligent transportation systems (ITS), are ex-
pected to require communication networks with large amounts of bandwidth. Connected
and autonomous vehicles (CAVs) will be responsible for a large portion of this expected
demand [1], [2]. The main sources of these large data streams are services that improve
road safety, traffic efficiency and traveling comfort. Noteworthy examples of exchanged
data are (1) sensor data for collective perception, (2) control information for platoon-
ing, (3) vehicle trajectories for collision prevention, and (4) mobile broadband internet
for multi-media streams [3].

Some of those services do not only require large bandwidth, but also put constraints
on the latency of the communication. Especially when safety is concerned, the latency
has to be below a certain threshold value with a certain reliability, e.g. 99.999% below
10ms [4]. This is called ultra-reliable low latency communication (URLLC).

Millimeter wave (mmWave) communication is expected to comply with these require-
ments, since much spectrum is available at mmWave frequencies [5]. The utilization of
mmWave radio communication, however, is complicated by its propagation character-
istics. Due to high atmospheric absorption and high penetration loss, signals have a
very limited range and are prone to blockages [6], resulting in the need for a very dense
network deployment. In particular, line-of-sight (LoS) communication is preferred over
non-line-of-sight (NLoS) communication, since this influences the path loss exponent
drastically [2]. To achieve an acceptable range of around 150 meters, beamforming (BF)
is used, but dense deployment is still required [7]. To combat link loss due to block-
ages by providing a higher LoS link probability, multi-connectivity (MCo) has been
introduced, which requires an even denser deployment of base stations (BSs) [8]. This
results in the challenge of how all BSs can be provided with an appropriate link to-
wards the core network (backhaul link) in a cost-efficient way, and how this must be
incorporated in cell planning (CP) [9].
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2 Chapter 1. Introduction

Wireless backhauling is seen as a good way to reduce the deployment costs of a network.
Since there is abundance of spectrum at mmWave frequencies, a wireless backhaul
(BH) link can provide nearly the same link quality as a fiber link [7]. When the
same spectrum is used for both user equipment (UE) links as for BH links, the terms
self-backhauling or integrated access and backhauling (IAB) are used. Moreover, the
BSs that are wirelessly backhauled are assumed to be less expensive because no fiber
connection hardware is needed [9].

Previous work on mmWave CP focuses mainly on deploying BSs under some quality
constraints, while minimizing the costs. Quality constraints that are often used include
LoS coverage, average signal to interference and noise ratio (SINR), received signal
strength (RSS) threshold, or rate coverage probability, to name a few. These metrics
are often assessed for a number of test points (TPs), or for tiles. TPs are locations that
represent one or more users, and tiles are portions of the map. The difference between
these two approaches is that in the former case only at some locations a TP is present,
and in the latter case the entire map is divided into tiles. The deployment costs are
mostly measured as the number of placed BSs.

One aspect that is not so much explored in mmWave CP literature, is nomadic block-
ages [8]. Blockages can be divided into two categories, namely static and dynamic
blockages. Static blockages are for example buildings. Those are taken into account
in many studies, some even using real city maps [1], [7], [10]. The dynamic blockages,
however, are not so much investigated, although they play a critical role for the per-
formance of mmWave links, especially in crowded areas like cities. See Figure 1.1 for
an example scenario in which two simultaneous blockages cause that the signal quality
for the user is suddenly very bad. A well-known technique to cope with these dynamic

Figure 1.1: Examples of dynamic blockages: a car and one’s own body [8]
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blockages is MCo, since it provides users with additional links in case the primary link
is suddenly blocked. Most of the time when MCo is studied, it is assumed that all
BSs are backhauled “for free”. We found that studies only include the costs of fiber
backhauling when they aim to investigate self-backhauling too.

To the best of our knowledge, no research has been done on the use of IAB in combi-
nation with MCo. Therefore, we formulate the following research questions that will
be answered in this thesis:

Given a set of candidate sites, at which of those locations should mmWave
base stations be placed to provide the required coverage with appropriate
quality of service for users in a city road environment while keeping costs
as low as possible?

In this question, the required coverage refers to the number of links that must provide
sufficient capacity to each user (MCo). It is also accounted for that the quality of service
is only improved by MCo if dynamic blockages cannot block multiple links simultane-
ously, which is for example possible when the angular separation between two links is
very small. To keep the costs as low as possible, IAB will be applied. To investigate
the implications of MCo and IAB, the following sub-questions are formulated.

Q1. What are the implications of the requirement for multi-connectivity on mmWave
BS placement?

Q2. What are the implications of using integrated access and backhauling on mmWave
BS placement?

These questions are answered by designing a computationally efficient heuristic al-
gorithm for planning a network with both MCo and IAB. This algorithm is named
“MCo with IAB mmWave Network Deployment using Greedy construction with Op-
timization”, shortly MIND-GO. By setting appropriate constraints for the required
coverage and then minimizing the costs, the MIND-GO algorithm provides a solution
to our main research question. The MIND-GO algorithm also optimizes for blockage
robustness, as long as this does not increase the network deployment costs. The sub-
questions are answered by adjusting parameter values of our algorithm and measure
the performance of the resulting network. An answer to Q1 is given by adjusting the
MCo parameter for the number of BSs that should cover each TP. Question Q2 is
investigated by comparing network deployments using IAB with those that provide
each BS with a wired backhaul.



4 Chapter 1. Introduction

The remainder of this thesis is organized as follows. Chapter 2 gives an overview of
relevant literature for this thesis and presents the work on which we build our contri-
butions. In Chapter 3, the system model is defined. Then, the optimization problem
is given in Chapter 4. This is used to define the problem clearly and gain insight to
develop a heuristic algorithm. The variables from this optimization problem are also
used in that algorithm. Chapter 5 provides an overview of the phases of our algorithm,
and details how each phase works and contributes to an effective solution. The per-
formance evaluation of the algorithm is carried out using a novel urban environment
simulator that we built in MATLAB. Chapter 6 presents the results of all simulations,
in which the efficiency of the algorithm is explored by comparing it to a brute force
optimal algorithm and to a greedy non-optimized variant of the MIND-GO algorithm.
Furthermore, the implications of using MCo and IAB are analyzed to answer the sub-
questions. We expect these results will contribute to the introduction of high-quality
network deployments that can facilitate smart city applications and CAVs. Finally,
Chapter 7 answers our research questions and lists suggestions for future work.



Chapter 2

Background and related work

This chapter provides a background for our study based on existing research towards
the use of mmWave channels for intelligent transportation systems (ITS) scenarios.
Furthermore, we will elaborate on current research directions in cell planning (CP),
especially involving techniques that are relevant for mmWave CP. Finally, we present
the contributions of this thesis to the field of mmWave CP.

2.1 Using millimeter wave channels in ITS scenarios

Use cases for mmWave links share one common need: a wireless connection with a high
throughput. One example scenario for this is (semi-)autonomous driving because much
sensor data needs to be shared and acquired [11]. In this scenario, other streams of
data add up to this, such as the provision of autonomous vehicle (AV) passengers with
comfort services when travelling [3]. To enable high throughput, mmWave links can
generally be used in two ways: firstly, as a connection between user equipments (UEs)
and base stations (BSs), and secondly, as means of forwarding data in the edge network
(fronthaul) or to the core network (backhaul). The relevance of those use cases for ITS
is explained below.

Kong et al. [6] propose the use of V2N mmWave links to determine the optimal driving
strategy by sharing data with servers in the network edge utilizing multi-access edge
computing (MEC). Two examples they give for this are (1) processing sensor data to
recognize objects in real-time, and (2) to fill measurement gaps and observe blind areas.
Elbamby et al. [4] too describe mmWave communication as the ultimate solution to send
data to MEC, thus enabling computer vision and image processing for ITS scenarios.
To assist AVs with such MEC-aided services, sensor data streams of approximately a
Gigabit per second have to be gathered and processed with a latency below 10 ms and
a reliability of nearly 100% [12].
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6 Chapter 2. Background and related work

Those two examples mainly use uplink mmWave channels. Services using large amounts
of bandwidth in the downlink, are for example virtual reality (VR) and augmented
reality (AR) applications, such as gaming or remote conferencing [4]. The main idea
behind them is to supply travellers with an internet connection which is as good as
at home or at work, so that they are not limited to be productive or to entertain
themselves when on the road [3].

Most of the data that needs to be transmitted from and to the vehicles must be for-
warded by the mmWave BSs towards their destination. Some BSs might include a
MEC server which can process the data and then return the results to the vehicle, but
most BSs will likely need to forward the data to another BS with MEC capabilities or
to the core network. This requires a high throughput network which is more flexible
and scalable than fiber links [13]. Hence, BSs should be interconnected by fronthaul
links to reduce the load of the backbone router. For this purpose, mmWave links can
be used, thus eliminating the need for wired connections to be deployed between BSs
and realizing a flexible network topology [14].

The remainder of this section describes three aspects of mmWave that are relevant for
our study. First, we give an overview on mmWave channel characteristics. Next, we
describe the use and challenges of beamforming (BF). Then, the benefits of different
forms of multi-connectivity (MCo) are discussed. Finally, the use of integrated access
and backhauling (IAB) is outlined.

2.1.1 Millimeter wave channels: applications and challenges

Three aspects of mmWave channels determine how they can be used, namely the avail-
able frequency bands, the harsh propagation, and the achievable throughput.

First of all, mmWave channels are all radio links utilizing a frequency above 6 GHz,
up to 300 GHz. In Figure 2.1 (copied from [13]), an overview of suitable mmWave
frequencies below 90 GHz is given that are available in Korea, the EU and the US.
These include the commonly researched frequencies, namely 28 GHz [13], [15], [16]
60 GHz [13], [17], and 73 GHz [13], [18], since much unused and unlicensed spectrum
is available at those bands.

Secondly, the main problems of high frequency radio signals are damping and occlusion.
Damping is already significantly incurred by the oxygen in the air. For example, the
propagation loss of 60 GHz signals is 1.6 dB/100 m, which is increased to 3.6 dB/100
m in heavy rain of 50 mm/h [6]. Solutions for damping are accomplished by using
BF and dense deployment of cells, which is elaborated on in Section 2.1.2. Then, the
second problem however comes into play, because penetration of solid objects leads to
much worse signal degradation, referred to as occlusion. Only the human body will
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Figure 2.1: Candidate mmWave frequencies in Korea, EU and US (GHz) [13]

already result in signal loss of 20-50 dB, decreasing the communication range to only a
couple of meters [6]. Common building materials like brick even completely block the
signal [15]. Some materials like metals and glass reflect the signal very well, but this
also increases the complexity of determining the optimal beam direction since good
beam directions might now be completely unrelated [19]. Although NLoS paths can
be used, this is observed to increase the path loss exponent from under 2.8 to over
3.8 [2]. Therefore, primarily LoS paths should be used to communicate over mmWave
channels, making it very difficult to use in dynamic and obstacle-rich environments like
city traffic. A solution for blockage is expected from using MCo, as discussed in more
detail in Section 2.1.3.

Finally, the achievable throughputs with mmWave links are expected to be multiple
Gigabits per second (Gbps) [11], [12], [20], [21]. This is mainly enabled by the avail-
ability of much bandwidth in the mmWave spectrum. In the D-band only (110 GHz -
170 GHz), 40 GHz of suitable bandwidth for gigabit communication is available [22].
With spectral efficiency just 1 bps/Hz, a total throughput of 40 Gbps can already be
realized. Higher spectral efficiency is enabled by BF [13] and the use of modulation
techniques like multilevel phase shift keying (PSK) or multilevel quadrature amplitude
modulation (QAM) [22]. For example, 802.11ad uses 2.16 GHz of spectrum in the 60
GHz band, enabling throughputs up to 7 Gbps [5] at a range of 5 to 10 meter [23],
reaching a spectral efficiency of up to 3.24 bps/Hz. In another research, throughputs
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of up to 450 Mbps per user have been reached with only 100 MHz of bandwidth in
the 28 GHz band with a cell radius of 100 m and antenna gain of 20 dB in a 30° wide
beam [24]. This indicates that with similar equipment and a bandwidth of 2 GHz,
throughputs of 9 Gbps could be reached.

2.1.2 Beamforming for millimeter wave frequencies

Beamforming (BF) is the primary technique to deal with the bad propagation charac-
teristics of mmWave links [11]. In this section, two aspects of BF are described. Firstly,
some aspects of beam forming antennas are surveyed to give a sense of the possibilities
and constraints of BF for mmWave communication. Secondly, two important control
tasks for using BF are summarized.

Millimeter-wave beamforming antennas
The BF technique utilizes multiple antenna elements to concentrate the radio signal in
one direction. The number of antenna elements used in a system determines the width
and length of the beam: more elements result in narrower beams with a larger reach.
For example, with an 4×4 multiple-in multiple-out (MIMO) antenna array, beams of
45°can be formed, whereas an 8×8 MIMO antenna array enables beams of 22,5° [15].
Beside the main lobe, some side lobes are always formed. More antennas also result in
more and smaller side lobes as well as a stronger and narrower main lobe. Having more
antenna elements therefore results in better mmWave signal quality. Luckily, the short
wavelength of mmWave frequencies enables to incorporate many antenna elements in
small devices [4], [13]. Therefore, UEs will also be able to use BF.

BF directs most of the effective isotropic radiated power in one direction, called the
main beam or main lobe. Only a fraction of the power is radiated in the so-called side
lobes. In many studies, these are not even considered, to simplify the system model.
Used antenna gains at 28 GHz vary from 24.5 dBi with a beam width of around 10°
in [25], [26] to 10-15 dBi for beam widths of around 30° in [26], [27]. Clearly, there is
a trade-off between antenna gain and beam width. The best beam width depends on
the scenario, since higher beam widths allow for higher mobility [28].

A receiver can also apply BF to listen in a particular direction. This decreases the
effect of interference, since signals from other directions are filtered out. On the other
hand, control tasks are further complicated, since both beams have to be aligned to
achieve optimal channel quality. Some resulting challenges are discussed below.
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Beam management
The alignment of beams between sender and receiver involves a set of control tasks,
which are referred to in literature as beam management [29]. Two challenges on this
subject are beam selection at initial access and beam tracking to keep beams aligned.
Both are explained below.

When a new UE enters a mmWave network, a beam direction has to be determined
that results in a sufficient signal strength. At sub-6 GHz frequencies, this can be
done by sending a signal in all directions and then determining the direction of the
UE response. With mmWave links, this is a greater challenge, since propagation is
harsh at these frequencies, hugely limiting the reach of a broadcast signal. Therefore,
solutions must be exploited that do not rely on broadcast signals. Three examples are
depicted in Figure 2.2 (copied from [20]) and described below, based on the work of
Giordani et al. [20]. First, in “exhaustive search”, both the UE and the BS can sweep
the surrounding space to find optimal sending and listening beam directions. This
strategy consumes many time slots, because all beam direction combinations must be
checked, but it results in an optimal pair of beams. Second, an iterative approach can
be used, which first searches with wider beams and then determines which narrower
beam in that direction is optimal. This delays the initial access procedure less, but
it also limits the reach in which a UE can be detected. Lastly, a third solution is
to use other technologies to determine the location of the UE relative to the BS and
communicate this via a sub-6GHz channel. For this, multiple solutions beside GPS
are proposed, including using triangulation with mmWave signals [16] or other RAT
signals [30].

Figure 2.2: Summary of three initial access strategies [20]
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When using BF, links can be interrupted because the beam direction of the sender and
the listening beam direction of the receiver are misaligned. This phenomenon is also
referred to as deafness [20]. Clearly, the direction at which the beam should be aimed
has to be updated when a UE has moved. This is called beam tracking [4]. Each time
beam tracking is performed, the BF vector is updated to steer the beam in the new
direction of the user. Especially when UEs are moving fast, this is extra challenging,
since then the movement of users must be precisely tracked to prevent deafness. Using
smaller beam widths could help too, but this decreases the signal reach and increases
the interference. Hence, the authors of [31] propose a beam tracking scheme in which
the update interval is dependent at the UE’s velocity. This also takes some bandwidth,
which is assumed to be 20% of total bandwidth [24]. Because the LoS path might
suffer from blockage or damping, well-reflecting surfaces might deliver better NLoS
paths [19]. This further complicates the process of adapting the beam direction to the
new UE position. To find optimal paths towards UEs, machine learning is utilized [11],
[19].

2.1.3 Multi-connectivity for millimeter wave access reliability

The main goals of multi-connectivity (MCo) are to enhance throughput and reliability
of radio links [4]. In this section, the general use of MCo will be described and then
some examples will be given on how it can be applied to mmWave networks.

General types of MCo
Four types of MCo are distinguished in [4], of which two are classified as inter-frequency
and two as intra-frequency. The different types of MCo are schematized in Figure 2.3
(copied from [32]).

Intra-frequency MCo is applied in coordinated multi-point (CoMP) communication
and in single frequency networks (SFNs). In CoMP, BSs are operated as a distributed
multiple antenna system. Therefore, strict coordination is needed to achieve a gain in
signal strength and to prevent interference. In SFNs, data is transmitted by multiple
antennas on the same frequency and at the same time. If their propagation delays
towards the receiver are tightly bounded, the message can be reconstructed at the
receiver, else this will result in inter symbol interference (ISI).

Examples of inter-frequency MCo solutions considered most noteworthy in [4], are
carrier aggregation (CA) and dual connectivity (DC). CA is a technique in which
multiple frequency blocks are simultaneously used by the same UE and the scheduling
and interference management of these are orchestrated to achieve a higher bandwidth.
DC utilizes a combination of different network technologies to enhance communication
robustness, e.g. by using one of the links as fallback if the other link fails.
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Figure 2.3: Different types of multi-connectivity [32]

Three of the four given examples of MCo are regularly applied with mmWave: CoMP,
CA, and DC. The CA technique is applied as described above, so this will not be
further explained. CoMP and DC, however, do serve very specific purposes, hence
they will be elaborated below.

Coordinated multi-point with mmWave
CoMP is used to counteract the problems of blockage and deafness. Three forms of this
technique are characterized by the mmMAGIC project [32], namely joint transmission
CoMP (JT-CoMP), dynamic point switching CoMP (DPS-CoMP), and coordinated
scheduling/coordinated beamforming CoMP (CS/CB-CoMP). Figure 2.4 (copied from
[32]) depicts how user plane messages are routed through the system in the first two
CoMP variants. All named CoMP variants use some form of coordination between BSs
to enhance the channel quality, requiring strict synchronization between those nodes.
Of these, JT-CoMP is not suitable for use with mmWave links, since this requires ideal
front hauls [32]. Furthermore, the UE must be able to listen in multiple directions at
the same time. However, this is impossible when analog BF is used at either the BS
or UE side, which is very likely for the UE [15].

Coordination between BSs can nonetheless be very useful for mmWave beams to enable
fast switching between data paths with DPS-CoMP in case of radio link failure [15] or
to improve beamforming accuracy with CS/CB-CoMP. In the former case, multiple
connections are available to a UE simultaneously. In the latter case, BSs only share
channel state information (CSI) data, so UEs are not actively involved in realizing this
type of CoMP. The use of DPS-CoMP has been proposed as a particularly suitable
solution to deal with the high blockage probability of mmWave links [8]. This means
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Figure 2.4: Two examples of CoMP solutions [32]

that a UE has multiple connections to BSs simultaneously, one of which is the active
(primary) connection. The other connections are secondary links, to which communi-
cation can be switched when the primary link is blocked or if a proactive handover is
necessary due to user movement.

Dual connectivity with mmWave and sub-6 GHz
In [33], it is proposed to use DC with mmWave and microwave (sub-6 GHz) links
to support the bandwidth offered by mmWave links with a highly reliable microwave
connection. An example of this setup is depicted in Figure 2.5 (copied from [33]).
This is useful to keep a UE connected to the network, even when a mmWave link
suddenly fails [4]. Because a microwave connection is much more robust than mmWave
links, Giordani et al. [15] propose to use this as fallback for control signalling when
handover and scheduling decisions cannot be communicated over established mmWave
links. According to the 5G PPP Architecture Working Group [34], control and data
plane split architecture (CDSA) should be used to provide a unified control framework
for 5G. When considering mmWave small cells, the benefits of this approach are clear.
User plane data can be transmitted at high rates using mmWave, while control messages
are exchanged over much more robust channels of sub-6 GHz macro cells.
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Figure 2.5: Example of intra-frequency MCo with sub-6 GHz and mmWave BSs [33]

2.1.4 Millimeter wave with self-backhauling

Self backhauling is a technique in which the same frequency band is used for both
access and backhaul links. Earlier forms (like LTE relaying) were not successful due to
high interference, resulting in significant loss of throughput and increase in latency [7].
This is not expected to be a problem with mmWave, because the use of narrow beams
results in interference isolation. However, the use of multiple hops still introduces a
lower throughput and a higher latency [35], resulting in a 1-hop maximum for some
use cases [32].

The main reason to apply self-backhauling is that it provides a cost-effective way of
backhauling ultra dense networks [7], [36]–[38]. Another positive effect is the greater
flexibility for the deployment of networks, enabling them to be rolled out in stages [32].
This also enables a smooth transition to 5G mmWave networks [39]. Polese et al. [35]
show that densification using IAB performs almost as well as an all-wired setup, when
UEs are mainly watching videos and visiting web pages. If the network is saturated
with traffic, this does not hold.

Saadat et al. [36] identify resource allocation as a major concern. The radio resources
can be shared among access and backhaul links by either multiplexing in frequency
or time, or by reserving two different sets of bandwidth resources. The former is
commonly referred to as integrated access and backhauling (IAB), although in many
cases the terms self-backhauling and IAB are used interchangeably. In [40], it is shown
that IAB results in a significantly more complex resource allocation scheme compared
to orthogonal resource division. On the other hand, it is also the most flexible option



14 Chapter 2. Background and related work

of resource allocation. As a third option, separate antennas can be used for access and
backhaul links in combination with self-interference cancellation techniques [9]. This
way, an IAB-node can transmit and receive data simultaneously, at the cost of more
complex and hence also more expensive equipment.

2.2 Millimeter wave cell planning

In general, the cell planning (CP) process consists of three phases: dimensioning, de-
tailed planning, and optimization, as shown in Figure 2.6 [41]. Even the simplest
version of cell planning is known to be an NP-hard problem, since it is an extension
of the minimal cost set covering problem [42]. The solution space is huge, even for
relatively small cellular systems. The advent of mmWave does complicate this prob-
lem even further [37]. So, using brute force to find an optimal solution is absolutely
undoable. Therefore, much research is done on deployment algorithms that approach
an optimal solution. Such heuristic algorithms try to reduce the complexity of the
problem, to find a good approximation within reasonable computation time [41].

Figure 2.6: Three phases of CP, based on [41]

CP algorithms can be developed for different goals. Some algorithms are designed for
detailed planning of small or medium sized network deployments. Such algorithms
often use an evolutionary approach, of which the genetic algorithm (GA) is the most
well-known. For example, Athanasiadou et al. [43] provide a generic analysis of ultra
dense network (UDN) deployment with mmWave, for which they minimize (1) the
deployment costs, (2) the number of users not meeting their capacity and coverage
constraints, and (3) the excess resource blocks needed at network level. They construct
a Pareto front for their optimization problem using the non-dominated sorting genetic
algorithm (NSGA) [43], which takes a solution set and evolves this by selecting the best
solutions from the set and then create new solutions based on this best ’population’.
This approach is notoriously computationally expensive but generates high quality
solutions [1].

When larger scenarios are considered or extensive simulations have to be run, approxi-
mation-based algorithms with a much better computation efficiency are developed.
Many of these are greedy construction (GC) algorithms. Such an algorithm is developed
for example by Wu et al. [44] to provide an time-efficient algorithm for mmWave CP.
This algorithm is aimed at minimizing the network deployment costs under quality-of-
service (QoS) constraints like the rate coverage probability.
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Below, two specific scenarios of mmWave CP are presented. These deal with the aspects
that are considered in this thesis, namely multi-connectivity and self-backhauling.

mmWave CP with MCo
For data-link mmWave communication, DPS-CoMP can be used to perform fast han-
dovers in case of blockages. To promote the chance for a suitable alternative link, BSs
must be close to users and preferably located in different directions. In [8], Devoti et
al. found that this can be effectively scored by a combination of link length (LL) and
angular diversity (AD), in which LL is determined as the average link length and AD
as the average of the minimal angles between any pair of links for each UE. This is the
first work to propose and test this approach. We could also not find any other work
incorporating MCo in mmWave CP.

CP with mmWave backhauls
Rezaabad et al. [9] propose an NSGA algorithm for planning a 5G mmWave small
cell (SC) network, either with or without self-backhauling. For wireless backhaul links,
separated highly directional horn antennas are assumed to limit interference with user
access links. In their model, they include costs for deploying a cable between a BS to a
fiber access point (FAP), for the installation of an optical splitter at the FAP, and for
using the feeder fiber. Using the algorithm, the costs of BS deployment are minimized
and the number of users whose throughput requirement is satisfied is maximized. Con-
straints are used to ensure cell coverage and provide sufficient capacity in both access
and backhaul links.

Muñoz et al. [37] propose a heuristics based algorithm for planning additional mmWave
small cells with mmWave backhauls in existing HetNets with macro cells (MCs) and
SCs. MCs are provided with a fiber backhaul, and all SCs are connected via a mmWave
backhaul link to exactly one other SC or an MC. Two steps are taken in the algorithm:
(1) provide coverage for user demand and (2) adapt to satisfy backhaul constraints.
For this, blockages are not considered, neither is MCo. An SC within LoS of another
MC or SC is considered connected with the core network.

We conclude that not much research has been carried out toward mmWave CP with
MCo. More research has been done on the field of mmWave backhauls and, more
specifically, mmWave IAB, but the influence of this on the CP process is not fully
understood yet. For example, the use of IAB sounds very promising in combination
with MCo, but we also found no studies on that subject. Therefore, our contributions
will be on this subject, as presented in the next section.
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2.3 Contributions

For this thesis, a computationally efficient CP algorithm will be developed. The goal
of this is two-fold: Firstly, the algorithm is developed to provide design insights in
the deployment of BSs when using both MCo and IAB. Secondly, it can be used as a
tool for the first phase of the actual CP process, namely pre-planning, and it may be
expanded to serve for the detailed planning as well. The relevant research contributions
are listed as follows.

• Novel approximation algorithm
Like the algorithm in [1], we design an algorithm that consists of multiple phases,
of which two phases are greedy. Along the greedy phases, three optimization
phases are defined. However, unlike the algorithm of [1] that minimizes the cost
under QoS constraints, we will minimize the costs and then, as long as it does
not increase the system costs, maximize the access reliability simultaneously.

• Deploying mmWave BSs with MCo
To counteract the blockage proneness of mmWave links, our algorithm will be
able to plan a K-coverage network for any K. Of course, the deployment may
fail if not enough candidate sites (CSs) are provided to cover all TPs sufficiently.

• Deploying mmWave BSs with IAB
In addition to the deployment for access reliable MCo as in [8], we will also
include IAB to reduce the network deployment costs. We will consider the costs
of using fiber backhauls in the same way as done in [9].

• Apply an access reliability metric
In our algorithm, access reliability will be measured as the angular diversity and
link length score, as presented in [8]. This means that we will try to minimize
the average link length, and to maximize the average angular diversity. Angular
diversity is determined by the smallest angle between two links that connect a
TP to a BS, considering all links of a TP.

In short, this thesis contributes to cell planning theory by designing a planning algo-
rithm for the deployment of a mmWave small cell network, considering both multi-
connectivity and self-backhauling. To the best of our knowledge, no such research has
been performed earlier. We specifically consider ITS scenarios in which vehicles and
their passengers are provided with a broadband internet connection.
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System model

In this chapter, we explain how we modeled our system for network deployment. The
system consists of three main components: (1) test points (TPs) representing the user
demand; (2) fiber access points (FAPs) providing internet access over fiber cables; and
(3) candidate sites (CSs) at which BSs can be deployed. A BS can either be anchored
(anchored base stations (A-BSs)), meaning it is connected by fiber to an FAP, or
wirelessly backhauled (wireless base stations (W-BSs)) via an A-BS. It must be noted
that all A-BSs together must have sufficient capacity to provide all TPs for their needs,
since their data has to be sent by an A-BS, either directly or via a W-BS. Figure 3.1
gives a schematic overview of the possible connections between the system components.

TP FAP W-BS CS A-BS

Figure 3.1: System Component Hierarchy

In the remainder of this chapter, we will first describe how we modeled the locations
of all system components and their mutual connections. Then, we present our channel
model.

17
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3.1 Component locations and possible links

In this section, we describe how we model the system components and their relevant
attributes for network deployment. These are also summarized in Table 3.1. The
variables that we use to denote the actual deployment are described in Section 4.1.

Let nTP be the number of test points, and let TP = {0, 1, .., nTP − 1} be the set of all
test points. TPs represent vehicles with roof-mounted antennas. Each i ∈ TP has a
demand of Di Mbps, and is appointed full demand links to K BSs, of which at least
one must be anchored. All BSs are located at candidate sites. Let nCS be the number
of candidate sites, and let CS = {0, 1, . . . , nCS − 1} be the set of all candidate sites.
Each BS is indicated with its index in CS. The total bandwidth capacity of BS j is
denoted as CC

j .

For each TP, exactly one A-BS is appointed as its primary BS. It provides a link
with the lowest latency. All other BSs serving the same TP (including A-BSs) will be
wirelessly backhauled by it. This way, the requirement of each TP having a primary
BS keeps the latency low, even if a wireless backhaul link is used. In that case, each
path is maximized to 2-hop communication, namely from the TP to the W-BS, and
then from the W-BS to the primary A-BS.

Access links
To choose CSs for BS deployment, three attributes of each candidate site j are consid-
ered. Firstly, the link length between any TP i and a CS j is stored in an nTP × nCS

matrix L. Lij is the euclidean distance between i and j. Secondly, let A be an nTP×nCS

binary coverage matrix that denotes whether LoS communication is possible for an ac-
cess link between a TP i and a CS j, in which case Aij = 1. LoS communication is
considered feasible when two conditions are met, namely (1) there is no static blockage
(e.g. building) between i and j, and the link length must be below a maximum value,
i.e. Lij < Lmax. Lastly, the angle between any two possible links is stored in the
nTP × nCS × nCS matrix Θ, such that Θijj′ is the angle between two LoS links from
CSs j and j′ to TP i with j 6= j′.

Backhaul links
Let nFAP be the number of fiber access points, and let FAP = {0, 1, . . . , nFAP − 1}
be the set of all FAPs. The throughput of an FAP is not considered, since this is very
likely not the bottleneck. The length of a fiber cable to connect CS j to FAP p is
stored in an nCS × cFAP matrix F . For wireless backhaul links, their length is stored
in the nCS × nCS matrix S. Furthermore, the nCS × nCS binary coverage matrix B

stores whether LoS communication is feasible between CSs, based on static blockages
and S < Lmax, similar to A.
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Table 3.1: Parameters representing deployment environment data

Parameter Unit Size Description
TP nTP Set containing all test points.
CS nCS Sets containing all candidate sites.
FAP nFAP Sets containing all fiber access points.
i, j, p Indices used for the elements of the system

components: i ∈ TP , j ∈ CS, and p ∈
FAP .

CC
j MHz nCS The total capacity of each BS j.

Di Mbps nTP The demand of each TP i.
K 1 The number of full demand links that

should be available for each TP.
Aij nTP × nCS Indicates whether a LoS link is possible

between each combination of TP i and
BS j.

Lij meter nTP × nCS The distance between each combination of
TP i and CS j.

Lmax meter 1 The maximum link length for both access
and backhaul links.

Θijj′ degree nTP × nCS × nCS The angle between each pair of links from
two different CSs j and j′ to one TP i.

Bjj′ nCS × nCS Indicates whether a LoS link is possible
between each pair of BSs j and j′.

Sjj′ meter nCS × nCS The distance between each pair of BSs j

and j′.
Fjp meter nCS × nFAP The distance between each combination of

BS j and FAP p.
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3.2 Channel model

Since mmWave channels are noise-limited and are barely influenced by interference
(SNR ≈ SINR) due to highly directional communication [7], we only consider the
signal to noise ratio (SNR) value. To calculate the SNR for any link between a CS j

and a TP i, the following formula is used:

SNRij =
PBS
j GTX

j GRX
i PL−1(d)

PN

(3.1)

where PBS
j and GTX

j are the transmit power and antenna transmit gain of BSj, GRX
i

is the antenna receive gain of a user at TP i, PL(d) is the Path Loss over distance d,
and PN is the noise power.

The antenna gain values are the maximal antenna gain, assuming that the transmit
and receive beams are perfectly aligned. We adopt the LoS path loss model presented
in [26], which is based on the Friis free space path loss model, given by the following
formula in dB:

PL(d) = β ·
(
20 log10

(
4π

λ

)
+ 10 α log10 (d)

)
(3.2)

where d is the link length, λ is the wave length, α is the path loss exponent, and β is
the slope correction factor resulting from fitting the path loss model to the empirical
data in [26].

The required bandwidth for providing a given throughput over a given distance is
calculated from the SNR value. For this, the Shannon capacity is calculated, and a
overhead of 25% is taken into account for control signals, mostly for beam tracking.
The formula is as follows for an access link.

Ca
ij =

Di

log2(1 + SNRij)
· 1.25 (3.3)

where Ca
ij is the required bandwidth capacity in MHz for a full demand link, Di is the

full demand of TP i in Mbps, and SNRij is the SNR for a link between a CS j and a
TP i as defined in (3.1).

For backhaul links, the capacity Cb
ij is calculated likewise. Note the index is ij, and not

jj′. This can be done, since each TP must be assigned one primary link to an A-BS,
say j′. Therefore, Cb

ij is the bandwidth capacity needed for backhaul link between CS j

and CS j′, in which A-BS j′ is the primary BS for TP i.



Chapter 4

Formal description of the optimiza-
tion problem

In the previous chapter, we have defined the notation of the deployment environment.
This chapter presents mmWave CP with MCo and IAB as an optimization problem.
Because CP problems are known to be NP-hard [42], the problem will not be solved,
but rather be used to define the problem clearly and gain insight to develop a heuristic
algorithm in the next chapter. The optimization problem aims to minimize the de-
ployment costs. Since the costs are influenced by the number of W-BSs and not by
their locations, the minimal budget can be achieved by multiple different deployments.
To choose the best deployment, we introduce another objective function with a lower
priority. The secondary objective function aims to optimize for access reliability.

Our algorithm will select CSs to place BSs for serving the TPs, and determine which
BSs should connect to which FAPs. Those system components and their connections
are used as input, as described in Chapter 3. We define several decision variables and
helper variables in this chapter. These are also used in Chapter 5 to explain how our
algorithm works.

This chapter is organized as follows. First, Section 4.1 describes the decision variables.
Then, we introduce the two objective functions in Sections 4.2 and 4.3. Finally, the
constraints are given and the optimization problem is formulated in Section 4.4.

4.1 Decision and helper variables

Below, we first describe the decision variables, which are all binary. These variables are
listed in Table 4.1. Then, we explain how the capacity assignment can be derived from
these variables. For this, we introduce a number of helper variables. These variables
are listed in Table 4.2.

21
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For mmWave CP with MCo and IAB, two issues must be decided on. Firstly, it must
be decided where the BSs should be placed. This is tracked in a binary vector oj,
where oj = 1 means that the CS j is occupied by a mmWave BS. This can also
be noted as j ∈ CSo. The set CSo ⊆ CS consists of all occupied CSs by a BS,
whereas CSu ⊆ CS contains all unoccupied CSs. Therefore, CS = CSo ∪ CSu and
CSo ∩ CSu = ∅. Likewise, wj indicates whether the BS at CS j is provided with a
fiber backhaul. Naturally, wj = 1 implies oj = 1. This can also be noted as j ∈ CSw,
where CSw ⊆ CSo. The set CSw ⊆ CSo contains all W-BSs (wj = 0).

Links between TPs and BSs are stored in the nTP × nCS binary matrix aij, where
aij = 1 means that a link is selected. Links can only be selected if it is a possible link
according to Aij, so aij ≤ Aij must hold. Each TP i has one full demand link to an
A-BS j that is referred to as its primary link, and all other links are called secondary
links. Primary links are stored in a binary nTP × nCS matrix p as pij = 1. All other
BSs j′ serving TP i are wirelessly backhauled to its primary BS j, even if those are
anchored as well. This way, latency can be reduced since packets can be rerouted
directly by the primary BS when a link gets blocked. For secondary links, backhaul
link assignment is recorded in the nCS × nCS binary matrix b, where bjj′ = 1 means
that BS j′ is wirelessly backhauled by primary BS j.

Secondly, it must also be decided which FAPs should be used for A-BSs. For each
FAP, a binary vector up indicates whether it is used, where up = 1 means that at least
one BS is connected to this FAP. The matrix f denotes backhaul connections between
BSs and FAPs, where fjp = 1 means that the A-BS at CS j is connected to FAP p

with a fiber cable of Fjp meter.

A number of helper variables are defined to make sure that all TPs can be served their
full demand simultaneously. Bandwidth assignment is stored in nTP ×nCS matrices ca

and cb for access and backhaul links. Its content is determined as follows. For primary
links, caij will be assigned Ca

ij, as calculated in (3.3). Since all links are full demand
links in our system, the capacity for secondary links is reserved in caij like for primary
links. Hence, aij and caij are directly related as follows: aij = 1 =⇒ caij = Ca

ij.

For backhaul links, bandwidth capacity is reserved similarly. Each BS j′ serving TP i

(pij′ = 0, aij′ = 1) reserves Cb
ij′ MHz, which is tracked in cbij′ . A primary BS j,

however, only reserves the maximum bandwidth needed at any time. Therefore, if
no backhaul link bandwidth exceeds caij, cbij will be set to 0. Otherwise, the extra
bandwidth needed for the longest backhaul link will be set in cbij, calculated as follows:
cbij′ − caij, c

b
ij′ ≥ cbij′′∀j′′ ∈ CS.
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Table 4.1: Decision variables, all binary

Variable Size Description
aij nTP × nCS Indicates whether a possible access link between TP i

and CS j is selected.
bjj′ nCS × nCS Indicates whether a possible backhaul link between

CS j and CS j′ is selected.
fjp nCS × nFAP Indicates whether a fiber link between CS j and

FAP p is selected. This makes BS j an A-BS (wj = 1)
and also implies up = 1.

oj nCS Indicates whether a CS j is occupied. If oj = 1, this
can also be referred to as BS j.

pij nTP × nCS Indicates whether a selected access link between TP i

and CS j is the primary link of a TP i.
up nFAP Indicates whether an FAP j is used, i.e. at least one

BS is connected to it.
wj nCS Indicates whether a BS j is anchored, i.e. it is pro-

vided with a fiber backhaul link. If wj = 1, BS j is
an A-BS.

Table 4.2: Helper variables for capacity assignment and delivered demand

Variable Unit Size Description
cCj MHz nCS The used bandwidth capacity of BS j.
caij MHz nTP × nCS The reserved bandwidth capacity at BS j for

the access link of TP i.
cbij MHz nTP × nCS The reserved bandwidth capacity at BS j for

the backhaul link of TP i.
di Mbps nTP The total delivered demand over all selected

links.
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4.2 Deployment costs

The primary objective is to minimize the total network deployment costs. These are
calculated from two parts, namely the BS deployment costs and the fiber deployment
costs. The expenditures are denoted as variables of the general form EX

i , where X

denotes the type of expenditure, and i is an index or a combination of indices of
involved system components. In particular, ED

j is the deployment cost of a BS at
CS j. The deployment costs of BSs at all selected CSs (oj = 1) are therefore:∑

j∈CS

ojE
D
j (4.1)

The costs of connecting BSs with fiber cables to FAPs is calculated from three elements:

1. The costs of installation of an optical splitter for connecting to FAP p is EF
p ,

with which the costs of all used FAPs (up = 1) can be calculated as follows:∑
p∈FAP

upE
F
p (4.2)

2. The costs of the fiber deployment between the CS j and FAP p is determined by
two factors. First, the costs of the cable per length unit, denoted as EC . Then,
this must be multiplied by the distance Fjp. The costs of all cables to be deployed
between any selected FAP p and A-BS j (fjp = 1) are therefore:∑

j∈CS

∑
p∈FAP

fjpE
CFjp (4.3)

3. The additional costs of the hardware (e.g. a modem) for connecting an A-BS at
CS j (wj = 1) to a fiber compared to a W-BS is EA. This leads to the expression:

∑
j∈CS

wjE
A (4.4)

The total expenditure of network deployment is therefore:

Etot =
∑
j∈CS

ojE
D
j +

∑
p∈FAP

upE
F
p +

∑
j∈CS

∑
p∈FAP

fjpE
CFjp +

∑
j∈CS

wjE
A

Which can be rewritten as follows.

Etot =
∑
j∈CS

(
ojE

D
j + wjE

A
)
+

∑
p∈FAP

upE
F
p +

∑
j∈CS

∑
p∈FAP

fjpE
CFjp (4.5)

In this formula, all expenses of network deployment are summed in this order: deploy-
ment costs for BSs and fiber connections, the utilization of FAPs, and the costs for
connecting A-BSs to FAPs.
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4.3 Blockage sensitivity

The secondary objective function aims to maximize the access reliability under dynamic
blockages as in [8]. We will express it as blockage sensitivity, which will be minimized.
To describe and quantify this, two network characteristics are used as input, namely
the angular diversity (AD) and the average link length (LL) for each TP, as elaborated
below. A simple example scenario is presented in Figure 4.1. This approach has been
proved effective by Devoti et al. [8]. In their study, they used randomly placed dynamic
obstacles of small size. Therefore, the angular diversity was used to counter self-
blockage, and link length to reduce the chance of an obstacle intervening the link. Since
we consider roof-mounted antennas on vehicles, the LL argument still holds. Angular
diversity, however, serves another purpose, namely to decrease the probability for large
moving obstacles like trucks and buses to obstruct multiple links simultaneously. How
values for these metrics are calculated in [8] is explained below.

θ1

θ2θ3

TP FAP W-BS CS A-BS

Figure 4.1: TPs with 3-connectivity

Angular Diversity: The AD score is denoted as RA. Its value is determined using the
minimum angle δi between any two selected links for a TP. δi is defined as follows.

δi ≤ Θijj′ + 2π(2− aij − aij′) ∀j, j′ ∈ CS, ∀i ∈ TP

For example, in Figure 4.1 δi would be θ2. Note that the angles between non-selected
BSs for a TP are de-activated using a big-M technique. This works as follows. Only
when both BSs j and j′ are serving TP i, aij = aij′ = 1 holds. In any other case, the
angle is dismissed as possible candidate for smallest angle by adding one or two times
2π.
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RA, the normalized average of all values for δi, is calculated as follows:

RA =
1

nTP

∑
i∈TP

δi
M

(4.6)

where the constant M = 2π
K

is the maximum possible value for δi, to make RA assume
a value in [0, 1]. This value should be maximized to reduce the blockage sensitivity.

Average Link Length: The LL score is denoted as RL. This is determined by the
average length of all nTP ·K links in the system. The average link length for a TP i,
`i, is calculated as follows.

`i =
1

K

∑
j∈CS

aijLij ∀i ∈ TP

where aij selects only the lengths of the used links.

The normalized average of all link lengths RL can then be calculated as follows:

RL =
1

nTP

∑
i∈TP

`i
Lmax

(4.7)

where the value of `i is normalized by the the maximum link length parameter Lmax

to make RL assume a value in [0, 1]. This value should be minimized to reduce the
blockage sensitivity.

Combined: These two functions can be combined in one objective function to be mini-
mized. To accomplish this, the value for angular diversity (which should be maximized)
must be inverted by subtracting it from 1. Furthermore, the auxiliary variable χ is in-
troduced to set the balance between the two blockage sensitivity metrics. This results
in:

RAL =
1

nTP

∑
i∈TP

(
χ · `i

Lmax
+ (1− χ) ·

(
1− δi

M

))
(4.8)

where χ must be set to a value in [0, 1].
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4.4 Optimization problem formulation

Our algorithm will deploy a mmWave network while trying to minimize the costs (Etot)
and then to also maximize the access reliability (RAL). Both objectives have been for-
malized in Section 4.2 and Section 4.3, respectively. In this section, further constraints
for our system are explained and formalized in (4.9b) - (4.9o).

The constraints can be divided in four categories according to their purpose: (1) Defin-
ing backhaul links between BSs and FAPs, eventually relayed over A-BSs. (2) Defining
user links from BSs to TPs, and (3) Constraining capacity assignment to what is avail-
able. (4) Define the domains of all decision variables.

(See next page for the descriptions of all constraints side-by-side to the optimization
problem.)
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Backhaul links

• Constraint (4.9b) makes sure that a fiber backhaul only connects to a CS (wj = 1)
at which a BS is placed (oj = 1).

• Constraint (4.9c) limits wireless backhaul links to links between a deployed A-BS
(wj = 1) and a deployed BS (o′j = 1), between which a LoS link is possible
(Bjj′ = 1).

• Constraints (4.9d) and (4.9e) force each fiber backhaul fjp to connect an A-BS
to a used FAP (up = 1), and let each A-BS be connected to exactly one FAP.

• Constraint (4.9f) demands that the secondary BSs j′ of each TP i can be LoS-
backhauled by its primary BS j.

Access links

• Constraint (4.9g) requires the number of links for each TP i to be equal to K.

• Constraint (4.9h) limits the selection of active links (aij = 1) for each TP to
those that provide a LoS connection to a deployed BS (oj = 1).

• Constraints (4.9i) and (4.9j) define the primary link of each TP to be a link to
an A-BS (wj = 1) and limit the number of primary links to 1.

Capacity assignment

• Constraint (4.9k) requires that each BS j serving a TP i reserves bandwidth
capacity for a full demand access links.

• Constraint (4.9l) demands that sufficient backhaul bandwidth is reserved for
secondary BSs. A secondary BS j serving TP i means that aij = 1 ∧ pij = 0.
In that case, the backhaul bandwidth for a full demand link (Cb

ij) should be
reserved. In all other cases, namely for primary BSs and unoccupied CSs, this
constraint sets the minimum reserved bandwidth to 0.

• Constraint (4.9m) demands that sufficient bandwidth is reserved at primary base
stations for the longest backhaul link, since only one path will be active at any
time. The primary BS j of TP i has pij = 1. In that case, the extra bandwidth
with respect to caij needed for the longest backhaul link to any secondary BS j′

should be reserved in cbij. When all backhaul links need less bandwidth than
the primary link (caij), the right hand value of this constraint will be negative.
However, constraint (4.9l) then limits the extra reserved bandwidth to be at least
0, as noted above. The same holds for this constraint: when pij = 0, the right
hand side will be 0.

• Constraint (4.9n) requires the reserved capacity for both access and backhaul
links for each BS j to never exceed its available bandwidth CC

j .
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Domains of decision variables

• Constraint (4.9o) defines all decision variables to be binary.

Finally, it should be noted that the objective functions are given in order of priority.
This means that the system costs Etot should be minimized first, and then the AD&LL-
score RAL should be minimized without introducing extra costs. The optimization
problem is given as follows.

minimize
aij, pij, bjj′ , fjp, oj, wj, up

[Etot, RAL] (4.9a)

subject to
wj ≤ oj ∀j ∈ CS, (4.9b)
bjj′ ≤ wjoj′Bjj′ ∀j, j′ ∈ CS : j 6= j′, (4.9c)
fjp ≤ up ∀j ∈ CS, ∀p ∈ FAP, (4.9d)∑

p∈FAP

fjp = wj ∀j ∈ CS, (4.9e)

aij′ ≤ pijbjj′ ∀i ∈ TP, (4.9f)
∀j, j′ ∈ CS : j 6= j′,∑

j∈CS

aij = K, ∀i ∈ TP, (4.9g)

aij ≤ ojAij ∀i ∈ TP, ∀j ∈ CS, (4.9h)
pij ≤ wjaij ∀i ∈ TP, ∀j ∈ CS, (4.9i)∑

j∈CS

pij = 1 ∀i ∈ TP, (4.9j)

caij = aijC
a
ij ∀i ∈ TP, ∀j ∈ CS, (4.9k)

cbij ≥ aij(1− pij)C
b
ij ∀i ∈ TP, ∀j ∈ CS, (4.9l)

cbij ≥ pij · (caij − bjj′C
b
ij′) ∀i ∈ TP, ∀j, j′ ∈ CS, (4.9m)

CC
j ≥

∑
i∈TP

caij + cbij ∀j ∈ CS, (4.9n)

aij,bjj′ , pij, fjp, up, oj, wj ∈ {0, 1}, ∀i ∈ TP, ∀p ∈ FAP, (4.9o)
∀j, j′ ∈ CS : j 6= j′



30 Chapter 4. Formal description of the optimization problem



Chapter 5

Introducing the MIND-GO algorithm

This chapter presents our proposed approximation algorithm for mmWave BS deploy-
ment, considering their backhaul types. We name it the MCo with IAB mmWave
Network Deployment using Greedy construction with Optimization (MIND-GO) al-
gorithm. The former chapter presented the optimization problem to make the two
objectives and all the constraints clear. With the MIND-GO algorithm, we intend to
approach the optimal solution with polynomial computation complexity, which is the
best achievable. This is known to be possible with greedy construction (GC) algo-
rithms [10].

For GC, all CSs are scored, and a BS is deployed at the highest scoring CS. This is
repeated until all TPs are sufficiently covered. The two phases that place new BSs apply
this approach. Additionally, three optimization phases are included to obtain a better
solution, while keeping the complexity polynomial. Below, we will first describe the five
phases of the MIND-GO algorithm on a high level. Then, we will briefly recapitulate
the parameters and variables as presented in the previous chapters. Finally, we will
describe each phase in more detail and determine its computational complexity.

The MIND-GO algorithm consists of the following five phases.

1. Use GC to select a subset of CSs for A-BS placement, providing sufficient capacity
for all TPs for full demand access and wireless backhaul links.

2. Remove BSs that are not needed and select the shortest links as primary.

3. Use GC to select a subset of unoccupied CSs for Wireless BS placement to provide
multi-connectivity to all TPs.

4. Swap used links with unused links as long as this reduces the blockage sensitivity.

5. Try to reduce the system costs by removing as much BSs as possible.

31
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Throughout all these phases, the aim is to minimize the objective functions for costs
(Etot) and AD&LL-score (RAL). This is mainly achieved by the final two phases. The
aims of the five phases are as follows. Phase 1 deploys more BSs than needed, such
that the best locations of A-BSs for primary links can be selected in Phase 2. Phase 2
namely removes A-BSs that only cover TPs that can already be served by other A-BSs
and then selects one primary link for each TP. Phase 3 then deploys W-BSs for K-
connectivity and assigns only full demand links to TPs, selecting links with the best
AD&LL score first. Phase 4 improves the AD&LL score to make sure the best BSs are
not removed in the final phase. This phase does not influence the system costs, but
only alters the link assignment. Finally, Phase 5 first removes as much fiber backhaul
cables as possible, and then as much W-BS as possible. This is tried for each BS,
starting with the one with the lowest number of links. This way, the costs are reduced
at the cost of AD&LL score, but due to Phase 4 this score is kept as high as possible. In
Algorithm 1, an overview is given of which sub-algorithms are executed in each phase.

Algorithm 1: BS Deployment: main algorithm
Input : TP , CS, FAP , A, L, Θ, B, CC , D, F , Ca, Cb, Cmax, χ, ΓA, ΓW

Output: a, p, b, f , and their derivatives o, w and u

Phase 1: Initial deployment of A-BSs for 1-connectivity
1 while any TP i has no full demand link: ∃i ∈ TPP, ∀j ∈ CS : aij < 1 do
2 run Algorithm 1.1a and 1.1b

Phase 2: Remove A-BSs and select primary links
3 run Algorithm 1.2a and 1.2b

Phase 3: Initial deployment of W-BSs for K-connectivity
4 run Algorithm 1.3

Phase 4: Swap links to optimize AD&LL-score
5 run Algorithm 1.4

Phase 5: Remove obsolete BSs to reduce costs
6 run Algorithm 1.5a and 1.5b

The inputs for the MIND-GO algorithm can be divided into four categories. First, the
three sets of the system components (TP , CS and FAP ) are needed.

Next, there are the matrices A, L, Θ, B, CC , D, and F , defining the scenario, as
described in Chapter 3. These are summarized in Table 3.1. Note that S is not used as
input for the algorithm. Its value is namely only used to calculate the needed backhaul
link capacity Cb, as described below. The access link length L, however, is used as
input since it is needed to calculate the AD&LL score, combined with Θ.



33

Additionally, the required bandwidths for full demand links are supplied to the algo-
rithm with Cx-names. These are calculated from the wireless link lengths (in L and
S), as explained in Section 3.2 (see formula (3.3) in particular). The notation and use
of these variables is summarized in Table 5.1. The d and cx variables are not listed as
in- and output variables for the sub-algorithms, since they can be calculated from a

and the D/Cx parameters.

Table 5.1: Link capacity values in MHz as calculated from map parameters

Constant Variable Description
Ca

ij caij Ca represents the needed bandwidth capacity for a full
demand access link (Di) from BS j to TP i, ca represents
the used capacity, and equals aij · Ca

ij or Cmax
i .

Cb
ij cbij Cb represents the needed bandwidth capacity for a full

demand backhaul link from BS j to the primary base
station (P-BS) of TP i, cb represents the used capacity
(see Section 4.4, explanation of (4.9l) and (4.9m)).

Cmax
i caij Cmax is the bandwidth capacity needed for a full demand

link (Di) of TP i when the link length equals Lmax, ca

is set to this value in the first two phases to make sure
enough bandwidth can be assigned to backhaul links in
Phase 3.

The final three parameters are vectors containing scoring weights. The first of these is
χ to set the balance between AD and LL in the AD&LL score. The other two, ΓA and
ΓW , define the weights of the partial scores of CSs for respectively A-BS and W-BS
deployment. These are detailed in the descriptions of phases 1 and 3 below.

The decision variables of the MIND-GO algorithm are explained in Chapter 4. These
are summarized there in Table 4.1. These variables are used as input for some sub-
algorithms, because they build on the results of former algorithm steps.



34 Chapter 5. Introducing the MIND-GO algorithm

Now, we will discuss the 5 phases in more detail.

5.1 Initial deployment of A-BSs for 1-connectivity

In the first phase, A-BSs are deployed for 1-coverage. This is done in two steps. The
first step is to deploy sufficient A-BSs that jointly provide the needed capacity for all
TPs. The pseudo-code for this is given in Algorithm 1.1a. This step results in at least
one full demand link for each TP to an A-BS, denoted by a, and the fiber links from
those A-BSs to FAPs, denoted by f . From those variables, the values of o, w and u

can be derived. The input needed for this step includes the sets of system components.
Furthermore, the matrices A and F are needed to decide where to place the A-BSs, as
well as the lists with the available capacity at each BS (CC) and the needed capacity
for full demand links (Cmax).

As said before, a greedy approach is applied in this step. For this, each CS is scored
at line 2. These scores (z) are based on three properties as listed below.

1. The length of the fiber cable to the closest FAP, divided by the longest fiber
cable length. This value is inverted by subtracting it from 1.

2. The number of TPs within reach according to A that are not served their full
demand (di < Di), divided by the resulting maximum.

3. The average AD&LL score for all those TPs.

Each of these result in a value in [0, 1] and is assigned a weight in the parameter ΓA.
The sum of weights is 1, so the weighed sum of partial scores is also on the scale [0, 1].

Next, at lines 4-6 an A-BS is placed at the highest scoring CS. Then, its available
bandwidth is divided equally over the covered TPs at lines 7-16. If this results in any
TP being served more bandwidth than its demand (tjs), the surplus bandwidth cs is
divided among all TPs that are not assigned a full demand link to the newly placed
CS j (tjr). Note that some bandwidth may remain unused if tjr = ∅ but tjs 6= ∅.
Finally, the link size relative to full demand is calculated and the newly delivered
demand is added to di at lines 17-18. Note that the matrix a stores non-binary values
in this step. From Phase 2 and onward, a will only store binary values conform the
system model.
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Algorithm 1.1a: Deploy A-BSs until all TPs are sufficiently covered
Input : TP , CS, FAP , A, L, Θ, F , CC , Cmax, χ, ΓA

Output: a, f , and their derivatives o, w and u

1 while any TP i is not served its full bandwidth: ∃i ∈ TP : di < Di do
2 let z be the scores for A-BS placement for each CS j ∈ CSu

3 let j ∈ CSu be the CS with the highest score in z: zj ≤ zj′∀j′ ∈ CSu

4 deploy an A-BS at CS j ∈ CSu: oj ← 1, wj ← 1

5 remove j from CSu, add it to CSo: CSu ← CSu \ {j}, CSo ← CSo ∪ {j}
6 connect j with the nearest FAP p: fjp ← 1, Sjp ≤ Sjp′ ∀p′ ∈ FAP

7 let t ⊆ TP be all TPs that have some remaining demand:
t← {i ∈ TP | di < Di}

8 let tj ⊆ t be all TPs within LoS of CS j: tj ← {i ∈ t| Aij = 1}

9 divide the bandwidth of CS j equally among TPs in tj: caij ←
CC

j

|tj | ∀i ∈ tj

10 let tjs ⊆ tj be all TPs with more bandwidth from CS j than needed for
their demand at maximum link length: tjs ← {i ∈ tj| caij > Cmax

i }
11 while tjs 6= ∅ do
12 calculate the surplus bandwidth: cs ←

∑
i∈tjs

(
caij − Cmax

i

)
13 let tjr ⊂ tj be all TPs with less bandwidth from CS j than needed for

their demand: tjr ← {i ∈ tj| caij < Cij}
14 remove the surplus bandwidth from the TPs: caij ← Cmax

i ∀i ∈ tjs

15 divide the surplus bandwidth cs equally over all TPs in tjr:
caij ← caij +

cs

|tjr| ∀i ∈ tjr

16 determine which TPs have surplus bandwidth now:
tjs ← {i ∈ tjr| caij > Cmax

i }

17 calculate the link size: aij ←
caij

Cmax
i
∀i ∈ tj

18 update total delivered demand: di ← di + aij ·Di ∀i ∈ tj
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The complexity of the first step is O(nCS × nFAP × nTP + nCS × n2
TP ). This is mainly

the result of the score calculation for each CS. The three partial scores for each CS
are either determined by its links to FAPs or by its links to TPs This results in a
complexity of O(nCS × nFAP + nCS × nTP ). Since the score is recalculated after an
A-BS is placed, this has to be multiplied by nTP . For each TP namely at most one
A-BS must be deployed, in the worst case. Therefore, the number of placed A-BSs is
constrained by nTP .

The second step of Phase 1 is to form as much full demand links as possible. This
is detailed in Algorithm 1.1b. This step results in a binary a matrix, since only full
demand links are created. For this, entirely new links will be created between the
placed A-BSs and the TPs. Therefore, only o is needed as input variable, in addition
to some system parameters.

This step has a complexity of O(n2
TP ), because for each placed A-BS, its covered TPs

are provided a full demand link. The number of A-BSs is constrained by nTP , as noted
above.

The reorganization of links is done for each deployed A-BS. For this, first a set oj of all
A-BSs covering the same TPs in tj is composed (lines 2-5). Then, a full demand link
is assigned to each covered TP, every time choosing the shortest links of all covering
A-BSs. The newly covered TP is subsequently removed from the set tj at line 11.
When an A-BS has not enough bandwidth available, it is removed from the set oj at
line 13.

Some TPs might be unconnected after this step has been executed because the first step
of this phase only guarantees enough total bandwidth. Hence, only links for partial
demand might be available for some TPs. If this is the case, new A-BSs need to be
placed using Algorithm 1.1a. Therefore, both steps of this phase are repeated until all
TPs have at least one full demand link, as can be seen at lines 1-2 of Algorithm 1.
This loop is executed two times at most, since only a few TPs will be left uncovered
after the first run. Hence, this loop does not contribute to the big-O complexity. The
complexity of this phase is O(nCS×nFAP×nTP+nCS×n2

TP ), since this is the maximum
complexity of both steps.
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Algorithm 1.1b: Reorganize links to form as much full demand links to
A-BSs as possible

Input : TP , CS, A, CC , Cmax, o
Output: a

1 for each deployed BS: j ∈ CSo do
2 let tj ⊆ TP be all TPs connected to BS j: tj ← {i ∈ TP | aij > 0}
3 only keep all TPs in tj that have no full demand link yet:

tj ← {i ∈ tj| @j′ ∈ CSo : aij′ = 1}
4 let oj ⊆ CSo be all BSs serving the TPs in tj (including j):

oj ← {j′ ∈ CSo| aij′ > 0 ∀i ∈ tj}
5 remove links to all covered TPs from all their serving BSs:

aij′ ← 0, caij′ ← 0 ∀i ∈ tj, j′ ∈ oj

6 while any covered TP has no full demand link and bandwidth is available:
tj 6= ∅ ∧ oj 6= ∅ do

7 for each covering BS: j′ ∈ oj do
8 choose the closest TP i: i ∈ tj : ∀i′ ∈ tj : Lij′ ≤ Li′j′

9 if BS j′ has enough bandwidth to serve TP i: cCj′ +Cmax
i ≤ CC

j′ then
10 make a full demand link for TP i: aij′ ← 1, caij′ ← Cmax

i

11 remove selected TP i from TPs yet to serve: tj ← tj \ {i}
12 else
13 remove BS j′ from possible serving BSs: oj ← oj \ {j′}

14 calculate new values for cC for all BSs in oj: ∀j′ ∈ oj : cCj′ ←
∑

i∈tj
(
caij′

)
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5.2 Remove A-BSs and select primary links

The second phase removes obsolete A-BSs and selects one primary link for each TP.
These two steps are explained below. Algorithm 1.2a presents the first step. It removes
A-BSs that are obsolete. An A-BS is called obsolete if all links can be removed without
breaking any constraint. This means that all covered TPs have at least one other full
demand link. In this step, a and f (and their derivatives) are altered as described
below. The resulting values of a and f from Phase 1 are taken as inputs.

To identify obsolete A-BSs, first all unused capacity of placed A-BSs is used to form full
demand links to TPs within reach according to A that are not yet covered according
to a. Short links are preferred over longer links. The pseudo-code for this is provided
at lines 1-7. Hereby, the chance for obsolete A-BSs is enlarged. Next, the obsolete
A-BSs are removed at lines 8-15. As long as there are obsolete A-BSs, the one with the
lowest score is removed. The complexity of this step is equal to that of the first step
in Phase 1, because the A-BSs are scored after one is removed. Hence the complexity
of this step is O(nCS × nFAP × nTP + nCS × n2

TP ).

In the second step, a primary link is selected for each TP. This is presented in Algo-
rithm 1.2b. The results are stored in p, and other links are removed from a. Little
input data is needed: only the link lengths in L and the already assigned links in a. In
this step, first the shortest link of each TP is selected as primary link at lines 1-3. This
has a complexity of O(n2

TP ), because for each TP its links to all connected A-BSs are
compared to find the shortest link. Then, all other links are removed at lines 4-6. This
has a complexity of O(n2

TP ) as well, since all links are checked. The overall complexity
of this phase is determined by step 1, which is O(nCS × nFAP × nTP + nCS × n2

TP ).
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Algorithm 1.2a: A-BS Deployment: Remove Obsolete A-BSs
Input : TP , CS, A, L, Θ, CC , D, F , Cmax, χ, ΓA, a, f , o, u, w
Output: a, f , and their derivatives o, w and u

1 for all placed A-BSs: j ∈ CSo do
2 let tju be all uncovered TPs within LoS: tju ← {i ∈ TP | Aij = 1 ∧ aij = 0}
3 while unused capacity and uncovered TPs are available:

cCj < CC
j ∧ tju 6= ∅ do

4 let i be the closest uncovered TP within LoS: Lij ≤ Li′j∀i′ ∈ tju

5 assign as much bandwidth as possible to TP i, but never more than
needed for its full demand: caij ← min

(
Cmax

i , CC
j − cCj

)
6 add used capacity to cCj : cCj ← cCj + caij
7 remove newly covered TP from tju: tju ← tju \ {i}

8 let oo be the set of obsolete A-BSs:
oo ← {j ∈ CSo| ∀i ∈ TP ∃j′ ∈ CSo : aij = 1⇒ aij′ = 1}

9 while there is an obsolete A-BS: oo 6= ∅ do
10 let z be the deployment score for all deployed A-BSs in CSo

11 let j be the obsolete A-BS with the lowest score: zj ≤ zj′∀j′ ∈ oo

12 remove all links from A-BS j: aij ← 0, caij ← 0 ∀i ∈ TP

13 remove A-BS j itself: wj ← 0, oj ← 0

14 remove j from CSo, add it to CSu: CSo ← CSo \ {j}, CSu ← CSu ∪ {j}
15 update oo like above (line 8)

Algorithm 1.2b: A-BS deployment: Select Primary Links
Input : TP , CS, L, a
Output: a, p, and their derivative o

1 for each TP: i ∈ TP do
2 choose the closest connected A-BS j:

aij = 1 ∧ Lij ≤ Lij′ ∀j′ ∈ CSo : aij′ = 1

3 select the link to A-BS j as primary: pij ← 1

4 for all links: i ∈ TP, j ∈ CSo do
5 if aij = 1 ∧ pij = 0 then
6 remove the link: aij ← 0, caij ← 0
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5.3 Initial deployment of W-BSs for K-connectivity

The third phase deploys W-BSs for multi-connectivity. This is presented in Algo-
rithm 1.3. In this phase, each TP is provided with K full demand links in total,
including the already assigned primary link. The new links are represented in a, and
for newly placed W-BSs a 1 is stored o. To choose W-BSs locations, the current links
in a (a = p) and possible access and backhaul links in A and B are needed as input.
Furthermore, the needed bandwidth capacities for all possible links are provided in Ca

and Cb. Additionally, the parameters L and Θ are needed to calculate the AD&LL
score, which is weighed by χ. Finally, the parameter ΓW provides the weights of the
two partial scores for each CS as listed below.

1. The number of TPs within reach according to A that are not covered K times
(ki < K), divided by the resulting maximum.

2. The average AD&LL score for all those TPs.

Each of these result in a value in [0, 1]. The sum of weights in ΓW is 1, so the weighed
sum of partial scores is also on the scale [0, 1].

This score is calculated at line 2, and the CS with the highest score is selected on the
next line. It should be noted that not only unoccupied CSs are scored, since it is very
well possible that a deployed A-BS has some remaining capacity. This can then be
used to provide a TP with a secondary link. If the selected CS is unoccupied, a new
W-BS is deployed at lines 4-6. Next, the TPs that are within reach of the selected BS
are determined at lines 7-9. Those are sorted on AD&LL score in descending order.
These are the scores for each TP if the selected BS would serve it. Then, links are
added to the selected BS as long as its capacity permits it at lines 10-19. We recall that
A-BSs have reserved bandwidth capacity for the TPs they serve for the maximum link
length (Lmax). When all served TPs are covered by K BSs, the bandwidth capacity
that is allocated for access and backhaul links can be updated to the amount that is
actually needed. This is done at lines 21-25. This way, the allocated bandwidth (cC)
is reduced, enabling it to be used for secondary links to other TPs. These links might
be changed to primary links in phase 5.

The highest complexity in this phase is achieved by the calculation of the AD&LL
scores at line 2 and line 9. The complexity thereof is O(K × nCS × nTP ), since the
two partial scores for each CS are determined by its possible links to TPs within reach.
This is then repeated until all TPs are covered by K BSs. These lines are executed for
each TP, resulting in a complexity of O(K × nCS × n2

TP ).
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Algorithm 1.3: W-BS Deployment for K-coverage
Input : TP , CS, a, p, o, A, B, CC , Ca, Cb, L, Θ, χ, ΓW , K
Output: a and b, and their derivative o

1 while any TP i is not K-covered: ∃i ∈ TP : ki < K do
2 let z be the scores for W-BS placement for each CS j ∈ CS

3 let j ∈ CS be the CS with the highest score in z: zj ≤ zj′∀j′ ∈ CS

4 if no BS deployed at CS j: oj = 0 then
5 deploy a W-BS at CS j ∈ CSu: oj ← 1, wj ← 1

6 remove j from CSu, add it to CSo: CSu ← CSu \ {j},
CSo ← CSo ∪ {j}

7 let t ⊆ TP be all TPs that have are not fully covered:
t← {i ∈ TP | ki < K}

8 let tju ⊆ t be all uncovered TPs within LoS of CS j:
tju ← {i ∈ t| Aij = 1 ∧ aij = 0}

9 sort tju based on the AD&LL link score of each link from CS j to any
i ∈ tju

10 while unused capacity and uncovered TPs are available:
cCj < CC

j ∧ tju 6= ∅ do
11 let i be the first TP in tju, with the highest score
12 if available capacity is insufficient for a full demand link:

CC
j − cCj < Ca

ij then break
13 assign bandwidth for a full demand user link to TP i: caij ← Ca

ij

14 assign bandwidth for the backhaul link to TP i: cbij ← Cb
ij

15 add used capacity to cCj : cCj ← cCj + caij + cbij
16 remove newly covered TP from tju: tju ← tju \ {i}
17 set the link size: aij ← 1

18 update total delivered demand: di ← di +Di

19 update the coverage: ki ← ki + 1

20 let tc ⊆ t be all TPs that are just now fully covered: tc ← {i ∈ t| ki = K}
21 for all newly fully covered TPs: i ∈ tc do
22 let j be the P-BS of TP i: pij = 1

23 remove the former reserved bandwidth: cCj ← cCj − Cmax
i

24 update the user link bandwidth: caij ← Ca
ij

25 set the total reserved bandwidth to the maximum of all backhaul links
and the user link of TP i: cCj ← cCj +max

(
{caij} ∪ {cbij′∀j′ ∈ CSo}

)
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5.4 Swap links to optimize AD&LL-score

In the fourth phase, the AD&LL score is enhanced until no improvement is possible.
The pseudo-code for this is presented in Algorithm 1.4. This results in changed access
and backhaul links, reflected in the values of a and b. The inputs needed for this are
the assigned links from the previous phase as represented in a, p, and b. It must also
be known which other links are possible, hence A and B are passed as parameter.
Furthermore, the demands are given as input with Ca and Cb, as well as the total
available capacity of each BS in CC . Finally, the values of L, Θ and χ are needed to
calculate the AD&LL scores.

First, the AD&LL score improvement is calculated for each link and all alternative
links at lines 1. Then, links of TPs are swapped to other BSs as long as this results in
a higher score at lines 2-12. Each iteration consists of three parts. First, the involved
TP and BSs are determined at lines 3-5. Then, the links resulting in the highest score
gain are swapped at lines 6-11. At the end of each iteration (line 12), the AD&LL
scores are updated, but only for alternative links to TP i. This results in the same
scores as when they would be calculated anew, but with linear complexity instead of
squared.

In this phase, the highest complexity is achieved again in the lines for score calculation.
We recall that the number of placed A-BSs is assumed to be of order O(nTP ). The
number of placed W-BSs is similarly assumed to be of order O(K × nTP ). Because all
alternative links (to all BSs) of each TP are considered, this results in a complexity of
O(K2×n2

TP ). Recalculating the scores is done with linear complexity O(K×nTP ), but
this is repeated until all TPs have optimal links, resulting in the same complexity as
the initial score calculation. This is assumed to be in order O(K×nTP ), since all links
could then be swapped. Therefore, the overall complexity of this phase is determined
as O(K2 × n2

TP ).
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Algorithm 1.4: AD&LL Optimization for secondary links
Input : TP , CS, a, p, b, A, B, CC , Ca, Cb, L, Θ, χ
Output: a, b

1 let zijj′ be the AD&LL score improvements for all the used secondary links
from a TP i to a CS j, when it is replaced by the unused but possible link to
CS j′ (with sufficient bandwidth available)

2 while improvement is possible: min (zijj′) > 0 do
3 let i, j be the TP and BS connected by the link with the highest score

improvement in zijj′

4 let j′ be the BS to which TP i can be connected for this improvement
5 let jp be the P-BS of TP i: pij = 1

6 remove reserved bandwidth from the P-BS of TP i:
cCjp ← cCjp −max

(
{caijp} ∪ {cbij′∀j′ ∈ CSo}

)
7 remove the reserved bandwidth at BS j: cCj ← cj − caij
8 remove link ij: aij ← 0, caij ← 0, cbij ← 0

9 add link ij′: aij′ ← 1, caij′ ← Ca
ij′ , c

b
ij′ ← Cb

ij′

10 update the reserved bandwidth at the P-BS of TP i:
cCjp ← cCjp +max

(
{caijp} ∪ {cbij′∀j′ ∈ CSo}

)
11 update the total reserved bandwidth of BS j′: cCj′ ← cCj′ + caij′ + cbij′

12 recalculate zijj′ for the improved TP i, similar to line 1
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5.5 Remove obsolete BSs to reduce costs

In the fifth phase, the system costs are reduced as much as possible. This is done in
two steps, first reducing the number of A-BSs and then the number of W-BSs. Both
steps are explained below.

In the first step, the algorithm tries to change as much A-BSs to W-BSs as possible,
as presented in Algorithm 1.5a. When an A-BS is changed to a W-BS, all decision
variables may be changed. Of course, the primary links in p are changed, and if the
primary link was not assigned as secondary link, a is changed as well. Furthermore,
the backhaul links in b are also altered, and the fiber backhaul link in f is removed. If
the involved FAP has no connected fiber links left, u is changed as well.

The input needed for this step includes all sets of system components. Furthermore, all
decision variables are needed in this step, since they can all be altered. Additionally,
the parameters denoting which links are possible (A and B) and the corresponding full
demand capacities (Ca and Cb) are used as input. Finally, the parameters L and Θ

are needed to calculate the AD&LL score, which is weighed by χ.

This step checks for each A-BS if all links can be moved to another A-BS. For this, a
copy is made of all relevant decision variables at line 1. In these copies, the algorithm
tries if all links can be moved to other A-BSs, for which the pseudo-code is given at
lines 4-20. There are two conditions to be met before all links can be moved. First,
each TP must be within LoS of an alternative primary A-BS, according to A. Secondly,
the alternative A-BSs must have all BSs serving their TPs within LoS, according to
B. If these conditions are met for all TPs is checked by moving all primary links
one-by-one to another A-BS. If moving one of the links is impossible, the algorithm
will not check the remaining links of the current A-BS j and continue with the next
A-BS (line 17). Otherwise, if all links can be moved (lines 9-14), the changes made to
the copied decision variables are applied to the real decision variables and the A-BS is
changed to a W-BS at lines 21-23. Finally, Algorithm 1.4 is executed to optimize the
AD&LL score before the next and final step is executed.

The complexity of this step is determined by the final score optimization, namely
O(K2×n2

TP ). The rest of this step has a similar complexity when K is not considered,
namely O(n2

TP ). This is true since only primary links are considered for each A-BS.
We remind the reader that the number of A-BSs is assumed to be proportional to but
less than nTP .
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Algorithm 1.5a: Decrease the number of A-BSs
Input : TP , CS, FAP , a, p, b, f , o, w, u, A, B, CC , Ca, Cb, L, Θ, χ
Output: a, p, b, f , and their derivatives o, w and u

1 let a′, p′, b′, c′a and c′b be copies of a, p, b, ca and cb

2 let sw be a flag variable indicating if the A-BS can be made wireless: sw ← 1

3 let CSw be the set of CSs occupied by an A-BS: CSw ← {j ∈ CSo| wj = 1}
4 for all A-BSs: j ∈ CSw, ordered by number of connected TPs ascending do
5 for all TPs with BS j as primary BS: i ∈ TP : pij = 1 do
6 let oj be all other serving BSs of TP i: oj ← {j′′ ∈ CSo \ {j}| aij′′ = 1}
7 let op be all alternative A-BSs with TP i and all its serving BSs in LoS:

op ← {j′ ∈ CSw| Aij′ = 1 ∧ Bj′j′′ = 1 ∀j′′ ∈ oj \ {j′}}
8 only keep BSs in op that have sufficient bandwidth for all links in a & b

9 if there is an A-BS j′ already serving TP i: {j′ ∈ op|aij′ = 1} 6= ∅ then
10 let j′ be the first CS in op: j ← op0

11 else if there is an A-BS j′ not yet serving TP i: oj 6= ∅ then
12 let zp be the AD&LL-scores of the links from TP i to all A-BSs in op

13 let j′ be the A-BS in op with the highest score in zp

14 move the link from A-BS j to A-BS j′: a′ij ← 0, a′ij′ ← 1

15 else
16 removal of fiber link is impossible: sw ← 0

17 break: do not check other TPs of this A-BS in vain

18 make the link from A-BS j′ primary for TP i: p′ij ← 0, p′ij′ ← 1

19 move all backhaul links to A-BS j′: b′jj′′ ← 0, b′j′j′′ ← 1 ∀j′′ ∈ oj

20 update all c′-variables: c′a ← a′ · Ca, c′b ← b′ · Cb

21 if A-BS can be made wireless: sw = 1 then
22 make A-BS j a W-BS: wj ← 0

23 replace a, p, ca and cb with the values of a′, p′, c′a and c′b

24 run Algorithm 1.4: improve AD&LL-score of all TPs
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In the second step, the algorithm tries to remove as much W-BSs as possible, as
presented in Algorithm 1.5b. This step results in the removal of BSs as from o, and the
respective changes in a and b. The needed input for this consists of the CS and TP

system component sets and the already formed links between them as recorded in a, p,
and b. Furthermore, LoS information from A and B is needed to find alternatives for
links of BSs that will be removed. Finally, the the capacity parameters and AD&LL-
score calculation parameters are needed as inputs.

Algorithm 1.5b: Decrease the number of W-BSs
Input : TP , CS, a, p, b, o, A, B, CC , Ca, Cb, L, Θ, χ
Output: a, b, and their derivative o

1 let a′, b′, c′a and c′b be copies of a, b, ca and cb

2 let sr be the flag indicating if the W-BS can be removed: sr ← 1

3 let CSw be the set of all CSs occupied by W-BSs: CSw ← {j ∈ CSo| wj = 0}
4 for all W-BSs: j ∈ CSw, ordered by number of connected TPs ascending do
5 for all TPs connected to BS j: i ∈ TP : aij = 1 do
6 let jp be the primary BS of TP i: pijp = 1

7 let ow be all unconnected W-BSs within LoS of both TP i and BS jp:
ow ← {j′ ∈ CSo| aij′ = 0 ∧ Aij′ = 1 ∧ Bj′jp = 1}

8 only keep BSs in ow that have sufficient bandwidth for all links in a & b

9 if there is a BS available in ow: ow 6= ∅ then
10 let zw be AD&LL-scores of the links from TP i to all BSs in ow

11 let j′ be the BS in ow with the highest score in zw

12 move the link from W-BS j to W-BS j′: a′ij ← 0, a′ij′ ← 1

13 move the backhaul from W-BS j to W-BS j′: b′jjp ← 0, b′j′jp ← 1

14 update all c′-variables: c′a ← a′ · Ca, c′b ← b′ · Cb

15 else
16 conclude removal is impossible: sr ← 0

17 break: do not check other TPs of this BS in vain

18 if sr then
19 remove W-BS j itself: oj ← 0

20 remove j from CSo, add it to CSu: CSo ← CSo \ {j},
CSu ← CSu ∪ {j}

21 replace a, p, ca and cb with the values of a′, p′, c′a and c′b

22 run Algorithm 1.4: improve AD&LL-score of all TPs
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This step works very similar to the first step of this phase. The involved decision
variables are duplicated in x′ variables at line 1. It tries to move all links of a W-BS to
other BSs at lines 5-17. It must be possible to move both access and backhaul links,
as checked in lines 6-9. If this proves impossible, the loop will break and the BS will
not be removed (line 17). After all link of a W-BS are removed, it is removed and the
resulting links are copied to the decision variables at lines 18-21. Finally, Algorithm 1.4
is executed to optimize the AD&LL score before the algorithm finishes.

The complexity of this step is again determined by the final score optimization, namely
O(K2 × n2

TP ). The same reasoning as for the previous step holds for this step. The
overall complexity of this step is therefore O(K2 × n2

TP ).
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Chapter 6

Algorithm performance

In this chapter, the performance of the MIND-GO algorithm is analyzed. This is
expressed in terms of the objective functions as defined in Chapter 4: deployment costs
and blockage sensitivity. We have conducted four test rounds, as shown in Figure 6.1.

In the first test round, the weight parameters ΓA and ΓW for scoring candidate sites
are investigated. These parameters are used to determine the score of each candidate
site (CS) from its partial scores, as described in Chapter 5. These scores determine
where A-BSs and W-BSs are deployed. Based on the outcomes, the parameter settings
for subsequent test rounds are chosen, such that mainly the deployment costs will be
minimized. If it is possible to decrease the blockage sensitivity without significantly
increasing the costs, that weight parameter setting is preferred.

In the second test round, we investigate the improvement achieved in each of the five
phases of the algorithm. This is mainly interesting for the final two phases, since the
fourth phase optimizes the AD&LL score (see Section 5.4), whereas the final phase
removes as much BSs from the system as possible (see Section 5.5). Removing BSs
results in a lower AD&LL score, of course, so it is good to know how far this score is
reduced.

In the third test round, the algorithm’s results are compared to the brute force optimal
solutions. This provides insights in how well the heuristic algorithm approaches the
optimal score with its used budget.

Weight
parameter
influences

Brute force
benchmark

Influences of
MCo and IAB

Improvement
per phase

Figure 6.1: Test rounds to gain insight in the MIND-GO algorithm

49
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In the final test round, we determine the influence of MCo and IAB on the network
deployment. The results are analyzed from two perspectives, according to our sub-
questions as stated in Chapter 1. Firstly, the influence on the system costs and perfor-
mance are discussed. For this, the value of K is varied to find out how this influences
the AD&LL score. Secondly, the influence on the needed bandwidth for IAB is dis-
cussed. For this, network deployments using IAB are compared to those consisting of
only fiber backhauled BSs.

Before these test rounds are presented in subsequent sections, the next section presents
the chosen parameter settings for our simulation environment. Next, the four subse-
quent sections describe the performance analysis of the studied scenarios, as described
above. Finally, we summarize the results in Section 6.6.

6.1 Simulation environment setup

We have developed a system-level simulator in MATLAB to analyze the performance
of our heuristic algorithm. This simulator is able to randomly generate maps with
TPs and FAPs on them and provides the map data in the required parameters to the
algorithm. This is described in two steps below. Then, the parameter settings of the
channel model are presented. Finally, we describe all input parameters required by the
MIND-GO algorithm.

Map layout generation
Table 6.1 lists the parameters that must be provided for the map layout generation.
This results in buildings in a regular grid, as shown in Figure 6.2. The first five
parameters are used to generate the map layout, and the next four parameters define
how TPs and FAPs are placed on the map. Although the number of CSs on the maps
is strictly no parameter, for the sake of clarity their values are listed in Table 6.1 for
two map sizes (default and benchmark).

As the city environment, we will consider a regular grid map of blocks sized 100×50 m.
The streets are 20m wide, including sidewalks of 3 m on each side. The CSs are located
on the corner of each block, and in the middle of each side of a block. This setup is
similar to that used by Palizban et al. in [10]. Only at the edges of the map, no CSs
will be present. This results in a maximum distance between CSs of 50 m, which is
half the width of a block. The total number of CSs on the two map sizes is nCS = 136

for default maps and nCS = 22 for benchmark maps.
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Table 6.1: Map parameters and their values for the default and benchmark settings

Parameter Notation Default Benchmark
block dimensions 100×50 m

road width 14 m
sidewalk width 3 m
map dimensions 4×6 (460×400 m) 2×3 (220×190 m)

open space chance POS 20% 0, 33, 100%
number of TPs nTP 10 - 80 5

HPPP TP density λTP nTP/400 0.0125
number of FAPs nFAP 20 5

HPPP FAP density λFAP 0.1 0.025
number of CSs nCS 136 22

Additionally, to make the map more realistic, a portion of all blocks will have no
building on it. This is referred to as an open space. The percentage of blocks that will
be left open is set by the parameter POS. CSs will be present at the same locations
around open spaces as for buildings.

Placement of TPs and FAPs
Next, TPs and FAPs are placed using a homogeneous poisson point process (HPPP)
as in [44]. TPs are placed on the roads (excluding sidewalks), as they are assumed
to be vehicles, whereas FAPs are placed on the sidewalks. Both are never placed
outside the outer CSs. This is called the area of interest (AoI). Their locations are
generated as described below. We will explain this for TPs, the process for FAPs
proceeds analogously. The locations are first determined using a HPPP distribution
with density λTP within the AoI. All locations that are not on the roads (for TPs) or
sidewalks (for FAPs) are then removed. If the remaining locations exceed the desired
number as set by the parameter nTP , only the first nTP TPs are kept. In case the
remaining locations are less than nTP , new locations are generated as described. An
example of a generated 4×6 map is shown in Figure 6.2. This map size is used in most
simulations, except for the simulations in which the brute force algorithm is used. In
order to keep the running time within an acceptable limit of several hours, a map of
only 2×3 blocks is used in those cases. This is referred to as a benchmark map. The
default settings for both map variants are listed in Table 6.1.
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TP FAP W-BS CS A-BS

Figure 6.2: Default map with 20 TPs, 20 FAPs, 136 CSs, and a 20% open space
chance

Channel model parameters
The values that we used for the channel model are listed in Table 6.2. We assumed
the transmit power to be 30 dBm, as used by both [8] and [37]. The noise is calculated
as −174 + log10(BW ) like in [9], where the bandwidth (BW) is set to 800 MHz (like
CC , see Table 6.3). This results in −174 + 89 = −85 dBm. For the path loss formula,
we used the values from the work of Sulyman et al. [26], who based these on empirical
data from New York and Manhattan. They found the values for the path loss formula
to be α = 0.9 and β = 1.8 for LoS communication at 28 GHz, using antennas with a
beam width of 28.8 °and 15 dBi gain for both GTX and GRX .

Table 6.2: Parameters and values for the channel model

Parameter Notation Value
transmit power PBS 30 dBm
transmit gain GTX 15 dBi
receive gain GRX 15 dBi
noise power PN -85 dBm

path loss exponent α 0.9
slope correction factor β 1.8
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Table 6.3: Parameters for the MIND-GO algorithm and their values for the default
and benchmark settings

Parameter Notation Value
BS reach Lmax 150 m

demand of each TP D 1000 Mbps
bandwidth capacity of each BS CC 800 MHz

coverage value for each TP K 3
base costs of a BS ED 1

additional costs of an A-BS EA 1
costs of using an FAP EF 0.05

costs of fiber cable deployment per meter EC 0.02
weight for AD&LL scores χ {0.5, 0.5}

Input parameters for the algorithm
Two types of input parameters are set for the algorithm. The first group of these
input parameters are calculated from the scenario that is generated by the simulator as
described above. The second group of parameters define the constraints on the network
deployment. Both are described below. All parameters that cannot be derived from
the generated scenario are listed in Table 6.3.

The matrices that define the scenario as input for the algorithm are filled with distances,
LoS link possibility, and link angles. The relevant distances between any two system
components are calculated. Lij stores the distance between TPs and CSs, Sjj′ stores
the distance between each pair of CSs, and Fjp stores the distance between CSs and
FAPs. The values of Aij and Bjj′ are then determined, based on two factors: (1) if
the distance between the two points is less than the BS reach; and (2) if no building is
located directly between both points. The BS reach is set to 150 m (Table 6.3), since
this is the distance reported in multiple studies at which mmWave communication is
feasible [41], [45]. The link angle matrix Θijj′ is filled with the angles between any pair
of links that connect two BSs j, j′ to the same TP i. These parameters are explained
in more detail in Chapter 3.

For all possible links, the needed bandwidth for serving TPs their full demand is cal-
culated using the channel model. This is done for both access (Ca) and backhaul links
(Cb), as described in Section 3.2. The demand of each TP (D) is set to 1000 Mbps, and
the available bandwidth capacity of each BS (CC) is set to 800 MHz (based on [9]).
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Beside the map data, eight other parameter values are required by the MIND-GO
algorithm. These are all listed in Table 6.3. The coverage value parameter K defines
the number of links that each TP must be provided with, as explained in Section 3.1.
Then, five parameters are required to determine the values of the objective functions
as described in Chapter 4. The primary objective minimizes the deployment costs. For
this, four parameters named Ex are needed, as explained in Section 4.2. The values
for these parameters come from the work of Rezaabad et al. [9]. They have abstracted
these values from more precise values of multiple other studies. The secondary objective
minimizes the blockage sensitivity, defined as a combination of angular diversity (AD)
and link length (LL) in Section 4.3. The weights for these two values must be given
by the parameter χ, which is set to weigh them equally. This value is based on the
research outcomes of Devoti et al. [8].

In the following sections, time measurements are included to provide insight in the
time-complexity of the MIND-GO algorithm. To put these numbers in perspective,
it might be helpful to know that the simulations are performed on a 2021 Surface
Laptop 4 with an Intel® Core™ i7-1185G7 @ 3.00 GHz (5.00 GHz boost) and 16 GB
of LPDDR4x RAM @ 4267 MHz.
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6.2 Impact of parameter settings for CS scoring

Now, we will first evaluate the impact of two parameter settings for the MIND-GO
algorithm that define the weights for partial scores for CSs. These have been intro-
duced in Sections 5.1 and 5.3. The first parameter is for the scoring of CSs for A-BS
deployment (ΓA), and the other is for the scoring of CSs for W-BS deployment (ΓW ).
Both parameters are briefly explained below.

When scoring CSs for A-BS deployment, three properties of each CS are considered,
namely (1) the length of the fiber link to the closest FAP, (2) the number of TPs within
LoS that are not fully served their demand yet, and (3) the average AD&LL score for all
TPs that are within LoS (including already covered ones). The first two are aimed at
reducing the system costs, while the last one accounts for the system performance under
dynamic blockages. When scoring CSs for W-BS deployment, only the last two factors
are relevant. Below, we explore how different values for these parameters influence the
performance and costs of the network deployed by the MIND-GO algorithm.

6.2.1 Exploring weight parameter values for A-BS Deployment

To investigate the influence of the weight parameters for A-BS deployment on the
deployment costs and network performance, two sets of tests are run. First, we look
into the balance between the weights for costs and the weight for system performance
(AD&LL). Based on the outcomes, we choose a value for the system performance
weight. Then, we further investigate the balance between the two weights aimed at
decreasing the deployment costs.
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Setup of tests for costs versus performance balance
First, we investigate the influence of the balance between the weights for costs and the
weight for system performance (AD&LL). For this, tests are run with six parameter
settings, referred to as scenarios 1-6 (see Table 6.4). In these scenarios, the weight
gradually shifts in steps of 0.2 from the final parameter weight (for AD&LL score)
towards the other two parameters (for costs minimization). The weight is equally
distributed among the costs weight parameters. The value of ΓW in this simulation is
set to {0.5, 0.5} in each scenario.

To see if the results are dependent on the number of TPs, we also vary nTP from 10 to
80 with steps of 10. We report the average of 1000 runs for each scenario along with
a 95% confidence interval. For each run, one default map is randomly generated to be
used in all scenarios (see Table 6.1).

Table 6.4: Shifting scoring weight parameters from AD&LL to costs for A-BS deploy-
ment

Scenario ΓA ΓW

1 {0.0, 0.0, 1.0} {0.5, 0.5}
2 {0.1, 0.1, 0.8} {0.5, 0.5}
3 {0.2, 0.2, 0.6} {0.5, 0.5}
4 {0.3, 0.3, 0.4} {0.5, 0.5}
5 {0.4, 0.4, 0.2} {0.5, 0.5}
6 {0.5, 0.5, 0.0} {0.5, 0.5}

Results of tests for costs versus performance balance
It appears from Figure 6.3 that scenario 6 result in the lowest system cost. In Table 6.4
it can be seen that in this scenario no weight is put on the third score aspect, which is
for AD&LL. Therefore, we would expect to see a lower system score (AD&LL) for this
scenario in Figure 6.4 than for the other scenarios. However, this is only the case for the
lower nTP values. Even then, the decrease in score is not significant when considering
the large confidence interval. This might be attributed to the fact that the AD-part of
the score is not influenced by the deployment of A-BSs. The deployment of W-BSs will
probably have more impact, and the optimization phases of our algorithm. Since we
set reducing the costs as our primary goal, we will select scenario 6 as the best option.
Therefore, the last value in ΓA will be set to 0 in all next simulations.
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Figure 6.3: System costs for all six scenarios from Table 6.4
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Figure 6.4: AD&LL scores for all six scenarios from Table 6.4
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Setup of tests for costs weights balance
Next, we investigate the influence of the scoring weights that aim to decrease the
deployment costs. The first of these is the length of the fiber backhaul that is needed
when an A-BS is placed on a CS, the other is how many TPs it will cover. For this,
we run tests with seven scenarios as listed in Table 6.5. In these scenarios, the weight
gradually shifts in steps of 0.2 from full weight on fiber length to full weight on TPs
covered. The scenario in which the weight is distributed equally amongst them is also
included (scenario 4). The value of ΓW in this simulation is set to {0.5, 0.5} in each
scenario.

To see if the results are dependent on the number of TPs, we also vary nTP from 10 to
80 with steps of 10. We report the average of 1000 runs for each scenario along with
a 95% confidence interval. For each run, one default map is randomly generated to be
used in all scenarios (see Table 6.1).

Table 6.5: Shifting scoring weight parameters for costs from fiber link length to num-
ber of covered TPs for A-BS deployment

Scenario ΓA ΓW

1 {1.0, 0.0, 0.0} {0.5, 0.5}
2 {0.8, 0.2, 0.0} {0.5, 0.5}
3 {0.6, 0.4, 0.0} {0.5, 0.5}
4 {0.5, 0.5, 0.0} {0.5, 0.5}
5 {0.4, 0.6, 0.0} {0.5, 0.5}
6 {0.2, 0.8, 0.0} {0.5, 0.5}
7 {0.0, 1.0, 0.0} {0.5, 0.5}

Results of tests for costs weights balance
It appears from Figure 6.5 that not one scenario results in the lowest system cost for
all user densities. Only the seventh scenario results in higher deployment costs. In this
scenario, the fiber link length was not taken into account. This clearly results in extra
costs, especially for higher user densities. Since we have decided to put no weight on
the AD&LL score weight for A-BS deployment, it was expected to see no difference in
the system scores among the seven scenarios. From Figure 6.6 we conclude that this
holds, although a slight and insignificant influence on it can be observed for lower user
densities. Although there is no apparent winner, we will select scenario 4 as parameter
weight for A-BS deployment. Therefore, the value of ΓA will be set to {0.5, 0.5, 0.0} in
all next simulations.
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Figure 6.5: System costs for all seven scenarios from Table 6.5

10 20 30 40 50 60 70 800

0.2

0.4

0.6

0.8

1
Scenario

1
2
3
4
5
6
7

User Density (nTP )

Sy
st

em
Pe

rf
or

m
an

ce
Sc

or
e

Figure 6.6: AD&LL scores for all seven scenarios from Table 6.5
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6.2.2 Exploring weight parameter values for W-BS Deployment

Setup
We further investigated the influence of setting ΓW to different values. For this, we
defined seven scenarios, as listed in Table 6.6. In these scenarios, the weight is shifted
in steps of 0.2 from covered TPs to AD&LL score. Again, we added scenario 4 in which
the weights are equally distributed among these two partial scores.

To see if the results are dependent on the number of TPs, we also vary nTP from 10 to
80 with steps of 10. We report the average of 1000 runs for each scenario along with
a 95% confidence interval. For each run, one default map is randomly generated to be
used in all scenarios (see Table 6.1).

Table 6.6: Scoring weight parameter values varying for W-BSs deployment

Scenario ΓA ΓW

1 {0.5, 0.5, 0.0} {1.0, 0.0}
2 {0.5, 0.5, 0.0} {0.8, 0.2}
3 {0.5, 0.5, 0.0} {0.6, 0.4}
4 {0.5, 0.5, 0.0} {0.5, 0.5}
5 {0.5, 0.5, 0.0} {0.4, 0.6}
6 {0.5, 0.5, 0.0} {0.2, 0.8}
7 {0.5, 0.5, 0.0} {0.0, 1.0}

Results
Figure 6.7 shows that the costs increase when the weight shifts towards AD&LL. The
difference between the first five scenarios is however not very significant. Moreover,
in Figure 6.8 is can be seen that the system performance increases simultaneously.
Therefore, we have chosen scenario 4 and the value of ΓW is set to {0.5, 0.5} in the
remaining tests.

Discussion
Thus far, for the higher user densities, the system score seems to be mainly determined
by other steps in the algorithm than the initial placement of A-BSs and W-BSs. We
will explore this issue further in Subsection 6.3.
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Figure 6.7: System costs for all seven scenarios from Table 6.6
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Figure 6.8: AD&LL scores for all seven scenarios from Table 6.6
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6.3 Impact of each algorithm phase

As described earlier in Chapter 5, the algorithm runs in five phases: (1) A-BS deploy-
ment, (2) A-BS optimization, (3) W-BS deployment, (4) AD&LL optimization, and
(5) BS removal. In this section, the effects of these phases on system score and costs
are presented, as well as the time these take for the MIND-GO algorithm to run. A
total of 1000 default maps are generated, on which measurements are done after each
phase. We report the average of these runs for each phase along with a 95% confidence
interval.

We will discuss the impact of each phase based on Figure 6.10 and 6.9 that depict the
number of deployed BSs and the system score, respectively. The number of deployed
BSs makes up most of the system costs. Therefore, no additional graph is included
showing the system costs. Before we start analyzing, it is good to note that no AD
score can be calculated in phases 1 and 2, because each TP is served by exactly 1 A-BS
in those phases. Hence, the AD score is set to zero. This results in the lower AD&LL
score observed in Figure 6.9 for phases 1-2. Now, we will analyze the impact of each
phase on the AD&LL score and the number of deployed BSs.

Phase 1: Initial deployment of A-BSs for 1-connectivity
Figure 6.10 shows that the number of A-BSs after phase 1 is significantly higher than
after the second phase. This is caused by the way we initially deploy A-BSs, namely
by placing it at a CS and then equally dividing its bandwidth over all TPs within LoS.
This is repeated until all TPs can be served their full demand, but then they are served
by multiple A-BSs. Hence, the links are reorganized at the end of phase 1. This results
in a high number of A-BSs that each serve only a few TPs.

Phase 2: Remove A-BSs and select primary links
In the second phase all remaining bandwidth is used to assign as much links as possible,
starting with the shortest links. A-BSs of which all links have then become redundant
are removed. This results in a lower system cost (Figure 6.10), but also in a slight
decrease of the LL score (Figure 6.9), since all TPs were connected using the shortest
possible links to the deployed BSs at the end of phase 1. Then, after selecting the
shortest link as primary link for each TP, any other link is removed.

Phase 3: Initial deployment of W-BSs for K-connectivity In the third phase,
the AD&LL scores are increased by providing the TPs with K-connectivity (K = 3).
The number of W-BSs deployed for this appears to be linearly increasing with the user
density nTP (Figure 6.10). Nevertheless, the improvement of the AD&LL score is less
for higher user densities than for lower user densities (Figure 6.9). This might very
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Figure 6.9: AD&LL score per phase
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well be due to the greedy approach that we use to select links. Links with the highest
resulting score are namely selected when a W-BS is placed. This clearly does not lead
to an optimal link assignment, as the next phase manages to increase the AD&LL score
significantly.

Phase 4: Swap links to optimize AD&LL-score
In the fourth phase, the system score is observed to be enhanced again in Figure 6.9.
This is achieved by swapping secondary links from TPs to other deployed BSs as long
as this improves the system score. Although score improvement is the main goal of this
phase, it may result in W-BSs with no links left. These are removed at the end of the
phase, which results in a slight decrease of placed BSs, as can be seen in Figure 6.10.

Phase 5: Remove obsolete BSs to reduce costs
In the final phase, as much BSs as possible are removed by swapping links of BSs having
few links to other BSs. For each swap, the best alternative link is chosen, but this still
inevitably results in a decreased system score (Figure 6.9). However, this decrease is
small (14.8% for 10 TPs - 8.2% for 80 TPs) compared to the number of BSs that are
removed (22% for 10 TPs - 26% for 80 TPs), especially on a map with many TPs, see
Figure 6.10.

Running times
Finally, we discuss the running times as presented by Figure 6.11. The running times
of the first three phases are very low compared to phase 4 and 5. The former take time
in the order of tenths of seconds, whereas the latter exhibit a polynomial growth to
some seconds. The reason for this is presumably that all links from a TP are compared
to other unused links in these phases.

The complexity of each phase was expected to be in O(n2
TP ), as described in Chapter 5.

When we analyzed the results, however, the second phase could be fitted to a linear
curve with R2 = 0.9939, whereas the fourth and fifth phases seem to be in O(n3

TP )

with R2 > 0.99. Only the first and third phase could be fitted to a second order
polynomial with R2 > 0.99. Fitting the running times of phase 4 and 5 to a second
order polynomial resulted in R2 > 0.97, but the slope did not fit for the highest values.
The reason for this is probably that comparing used links to unused links results in a
complexity of O(nTP ×n2

BS), whereas we expected the number of unused links to be in
O(K ×nBS) instead of O(n2

BS). Since we have observed that the number of BSs (nBS)
is closely related to (nTP ), O(nTP ×n2

BS) can be translated to a complexity of O(n3
TP ).

This raises the question if the phases 4 and 5 should be skipped. We argue that this
should not be done, since these are the only phases that improve the system efficiency
by respectively promoting the AD&LL score and decreasing the costs, which effects
are especially seen for higher user densities in both Figures 6.9 and 6.10. It should also
be noted that a polynomial algorithm is very efficient for network planning [10].
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6.4 Comparison with optimal and baseline algorithms

To assess the performance of the MIND-GO algorithm, the deployed network is com-
pared with a pure greedy baseline algorithm and a brute force optimal solution. This
is done on 1000 randomly generated 2×3 benchmark maps (see Table 6.1). To explore
the impact of different city layouts, three variant of each map are generated. First,
all buildings are present, then two of the six buildings are removed, and finally all
buildings are removed. The locations of TPs and FAPs remain the same on each of
these three map variants.

The brute force algorithm solves the optimization problem that is described in Chap-
ter 4. For this, it takes the map and a budget, and determines if there are possible
solutions with a lower budget. From these cheapest solutions, the one with the high-
est AD&LL score is selected. The brute force algorithm does this by determining the
costs and the score of each possible deployment within the budget. The budget is the
resulting costs of the MIND-GO algorithm.

The pure greedy baseline algorithm deploys a network by performing only phases 1
and 3 (A-BS and W-BS deployment) of the MIND-GO algorithm. This algorithm is
included since the greedy approach is known to be the easiest solution to cell planning
problems. This algorithm is named MIND-G, as it leaves out the optimization phases of
the MIND-GO algorithm. It also does a slight modification to phase 1. The MIND-GO
algorithm namely divides the bandwidth of each A-BS equally over all covered TPs in
the first phase. The MIND-G algorithm, however, always reserves sufficient bandwidth
for full demand links with a maximum link length (Lmax) for its closest TPs. This way
we make sure that enough bandwidth is available for wireless backhaul links.
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Figure 6.12 shows that the average costs of the brute force optimum is almost the same
as for the MIND-GO algorithm. When we investigated this on the raw data, it appears
that the average improvement is 0.3%, 0.5%, and 0.0% for the three different open
space chance values respectively. The brute force algorithm uses the same budget as
the MIND-GO algorithm 89.2%, 91.4%, and 100% of the runs for the three different
open space chance values respectively. In the other the runs, the budget is improved
on average with 4.2% (at most 24.3%) by deploying less BS (1.7%, 4.0%, and 0.0%)
or by using less fiber cable (9.1%, 4.6%, and 0.0%). These results indicate that the
MIND-GO algorithm does deploy a network for a very close to optimal budget most
of the time. However, the scenario is very small, so more extensive simulations must
be performed to make a firm statement about this.
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Figure 6.12: Network deployment costs for comparing the MIND-GO algorithm with
a baseline solution (MIND-G) and an optimal solution (brute force)
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Figure 6.13 shows that the baseline algorithm results in a higher AD&LL score than
our optimized algorithm on average. It does so, however, at a much higher budget
(see Figure 6.12). Furthermore, the higher AD&LL score was also expected based on
Figure 6.9, since it shows a slightly higher score in phase 3 compared to phase 5 for
lower user densities. This does not hold for higher user densities however, so this is
mainly a result of the small scenario used in this simulation round.

It is also observed in Figure 6.13 that average AD&LL score of the MIND-GO algorithm
is 95.7%/95.1%/90.2% of the brute force optimum (for open space chances 0/33/100).
However, this decreases when we account for the lower deployment costs of some brute
force deployments. When the deployment costs are equal, the percentages slightly drop
to 94.8%/93.5%/90.2%. So, for small scenarios we see that the MIND-GO algorithm
performs within 90% of the AD&LL score of the optimal solution.
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Figure 6.13: AD&LL scores for comparing the MIND-GO algorithm with a baseline
solution (MIND-G) and an optimal solution (brute force)
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When looking at Figure 6.14, two things are remarkable. Firstly, the angular diversity
increases with the open space chance, while the link length score decreases. Regardless,
the overall AD&LL score does not increase drastically. Therefore, it seems that the
LL score can compensate the lower AD score at least partially. The AD and the LL
values of the brute force optimum even converge when no buildings are present. This
matches with the findings of Devoti et al. [8], whereas they did not include any static
blockages, finding AD and LL partial scores being roughly equal. The gap between our
AD and LL scores can likely be explained by the smaller number of CSs within LoS
when buildings are present. It might be very well possible that enabling the algorithm
to move BSs away from their starting positions (CSs), the AD score might be increased
while the LL score is decreased, resulting in overall higher score.
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Figure 6.14: Split AD and LL scores for comparing the MIND-GO algorithm with a
baseline solution (MIND-G) and an optimal solution (brute force)
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6.5 Implications of Multi-Connectivity with self–
backhauling

6.5.1 Implications of MCo on performance and costs

In this subsection, an answer is sought to our first sub-question:

Q1. What are the implications of the requirement for multi-connectivity on mmWave
BS placement?

For this, 1000 default maps are generated, on which measurements are done for user
densities from 10 to 80 in steps of 10, and for coverage parameter (K) values ranging
from 1 to 5. We report the average values of these runs for deployment costs, AD&LL
scores, and assigned bandwidths, along with a 95% confidence interval. The results
are presented to show the influence of MCo on (1) the system costs and (2) the system
performance, respectively.

Implications of MCo on deployment costs
First of all, the costs are predominantly determined by the number of placed BSs, since
the BSs are the most expensive components (see Table 6.3), and the MIND-GO algo-
rithm very effectively minimizes the fiber backhaul costs (see Figure 6.5 in Section 6.2).
Moreover, it appears that the number of A-BSs remains approximately the same for
all values of K (Figure 6.15), especially . This makes that the fiber costs is nearly
a constant for different coverage parameter values in the same scenario. It must be
noted that each W-BS should be within LoS of an A-BS. The entire map (all CSs)
will be covered by A-BSs at some point. This is probably the reason for the constant
number of A-BSs when K ≥ 3. Furthermore, it must be true that not much extra
bandwidth is assigned for backhaul links at A-BSs when K increases. This leads to the
conclusion that the deployment of extra W-BSs does not result in significantly larger
backhaul links. This agrees with the numbers in Figure 6.16, where we observe that
the reserved backhaul capacity equals approximately 1

K
th of that reserved for access

links. It is therefore expected that the increase of A-BSs would only further continue
if either the used spectrum is diminished or the total demand of the TPs is enlarged,
and not when K is set higher.
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Figure 6.15: Placed BSs for increasing K and increasing nTP
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Implications of MCo on system performance
Secondly, the AD&LL score is observed in Figure 6.18 to decrease with an increasing
value of K. Before we analyze this, two remarks must be made. First, it should be
noted that the system score for K = 1 is only determined by the average link length,
and not by angular diversity. Secondly, the AD&LL metric is not designed to compare
the access reliability for different values of K, but to compare different deployments
with the same value of K. A deployment with a lower score but a higher K might
therefore be a better deployment, depending on the system needs. For example, when
the network should also support very precise localization, a higher value of K might be
preferred. Additionally, which K is appropriate is very likely dependent on the number
and size of the potential blockages.

Nevertheless, it is very interesting to analyze the decreasing score, since it appears from
Figure 6.19 to be caused by a strongly declining AD score. We remind the reader that
the AD score is normalized by 2π

K
, such that a score of 1 is theoretically possible for all

values of K. The decreasing AD score might very well be influenced by the number
of static blockages (like buildings) that play a larger role when K increases. This
corresponds to our earlier observation in Section 6.4, that AD and LL scores converge
when the open space chance increases. When TPs are on a road section with buildings
on both sides, the minimal angle is also limited by the predetermined locations of CSs.
This is illustrated in Figure 6.17.

Figure 6.17: AD score is limited by buildings and CS locations, K = 5

Another interesting finding is that a higher number of TPs results in a higher score
(Figure 6.18). This is presumably caused by the increased number of required BSs,
which leaves more options for optimizing the AD&LL score.
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Figure 6.18: AD&LL scores for increasing K
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Figure 6.19: Split AD&LL scores for nTP = 40 with increasing K
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6.5.2 Implications of MCo on needed bandwidth for self-backhauling

In this subsection, an answer is sought to our second sub-question:

Q2. What are the implications of using integrated access and backhauling on mmWave
BS placement?

For this, 1000 default maps are generated, on which measurements are done for user
densities from 10 to 80 in steps of 10. Three algorithms are used to deploy BSs, namely
the MIND-G algorithm (as described in Section 6.4), the MIND-GO algorithm, and a
variant of the MIND-GO algorithm that only deploys A-BSs referred to as the “fully
wired” algorithm. We report the average values of these runs for deployment costs,
AD&LL scores, and assigned bandwidths, along with a 95% confidence interval. The
results are presented to show the influence of self-backhauling (IAB) on (1) the system
costs and (2) the system performance, respectively.

The fully wired algorithm executes the first two phases of our algorithm, using the
same value for ΓA in order to minimize the costs. One modification is made to the
first phase. The MIND-GO algorithm namely divides the bandwidth of each A-BS
equally over all covered TPs in the first phase. The fully wired algorithm, however,
reserves bandwidth for full demand links at newly deployed A-BSs j considering the
actual link lengths (Lij) to its closest TPs i. Then, in the second phase, the links are
reorganized such that obsolete A-BSs are removed, and then each TP is assigned the
shortest possible K links.

Implications of IAB on deployment costs
The use of self-backhauling or IAB is aimed at reducing the network deployment cost.
When this results in the need for much extra BSs to be deployed, the cost benefit
might be outweighed. In Figure 6.20, it is observed that indeed more BSs are needed
when IAB is used. However, because the deployment of A-BSs and accompanying fiber
backhauls is much more costly, the deployment costs of the fully wired approach even
exceeds the pure greedy MIND-G algorithm, as shown in Figure 6.21.
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Implications of IAB on system performance
Figure 6.22 shows that the system performance of the fully wired algorithm is between
69% and 77% of the MIND-GO algorithm. This is only achieved by the second phase
of the fully wired algorithm, which optimizes the link length (LL). This optimization is
observed to even outperform the pure greedy MIND-G algorithm for the user densities
nTP ≤ 60. The effect of optimizing a fully wired deployment for angular diversity (AD)
as well has not been studied in this research. It is expected that this will increase the
system costs, since this will require longer fiber links.
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Figure 6.22: AD&LL scores for increasing K

6.6 Conclusions

In this chapter, we investigated various aspects of the MIND-GO algorithm. In Sec-
tion 6.2, we determined the impact of scoring parameter weight values and chose values
that result in the lowest deployment costs. We chose {0.5, 0.5, 0.0} as weights for (1)
fiber link length, (2) covered TPs, and (3) AD&LL score for A-BS deployment (ΓA).
For W-BS deployment, we set the scoring weight parameter (ΓW ) to {0.5, 0.5}, dividing
the weight equally among (1) covered TPs and (2) AD&LL score. The main takeaway
of this section is that some weight must be put on the fiber link length, since otherwise
the deployment costs will significantly increase.
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We found that the complexity of the two final optimization phases (phases 4 and 5)
might be very well in O(n3

TP ) instead of the expected O(n2
TP ) in Chapter 5. This is

polynomial, so it is still a good performance for a cell planning algorithm [10]. We
argue that these phases should not be omitted, but suggest investigation of omitting
only phase 4 if only deployment costs are important. The reason for not omitting the
optimization phases is mainly that they improve the deployed network significantly
compared to the results of only the first three phases. This is also further investigated
as described below, using a pure greedy algorithm.

We compared the MIND-GO algorithm to two other algorithms in Section 6.4, namely
a pure greedy algorithm and a brute force optimum algorithm. The results showed that
the system costs are optimal in about 90% of the cases, and is only slightly improved
in other cases (on average 4.2%). It is also apparent that the MIND-GO algorithm
is superior to the pure greedy algorithm without optimization phases. Furthermore,
it was observed that the angular diversity (AD) score improved when the open space
chance was increased (Figure 6.14). This was not observed in the AD&LL scores
(Figure 6.13), since the link length (LL) score could compensate for it.

We formulated answers to our research sub-questions in Section 6.5. We concluded
that the use of multi-connectivity (MCo) with more links (higher K) leads to a higher
number of placed W-BSs, but the use of self-backhauling (IAB) did not require signifi-
cantly more A-BSs when K was increased. We also found that the AD score decreases
significantly when K increases, whereas the LL score only slightly increases (less than
10%). Furthermore, the costs of using IAB evidently outweighs the costs of a fully
wired deployment. This is tested for K = 3, and is expected to hold at least for higher
values of K, but probably for K = 2 too.

From these results, we conclude that our algorithm is suitable for running simulations
to gather design insights. Our current design insights are as follows.

• An environment with less static blockages enables a higher AD&LL score, which
is mainly attributed to improvement of the AD partial score.

• In an environment with many static blockages, the AD partial score is dramati-
cally decreased when K increases.

• Using IAB with MCo provides flexibility to increase the AD&LL score without
increasing the system costs.

• Using IAB with MCo does not significantly increase the number of required A-BSs
compared to the K = 1 scenario.

Finally, we conclude that using a combination of MCo and IAB is a cost-effective
approach for mmWave CP.
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Chapter 7

Conclusions and recommendations

Future smart city applications, e.g. intelligent transportation systems (ITS) will need
mobile networks delivering throughputs in the order of around 1 Gbps with the ad-
ditional requirement of ultra-reliable low latency communication (URLLC). This can
be accomplished by mmWave communication. However, due to the high proneness to
blockages, multi-connectivity (MCo) is needed to obtain appropriate access reliability.
Using MCo however, increases the costs of the network deployment. To reduce these,
integrated access and backhauling (IAB) can be used to decrease the amount of fiber
connections necessary.

Furthermore, to improve the access reliability in mmWave networks with multi-connectivity,
user equipments (UEs) should be served from multiple directions, to increase the chance
for a reliable secondary link in case a blockage occurs. This so-called angular diver-
sity (AD) is however limited by a combination of static blockages, such as buildings,
and the the candidate site locations. The other factor determining the network’s reli-
ability, link length (LL), can be reduced to decrease the chance of dynamic blockages
obstructing a link. Improving AD and reducing LL is possible when the number of
base stations (BSs) is increased, which increases deployment cost. The combination of
AD and LL is represented as the AD&LL score. This results in a trade-off between
AD&LL and deployment cost. Understanding this trade-off is necessary when mmWave
networks in an urban environment are being planned.

This trade-off was therefore investigated by designing a computationally efficient al-
gorithm for mmWave network deployment with MCo and IAB. This algorithm was
implemented in a simulator to find answers on our research questions. We first answer
the main question on the placement of BSs, after which we answer the sub questions
to investigate the influence of MCo and IAB in the simulated network deployment.

79
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7.1 Answering the main research question

Our main question is stated as:

Given a set of candidate sites, at which of those locations should mmWave
base stations be placed to provide the required coverage with appropriate
quality of service for users in a city road environment while keeping costs
as low as possible?

To be able to build and investigate the algorithm that answers this question, we first
defined a system that allowed us to model a city environment with test points (TPs),
fiber access points (FAPs), and candidate sites (CSs). This is presented in Chapter 3.
The CSs are a predetermined set of locations where a base station could be placed.
An empirical channel model was used to model mmWave communication with beam-
forming. Interference between concurrent transmissions was not taken into account,
as highly directional mmWave communication is considered noise-limited. The costs
of BSs are mostly dependent on whether they are anchored and on the distance to the
nearest FAP.

We formulated an optimization problem (Chapter 4), in which two functions define
our objectives and all involved decision variables are defined. Our primary objective
function is to minimize the deployment costs, including the costs of connecting BSs
with FAPs. The secondary objective function is to minimize the blockage sensitivity,
using the AD&LL score as a metric. The blockage sensitivity value is only decreased
if this does not increase the deployment costs.

Then, we translated this optimization problem into an algorithm using a heuristic
approach, as presented in Chapter 5. The algorithm prioritizes cost minimization.
This is called the MIND-GO algorithm, which stands for MCo with IAB mmWave
Network Deployment using Greedy construction with Optimization. We tested four
aspects of this algorithm (Chapter 6). The conclusions from the first three aspects are
summarized below. The final aspect is then discussed in Section 7.2.

Scoring CSs for BS deployment
Firstly, we tested how different weight parameter settings influence the deployment of
both anchored and wireless BSs. These parameters are used to score CSs to determine
where a BS should be placed. For the scoring weight parameter for A-BS deployment,
we found that putting any weight on the scoring factor for the AD&LL score did not
significantly improve the final system score. The reason for this is most probably that
the optimization phases in our algorithm do influence the system score much more.
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The lowest system cost was achieved by putting equal weights on the fiber cable length
for A-BSs and on the number of TPs covered by a BS. However, the exact assignment
of weights did not influence the system costs significantly, especially for large numbers
of TPs.

Different values for the scoring weights parameter for W-BS deployment did not result
in significant changes. Only when more than 60% of the weight was put on AD&LL
score improvement, the costs increased slightly. Therefore, we chose to divide the
weight equally between AD&LL score and the number of TPs covered by a newly
placed W-BS.

Impact of each algorithm phase
Secondly, we investigated the influence of each of the five phase of the algorithm on
the objective metrics. Two of these phases deploy BSs in a greedy way, and three
phases optimize the deployment for our objective functions. We found that two of
the optimization phases were by far the most time consuming, but that they also
significantly reduced the deployment costs while keeping the AD&LL score high.

Algorithm comparisons
Thirdly, the performance of the MIND-GO algorithm in terms of the objectives was
compared to two other algorithms, namely a brute force optimum and the pure greedy
MIND-G algorithm (Section 6.4). For this, we used a very small setup to keep the
running times for the brute force approach within reasonable limits. The MIND-G
algorithm is used as a baseline algorithm, and executes only the two greedy phases
from the MIND-GO algorithm, omitting the optimization phases. The brute force
algorithm minimized the costs within the performance constraints.

From this comparison, it appeared that our algorithm performed on average within 90%
of the optimal score, and that the deployment costs are significantly reduced compared
to a purely greedy algorithm at the cost of additional computation time. Moreover,
the confidence interval was much larger for the pure greedy algorithm.

Based on these findings, we conclude that our MIND-GO algorithm is a very suitable
solution to run extensive simulations, on which design insights can be based.
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7.2 Answering the research sub-questions

We ran multiple simulations to answer our two sub-questions, regarding the impact of
multi-connectivity and integrated access and backhauling on optimal network deploy-
ment.

Multi-connectivity
First, our design insights on MCo are discussed, based on the sub-question:

Q1. What are the implications of the requirement for multi-connectivity on mmWave
BS placement?

The answer to Q1 is determined by comparing the scores and costs of deployments
with different values of K (for K-connectivity) resulting from our network planning
algorithm. These simulations resulted in two design insights. Firstly, it appears that
the required number of anchored base stations only increases when K is set to a value
between 1 and 3. This might be explained by all candidate sites being covered by
an A-BS when K ≥ 3. It is expected that no more A-BSs are needed until backhaul
links will become longer, resulting in the need for more reserved bandwidth per TP at
A-BSs. Furthermore, the number of W-BSs to be deployed is found to increase linearly
both with K and with the number of TPs. The required bandwidth per TP remains
the same, so the total demand increases with the number of TPs. This means that
costs per user of the deployment of an MCo network decreases when there are more
users in the area.

Secondly, the value of the AD&LL score is observed to decrease with K. We suggest
that this could be very well due to the restricted locations of CSs, combined with the
presence of large static blockages (buildings) on both sides of many roads. It would
therefore be interesting to further investigate the impact of a larger open space chance
on the AD&LL score.

Integrated access and backhauling
In this section, our design insights on IAB are discussed, based on the sub-question:

Q2. What are the implications of using integrated access and backhauling on mmWave
BS placement?

The answer to Q2 is determined by comparing the costs of deployments using IAB
with deployments in which all BSs have a wired backhaul (A-BSs). It appears clearly
that using IAB reduces the costs significantly, even though the number of deployed
BSs is larger when IAB is used. The main reason for this is that an A-BS costs twice
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as much as wirelessly backhauled BSs (W-BSs), and the costs of the fiber backhaul
deployment also increases. Additionally, the placement of W-BSs provides more flexi-
bility to optimize the AD&LL score, since this does not influence the fiber deployment
costs. Therefore, we conclude that using IAB is a very suitable way to reduce the
deployment costs and optimize MCo against dynamic blockages.

7.3 Suggestions for future research

Based on experiences and results from our study, we provide here some directions for
future research.

• AD&LL influence on access reliability in realistic city traffic
Investigate the correlation of angular diversity and blockage probability in our
scenario, with realistic moving obstacles. These might be moving buses and
lorries on slow lanes as dynamic blockages, similar to how it is modeled by Tassi
et al. in [2].

• Best scoring weights for AD&LL metric for urban scenarios
It is then also interesting to study which weight ratio should be used between
angular diversity and link length in the ad&LL score (parameter χ), since in our
work χ is only based on the results of the original work by Devoti et al. [8]. In
that study however, static blockages like buildings were not considered.

• Reduce reserved bandwidth for secondary links
Explore the impact of reserving only a part of the needed capacity at W-BSs.
This would only be interesting in a system where the bandwidth of W-BSs is
more scarce, so probably other factors like the user demand must be adapted as
well.

• Correlation between open space chance and AD score
It would also be very interesting to know why the angular diversity is lower when
K is larger. We posed the hypothesis that this is influenced by the low open
space chance, but more simulations need to be run to validate this.

• Multi-hop primary links
The system could be adapted such that primary links are not forced to connect
directly to an A-BS, but that a W-BS might serve as additional hop. This way,
more available capacity of the system could be used, while reducing the system
costs even further by replacing a number of A-BSs by W-BSs.
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• MCo in the wireless backhaul network
The robustness of a deployed network could also be investigated. Since system
components might fail anytime, for example due to an accident, it would be
horrible if this would result in another accident because the V2X infrastructure
would fail to provide sufficient quality of service. For this, the effect of multi-
connectivity in the backhaul network on the network robustness against failures
could be investigated.
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