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1 Abstract

Making use of an exergame using a camera-based system can result in less falling
among stroke patients. Studies showed promising results so such a method could
be used in a home environment. This study focuses on what the effect can be of
light conditions, background conditions and clothing on balance recovery mea-
surements using a camera-based system. The results of this study show that
different ambience conditions will have an effect on balance recovery measure-
ments and should be taken into account when designing a camera-based system
that will be used in a home environment. Wearing casual clothing instead of
black clothing and having items in the background will increase the accuracy of
balance recovery measurements using a camera-based system. However, when
the distance between the camera and the participants increases from about 3
meters to 3.3 meters, the accuracy of balance recovery measurements dramati-
cally decreases.
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2 Introduction

Frequent falling is for stroke surviving people one of the most common medical
complications. A geriatric unit reported that falling occurs by 15.9 out of 1000
patients per day [15]. Falling mostly occurs in stroke patients due to impair-
ment of balance and self-care and also impairment of cognitive function. For
stroke patients, falling is a leading cause of fractures, with a percentage of 23-
50 %. Falling can also result in the reduction of daily independence activities,
such as bathing, eating, dressing, and toileting of a patient [5]. A solution to
this problem could be the use of an exergame, which means a game in which
technology-driven physical activities are used to play the game. The partici-
pant will undergo different kinds of exercises, such as stepping, lifting a leg, etc.
and receive feedback about his or her balance recovery abilities. This can help
stroke survivors exercise stepping responses so falls could be prevented. For this
reason, the HEROES [7] project was defined. One of the goals of the HEROES
project is to play a video game while track movement from the patients, and for
this a camera-based sensor will be used. To give useful feedback, it is important
for the camera sensors that they can detect accurately where the patient is and
how the patient is moving.

This will be possible by making use of the Intel RealSense D435 camera. This
camera is an active stereo depth camera and is well suited for this occasion. The
camera can make use of the infrared projector to improve the depth accuracy
[2]. When combining this camera with the Intel Skeleton Tracking Software
Development Kit (SDK), accurate tracking of the body is possible.

Other studies, such as Lai et al. [10] and Abrea et al. [1], already explored
the usage of a camera-based system for rehabilitation therapy for post-stroke
patients. They let patients do the exercises and this resulted in promising re-
sults for recovering balance function by stroke patients. Both studies made
use of the Kinect system and concluded that such a system can be used as an
alternative for complex and high-cost motion capture devices. However, with
previous testing of the sensor we found out that such a system is not perfect
when using different ambience conditions, for example, different lighting and
different backgrounds, the system will fail to track the patient accurately. Most
of the studies were done in the lab and not in a home environment, where am-
bience conditions are most of the time not optimal. Think of sunlight, lack of
lighting, items in the background, etc.

Therefore, the research question of this paper is as follows: What will be
the effect of different ambience conditions on the accuracy of balance recovery
measurements using a camera-based system?
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3 Background

3.1 Noise measurement

When capturing images using an image sensor, noise will always affect these
images. Noise in images can be the result of the image formation process, the
image recording or other processes which are needed for capturing an image.
This will result in different kinds of sometimes random distortions which can
make the captured image blurry. Noise in images can also be harmful to image
processing, which could be the case for human posture recognition [13].

3.2 Human posture recognition

A lot of research about human posture recognition uses images that are made
by an RGB (Red Green Blue) camera [8] [4] [12]. The limitations with only
using RGB data was that the RGB data would be affected by environmental
noise, such as the intensity of the light, the angle, etc. But when the Microsoft
Kinect came out, a lot of researchers [11] [9] [17] were interested in the Kinect,
because not only used it RGB data, but also depth data of the objects. Based on
both data, the depth image data could be acquired, as well as the human body
skeleton data [4]. Although the Kinect uses depth data, a light environment
is still preferred for human detecting, because of the light-based RGB camera
[3]. Another use of human recognition can be identifying hand gestures. It was
still possible to recognize the hand and the gesture that it made, even with a
complex background [16].

3.3 Dark environment

Most person detection libraries makes use of the RGB images and which are
fed into it. Using an algorithm, body skeletons will be applied to the images.
But in dark environments, typical RGB cameras can fail to generate sufficient
visually understandable images. A solution to this problem can be the use of
a thermal camera which can successfully operate in a dark environment [14].
However, in home environments an accessible camera based sensor is needed for
an exergame and therefore this thermal camera is not an option.

3.4 Skeleton tracking

An important part of recognizing stepping responses is to be able to track the
skeleton of an individual. The human body is virtually represented by a number
of joints in skeleton tracking. Every joint has its own 3D positional coordinate.
By making use of an RGB and an infrared camera, those 3D coordinates can
be found. Using these joints, a skeleton body can be made of the person [17].

There are a variety of skeleton tracking systems available, e.g. Cubemos,
Nuitrack, Open Pose, etc. This technique is quite new, which makes it hard
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to find good reliable information about the different skeleton tracking systems.
The following information is obtained by the official websites from the software
and forums.

3.4.1 Skeleton Tracking SDK by Cubemos

Skeleton Tracking SDK by Cubemos is useful for up to 5 people in a scene. Fur-
thermore is it compatible with Intel RealSense cameras, so also compatible with
the RealSense Depth Camera D435i which will be used during the assignment1.

3.4.2 Nuitrack

The Nuitrack system can support the RealSense Depth Camera D435i2. The
free version has a time limit of a total of 3 minutes per session, then you will
need to restart it3.

3.4.3 Openpose

Openpose should be able to work in 3D with the Intel RealSense d435i4. It can
be more challenging with respect to Nuitrack and Cubemos, because it could
require more knowledge than e.g. using the Skeleton Tracking SDK by Cube-
mos, which is built for RealSense cameras.

The Cubemos and Nuitrack options look the most promising, especially for
the first time to set everything up. Openpose looks also promising because you
have more freedom because it is open source. But the downside to it is that it
probably is less user friendly, so for example for the first testing of the camera,
the other options are more promising. The three software listed above seems
like a good fit, however, for this assignment the Cubemos was select because of
the synergy with the Intel RealSense camera which was used.

1https://www.intelrealsense.com/skeleton-tracking/
2https://community.nuitrack.com/t/can-nuitracksdk-support-intel-d435i-or-only-d435-

d415/1403
3https://nuitrack.com/faq
4https://github.com/CMU-Perceptual-Computing-Lab/openpose/issues/1625
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4 Protocol

In this section are the different types of protocols discussed. The pilot test
protocol has been named protocol 1 and the later reformed protocol has been
named protocol 2.

4.1 Protocol 1

First a pilot test was made, and the protocol goes as follow:

Figure 1: Overview of stepping directions.

The participant will move in a total of 8 directions, see figure 1. 5 times
in each direction over a distance of a total 0.30 meters. The participant will
step with both feet in a direction, 1 foot at a time, until he stands in the next
position. The camera will be placed on a table at a height of 1.34 meters. The
distance from the camera to the beginning position will be 2.5 meters, see figure
2.
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Figure 2: Sketch of the experiment location of protocol 1.

The participant will do a step as follow:

1. Both legs will move in the up direction

2. Both legs will move in the up-left direction

3. Both legs will move in the left direction

4. Both legs will move in the down-left direction

5. Both legs will move in the down direction

6. Both legs will move in the down-right direction

7. Both legs will move in the right direction

8. Both legs will move in the up-right direction

After the pilot testing, I realized that this protocol could be improved. The
distance between the participant to the camera has been increased, see figure
3, so the camera has a bigger field of view. Also, in Protocol 2, the participant
will only step with one foot in a direction. Therefore the measured distances
will be more accurate. That is why a new protocol was defined.

4.2 Protocol 2

The participant will move in a total of 8 positions, 5 times per position over a
distance of a total of 0.30 meters. The directions in which the participant will
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move are shown in figure 1. After each direction, the participant returns to the
beginning position.

The participant will do a step as follow:

1. Left leg will move in the up direction

2. Left leg will move in the up-left direction

3. Left leg will move in the left direction

4. Left leg will move in the down-left direction

5. Right leg will move in the down direction

6. Right leg will move in the down-right direction

7. Right leg will move in the right direction

8. Right leg will move in the up-right direction

This approach was chosen based on Gosine et al. [6]. In their work, they
showed that using a Kinect sensor they captured reasonably accurate measure-
ments of the stepping displacements and velocities of a moving participant.
Furthermore, the distance of the steps to the beginning point will be 0.3m.
This is based on the results of Gosine et al. [6]. The distance between the cam-
era and the participant is now increased to a total of 2.89 meters. The camera
is again placed at a height of 1.34 meters. An overview of the situation can be
seen in figure 3.

Figure 3: Sketch of the experiment location of protocol 2.
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4.3 Different ambience conditions

For both protocols, a variety of ambience conditions were considered. Below is
described which ambience conditions and what kind of measurements were used
with the protocols.

4.3.1 Clothing types

Different clothing could have an effect on the results of the system. Therefore,
the participant will use 2 different pairs of clothing: 1 pair of clothing with a
coloured sweater and blue jeans. The other pair consists of a black long-sleeved
shirt and black sweatpants. Only 2 sets of clothing are chosen because otherwise
it would be very time consuming to take all the measures and a participant of
the HEROES program would most likely wear casual clothing. To compare, a
totally different colour of clothing has been chosen.

4.3.2 Lighting measurements

To analyse the lighting ambience in the accuracy of skeleton tracking some
conditions were defined. These measurements are focused on what the impact
will be of lighting. Furthermore, only the wall and the tiles on the floor will
serve as background. Note: these measurements were made in the summer of
The Netherlands.

1. Open curtains and at 16:00, when the sun is shining outside, lights off In
home situations there is a lot of the time sunlight shining into the room.
This measurement will indicate the effect of the incoming sunlight.

2. Open curtains and at 16:00, when the sun is shining outside, lights on.
When a patient uses the rehabilitation training at home, this would likely
be during the day when the sun is shining. Because only sunlight is not
always sufficient for light levels inside, the lights in the room will be on.

3. Open curtains and at 16:00, and all the lights on. Also one lamp on
which is shining almost directly into the lens. In home situations, it can
occur that a lamp is at least partially aimed at the lens, which could have
major consequences for the accuracy. Also, this measurement will be the
measurement where the overall intensity of light will be the highest.

4. Closed curtains when it is dark outside, so at 22:30 or so and lights out.
This will be the darkest measurement, with the lowest intensity of light.
This situation will not most likely happen, but it can be interesting too
see if even at very low light levels the system will be working.

5. Closed curtains when it is dark outside, so at 22:30 or so and lights on.
This measurement will indicate what the influence of artificial light can
be for accuracy.
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4.3.3 Background measurements

Another important factor is that these measurements are taking in a home-
based environment, that is why we need to consider the background noise
due to background items. These measurements will be made during the
day with the curtains open and the lights on.

6. Plain background: No items in the background, only the wall as back-
ground

7. Normal background: A background filled with random house items for a
normal home ambience.
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5 Methods

In this section will be explained what kind of measurements were made and how
the data of these measurements were analysed.

5.1 Measurements overview

An overview of the measurements which were used with protocol 1 is shown in
table 1. In this table, the different conditions of each measurement are showed.

Number Daytime/night-time Lights on Light shining in lens Background items Type of clothing
1 Daytime Lights on x x Casual
2 Daytime Lights on x x Black
3 Daytime Lights on Light shining in lens x Casual
4 Daytime Lights on Light shining in lens x Black
5 Daytime Lights on x Background items Casual
6 Daytime Lights on x Background items Black
7 Night-time Lights on x x Casual
8 Night-time Lights on x x Black
9 Night-time x x x Casual
10 Night-time x x x Black

Table 1: The first 10 measurements which made use of protocol 1 are shown
with the specific conditions.

After the first ten measurements, additional measurements were needed to
give some better results. This time, a measurement with only sunlight as a
source of light was added, see the first two measurements in table 2. These new
measurements made use of protocol 2.
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Number Daytime/night-time Lights on Light shining in lens Background items Type of clothing
11 Daytime x x x Casual
12 Daytime x x x Black
13 Daytime Lights on x x Casual
14 Daytime Lights on x x Black
15 Daytime Lights on Light shining in lens x Casual
16 Daytime Lights on Light shining in lens x Black
17 Daytime Lights on x Background items Casual
18 Daytime Lights on x Background items Black
19 Night-time Lights on x x Casual
20 Night-time Lights on x x Black

Table 2: The new measurements which made use of protocol 2 are shown with
the specific conditions.

5.2 Coordinates system

The SDK makes use of a X, Y and Z coordinate for every joint. The position
of the joints can be seen in figure 4 5.

5This picture is from the Cubemos documentation, which is stored locally when you down-
load the SDK
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Figure 4: Overview of joints which will be recognized by the Cubemos script

The coordinate [0,0,0] is referring to the centre of the physical image. The
positive x-axis points to the right, the positive y-axis points down and the
positive z-axis points forward. Based on these coordinates one can conclude if
the system is working properly, or if the system is not so robust and therefore
affected by ambience conditions6. An overview of the test setup can be seen in
figure 5.

6https://dev.intelrealsense.com/docs/projection-in-intel-realsense-sdk-20
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Figure 5: An overview of the test setup which was used

5.3 Processing data

In this section will be explained how missing joints in the data could be useful
to analyse the data. Also will be explained how the coordinates provided by the
Cubemos script will be used to get the distance of a certain position and how
to evaluate this position.

5.3.1 Missing joints

An interesting part of the data will be where the system does not recognize the
joints. When this happens, the system will not work properly and therefore
this should happen at least as possible. The final system should provide accu-
rate feedback, which will not be possible if joints are missing. That is why the
number of missing joints can be useful to analyse the data. This was done by
dividing the amount of not recognized joints by the total amount of joints.

5.3.2 Positioning

The Cubemos script which was used, also delivers coordinates, as explained
above. These coordinates must be accurate to give the patient feedback about
his or her balance recovery skills. If the accuracy of the coordinates is better,
then the system can provide better feedback. The coordinates were saved to a
.csv file, which was later used to analyse the data. This was done by calculat-
ing the velocity and using that find the coordinates of the positions where the
patient should be standing. By making use of the known measured distance of
the steps, which is 0.3 meters, this distance can be compared with the distance
calculated based on the coordinates. This was visualized making use of a polar
plot. To automatically get the data where the participant is standing in a cer-
tain position, the coordinates, as well as the velocity at that moment was used.
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The only data that was used for the polar plot needed to meet the following
requirements: the velocity must be lower than 0.03 m/s and the location of the
coordinates must be in a threshold of 0.2 meters around the desired standing
position.
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6 Results

In this section, the results of the measurements are shown. When executing
the protocols, running the script resulted in a video of images like the image of
figure 6.

Figure 6: Overview of the test setup fully working.
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In figure 6 you can see the participant and the joint locating process of the
script. All the joints are connected with a yellow line which goes in a straight
line from joint to joint.

6.1 Recognized joints

To quantify the results, looking at the percentage of not recognized joints indi-
cates how good a measurement has performed. The hip joints were most of the
time recognized, with a total percentage of not recognized joints of between 1
and 2 % and not many significant differences. However, the ankle joints were
most of the time not recognized with significant differences and therefore the
ankle joints were used to analyse the data. If a joint is not recognized, this
means that the system will be unable to give feedback about the balance recov-
ery of the patient.

When comparing the number of recognized joints for the right ankle and left
ankle, in almost every case the percentage of missing joints is higher for the
left ankle than for the right ankle. This is probably because on the left side of
the participant was a wardrobe located and therefore less light in comparison
to the right side. With no lights on, the sunlight came in from the right side of
the participant and therefore there was also a higher percentage of not recog-
nized joints for the left ankle in comparison to the right ankle. A table with an
overview can be found in section A, see table 3.
Furthermore, measurements 11-20 were made after measurements 1-10 and mea-
surements 1-10 made use of protocol 1 and 11-20 made use of protocol 2. Overall
the percentage of missing joints of the measurements making use of protocol 1
is higher compared to the measurements making use of protocol 2. This could
be explained by setting up the camera further away from the participant, which
increased the field of view of the camera and therefore also the number of rec-
ognized joints.

6.1.1 Type of clothing

As mentioned before, this experiment used two types of clothing. These types
are viewed in figure 7.
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Figure 7: Comparison of both types of clothing.

The difference between black clothing and casual clothing is that casual
clothing has a lower percentage of not recognizing the joints when compared to
black clothing in almost every case, as shown in figure 8.
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Figure 8: Percentage of missing joints of both types of clothing.

However, when looking at the results of the very dark measurements in fig-
ure 9, this is not the case. This is most likely due to the flashlight which was
used making these measurements and this flashlight was held by hand and not
fastened. This could have resulted in different conditions compared to the other
measurements. Furthermore, in most cases, the amount of not recognized joints
for casual clothing is lower when compared with black clothing.
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Figure 9: Percentage of missing joints of lights on and almost no light

6.1.2 Light condition

As mentioned before, when trying to measure in almost no light, it became clear
that the system couldn’t work properly.
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Figure 10: Percentage of missing joints of the two protocols with a light shining
into the lens.

Furthermore, when looking at the measurements of protocol 1 with a light
shining into the lens, see figure 10, compared to daytime measurements with
only the lights on of figure 8, the measurements with a light shining into the
lens of the camera resulted in a higher failure percentage for casual clothing,
with a mean percentage increase of 15.96 %. However, it resulted in a lower
failure percentage for black clothing with a mean percentage decrease of 12.71
%.

But when taking new measurements using protocol 2, the measurements
with a light shining into the lens, compared to the control measurements with
only the lights on, for casual clothing, the mean percentage decreases by 0.47 %
and the mean percentage for black clothing increases with 3.35 %. Compared to
the percentages of the measurements using protocol 1 and the same conditions,
these percentages are very low.
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Figure 11: Percentage of missing joints of only daylight and daylight as well as
lights on.

When comparing only daylight with daylight as well as lights on in figure
11, for casual clothing the percentage of also lights on increases with a mean
percentage of 4.09 %. For black clothing, the percentage of also lights decrease
with a mean percentage of 3.69 % when compared to only daylight. When
looking at all the percentages, it seems to be that for casual clothing, only
daylight is the best lighting condition.
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Figure 12: Percentage of missing joints of daylight and lights on compared to
night-time and lights on.

Lastly, for the difference between filming during night-time and daytime, see
figure 12, when looking at measurements filmed during night-time with lights
on compared to the daytime measurements with light on, for casual clothing the
percentage of night-time compared to daytime increased with a mean percentage
of 2.96 %. For black clothing, the percentage of night-time compared to daytime
decrease with a mean percentage of 3.71 %.

6.1.3 Background items

To compare the effect of background items, the measurements with background
items and the measurements without background items must be compared, as
can be seen in figure 13
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Figure 13: Percentage of missing joints of daytime and night-time with back-
ground items.

So when looking at the measurements making use of protocol 1 in figure
13 and comparing the measurements with only lights on with the background
measurements, for casual clothing the percentage increased with a mean of 6.77
%. However, the percentage for black clothing decreases with a mean of 16.27
%. When from the new measurements which make use of protocol 2, comparing
the measurements with only lights on with the measurements with background
items, the mean difference of percentage not recognized joints for casual clothing
is 1.27 % and the mean difference of percentage not recognized joints for black
clothing is -3.75 %. Just like in the measurements which make use of protocol
1, the percentage of not recognized joints decreases for black clothing.These
differences are small when compared to the differences in the measurements of
protocol 1. However, the difference in percentages of also the other measure-
ments which make use of protocol 2 is already small when compared to the
differences in the percentages of measurements making use of protocol 1. This
can be seen in table 3 in the Appendix section.

6.2 Accuracy of joints

To display the space in between the means of each direction, a polar plot was
made, see figure 14.
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Figure 14: Polar plot of only daylight measurement, down direction points to
camera. Blue star indicates the mean location, black bar indicates the standard
deviation.

In the middle is the centre point and in the other 8 directions are the other
points visible. From the middle to 0°points to the left side of the participant
and from the middle to 270°points to the front of the participant. Ideally, the
points should be on the 0.3 meters circle and also on 0°, then 45°etc. However,
as can be seen in figure 14 the points pointing to the back are further away from
the 0.3 meters circle than the points pointing to the front, within the backwards
direction a total difference of 7.74 cm. This difference is a lot bigger than when
looking at the other distances, the second biggest difference is just 3.64 cm.
The mean of the difference in distance in every direction of the 0.3 meters circle
is 2.61 cm. The mean of the difference in distance in every direction except
the backwards direction to the 0.3 m circle is 1.89 cm. Along the z-axis, the
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standard deviation from every standing position varied from 0.75 cm to 2.70
cm. Only the 3 most backward positions resulted in a standard deviation of
more than 2 cm.

Figure 15: Error of setup when executing protocol 2

Also, for most points, it looks like they are not quite on the 45°line, but
the points should move counterclockwise to align with the 45°line. This is most
likely because of the angle of the camera, which was set up with a slight angle
when taking the measurements using protocol 2. This angle can be seen in fig-
ure 15.
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Figure 16: Polar plot of the measurement with background items of protocol 2,
down direction points to camera. Blue star indicates the mean location, black
bar indicates the standard deviation.

When comparing figure 16 with figure 14, what stands out is that a 0.4 m
circle is needed because the point in the backwards position is located at 0.428 m
from the central point. Also, in contrast to figure 14, there does not seem to be
a pattern in the size of the standard deviations. The highest standard deviation
is now 3.60 cm. The mean of the difference in distance in every direction of
the 0.3 m circle is 3.67 cm. The mean of the difference in distance in every
direction except the backwards direction to the 0.3 m circle is 2.22 cm. The other
measurements gave similar results as figure 16, with also coordinates for the
background-position which was close to the 0.4 m circle line. However, for the
measurement making use of protocol 2, with only sunlight and casual clothing
and the measurement with a light shining into the lens with black clothing,

25



a full polar plot could not be constructed, due to missing valid coordinates.
These were in the backward, left-backwards and right backward positions for
the measurement with only sunlight and the forward and right-forward position
for the measurement with a light shining into the lens.
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7 Discussion

In this section will the results be discussed as well as compared with current
literature.

Work done by Khoshelham and Elberink[9] stated that the random error for
a distance of 3 meters should be about 1.4 cm. Comparing this to the found
range of standard deviations of 0.75 cm to 2.70 cm, the found standard de-
viations seems reasonable, with only 3 standard deviations higher than 2 cm.
However, this was the best result when looking both at the position of the co-
ordinates and the standard deviation. Khoshelham and Elberink[9] also stated
in their paper that the depth resolution, which refers to the minimum depth
difference that can be measured, should be about 2.5 cm for a distance of 3 me-
ters. Comparing this 2.5 cm to the found mean distance difference of 2.61 cm
and 3.67 cm, it seems that the system performed as expected for the first value,
and a bit poorly for the second value. However, if the step backwards, which
differs significantly in the distance when compared to other stepping directions,
is not included, the mean distance becomes 1.89 cm and 2.22 cm. Now both
values are even more accurate than expected.

Making use of the velocity and the expected coordinates resulted in polar
plots. However, not for every measurement, a polar plot could be constructed.
This was due to the limits for velocity and position, which a lot of the time
differed significantly. Therefore, only a few valid coordinates were found. How-
ever, if more valid coordinates are wanted, the velocity needed to be drastically
increased. This was due to the system which especially for the ankle joints
had difficulties when trying to identify the exact location of a joint and jumped
between different values. That is why using velocity to identify the exact coor-
dinates was not as effective as was thought beforehand.

The results of measurement 2 are odd in comparison to the other measure-
ments. This is because the percentages of missing joints are so high that when
comparing the percentages of other measurements with black clothing, the other
measurements will result in a lower failure percentage. This seems especially
odd when comparing this to the measurements where casual clothing was used.
Therefore it seems to be likely that something went wrong when taking this
measurement. However, looking at the footage, nothing peculiar can be identi-
fied why this measurement could be invalid, aside from that the system almost
never identifies the ankle joints.

When executing Protocol 2, the percentages of missing joints of the mea-
surements greatly decreased when compared to the results of Protocol 1. This
is probably because the camera was placed back further from the participant.
Therefore the field of view increased and with it the percentage of not recog-
nized joints decreased.
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A flaw in the system which was identified early when doing this study was
that the system sometimes identified the participant looking at the wall behind,
instead of in reality facing the camera. This resulted in a lot of complications
because now the left side became the right side and vice versa. When this hap-
pened, it resulted in a lot of times in exchanged coordinates from for example
the right and the left ankle. A problem was that the participant needed to
look down where to place his feet, instead of knowing exactly where to stand.
Therefore, when looking down, the system did not identify his face anymore, so
a solution to this problem could be that the participant does not have to look
down to prevent this from happening.

This study showed the following about how to make optimal use of the
system and a sensor in a home environment. It seems to be that it is most
important to have the whole body of the participant inside the field of view of
the camera.

Furthermore, enough light seems to be key, because especially with almost
no light, the system didn’t seem to work. Casual clothing in comparison to
black clothing will also improve the working of the system.

However, looking at accuracy, when stepping back, the accuracy of the sys-
tem decreases significantly. This could be due to a greater distance between the
camera and the patient. But this phenomenon by itself does not explain the
sudden significant increase in total distance when comparing the coordinates of
the system with the measured distance.

To solve a lot of the problems with the system failing to identify or not accu-
rately identifying the joints, a solution could be to make use of retro-reflective
markers and place them on the joints. However, the method used now is not
more patient-friendly, because no reflective markers have to be applied and no
suit needs to be worn, normal clothing suffices. For future work, it would be
interesting to look at what the effect would be of a person in the background
or someone passing by on the ability of the system to identify the patient. Fur-
thermore, only one participant was used for this study and therefore it would
be interesting to see what effect a different physical type of patient will have.
This study was done by making use of only one skeleton tracker, but it could be
interesting to see if other skeleton trackers would perform better than the used
skeleton tracker.
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8 Conclusion

This study showed that wearing casual clothing instead of black clothing will in-
crease the accuracy of balance recovery measurements. Furthermore, the use of
background items will increase the accuracy of balance recovery measurements
for only black clothing. Also, when the distance between the camera and the
participant is about 3.3 meters, the accuracy of the balance recovery measure-
ments dramatically decreases.

When wearing black clothing, a bigger percentage of joints were recognized
when taking measurements during the night in comparison to taking measures
during the day. Wearing casual clothing resulted in a higher percentage of rec-
ognized joints when filming during the day in comparison to when filming during
the night. When comparing casual clothing with black clothing, in most situ-
ations casual clothing resulted in a bigger percentage of recognized joints and
therefore performed better. This means that wearing casual clothing in com-
parison to black clothing will result in more accurate feedback about balance
recovery measurements when using a camera-based system.

Using background items resulted in a higher percentage of recognized joints
with respect to no background items. Furthermore, filming during night-time
when no light was on, resulted in zero joints that were recognized. Only when
providing light using a flashlight, the system could identify the participant. Fur-
thermore, using a light directly shining into the lens of the camera resulted in
similar results as the same conditions without a light shining directly into the
lens.

When looking at the coordinates provided by the system, it seems to be
that the system is about as accurate as expected by the other literature, with
the exception of stepping to the backwards position. Different ambience condi-
tions resulted in a not significant difference in the distance when comparing the
coordinates provided by the system with the measured distance.

29



A Appendixes

A.1 Overview of percentage not recognized joints

To quantify the results, looking at the percentage of not recognized joints gives
an indication of how good a measurement has performed.

Number Daytime/night-
time

Lights
on

Light shining
in lens

Background
items

Type of
clothing

Left ankle
not recog-
nized%

Right
ankle not
recog-
nized%

1 Daytime Yes x x Casual 34.45 % 29.22 %
2 Daytime Yes x x Black 74.97 % 61.92 %
3 Daytime Yes Yes x Casual 50.47 % 45.11%
4 Daytime Yes Yes x Black 61.02 % 50.45 %
5 Daytime Yes x Yes Casual 43.45 % 33.75 %
6 Daytime Yes x Yes Black 55.64 % 48.71 %
7 Night-time Yes x x Casual 36.38 % 28.25 %
8 Night-time Yes x x Black 48.56 % 40.63 %
9 Night-time x x x Casual 57.26 % 23.86 %
10 Night-time x x x Black 32.96 % 18.44 %
11 Daytime x x x Casual 11.65 % 10.12 %
12 Daytime x x x Black 36.31 % 29.22 %
13 Daytime Yes x x Casual 16.19 % 13.75 %
14 Daytime Yes x x Black 32.48 % 25.68 %
15 Daytime Yes Yes x Casual 16.46 % 12.54 %
16 Daytime Yes Yes x Black 36.65 % 28.21 %
17 Daytime Yes x Yes Casual 18.64 % 13.84 %
18 Daytime Yes x Yes Black 26.46 % 24.21 %
19 Night-time Yes x x Casual 21.49 % 14.36 %
20 Night-time Yes x x Black 23.86 % 26.89 %

Table 3: Overview of all the different measurements. Measurements 1-10 make
use of protocol 1, 11-20 make use of protocol 2.

When looking at table 3 at the columns of the right ankle and left ankle,
in almost every case the percentage of missing joints is higher for the left ankle
than for the right ankle. This is probably because on the left side of the par-
ticipant was a wardrobe located and therefore less light in comparison to the
right side. With no lights on, the sunlight came in from the right side of the
participant and therefore there was also a higher percentage of not recognized
joints for the left ankle in comparison to the right ankle.
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B Literature search

In this section will be an overview of the terms that were used during the
literature search progress.

The table below gives an overview of all the search terms and in B.1 is a
description associated to each search number.
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Search
number

Query Database Results Useful
amount

Relevant
(y/n)

1 intel realsense d435i skeleton tracking Google 14.000 Too much y
2 lighting AND background AND skeleton tracking Scopus 4 Not enough n
3 lighting AND background AND image quality Scopus 340 Too much y
4 lighting AND background AND camera Scopus 876 Too much y
5 lighting AND background AND camera AND tracking Scopus 181 Too much y
6 effect of background and lighting on skeleton tracking Google 8.490.000 Too much y
7 (intel AND skeleton AND tracking) Scopus 5 sufficient y
8 (intel AND realsense) AND (image AND noise) Scopus 6 sufficient y

9 (data AND collection) AND processing AND (image
AND quality) AND tracking

Scopus 151 Too much y

10 effect image noise on skeleton tracking Google 13.800.000 Too much y
11 ( ”Effect of background” OR ”environmental noise” OR

”ligthing” OR ”Shadows” ) AND ( ”Kinect” OR ”Real
Sensor” OR ”Camera based sensor” OR ”Camera” )

Scopus 17.540 Too much y

12 Accuracy and resolution of kinect depth data for indoor
mapping applications

Scopus 4 Good
amount

y

13 ( ”Effect of background” OR ”environmental noise” )
AND ( ”Kinect” OR ”Real Sensor” OR ”Camera based

sensor” OR ”Camera” )

Scopus 662 Too much n

14 TITLE-ABS-KEY ( ”Effect of background” OR
”environmental noise” ) AND TITLE-ABS-KEY (

”Kinect” OR ”Real Sensor” OR ”Camera based sensor”
OR ”Camera” )

Scopus 119 Enough n

15 TITLE-ABS-KEY( ”Effect of background” OR
”environmental noise” OR ”ligthing” OR ”Shadows” )
AND TITLE-ABS-KEY( ”Kinect” OR ”Real Sensor”

OR ”Camera based sensor” OR ”Camera” ) AND
TITLE-ABS-KEY(”noise”)

Scopus 368 Too much n

16 ( ”Effect of background” OR ”environmental noise” OR
”ligthing” ) AND ( ”Real Sensor” OR ”Camera based

sensor” OR ”Camera” )

Scopus 643 Too much n

17 ( ”effect” ) AND ( ”background” OR ”environmental
noise” OR ”ligth*” OR ”shadow” ) AND ( ”kinect” OR
”Real Sensor” OR ”Camera based sensor” OR ”Camera”

) AND ( ”balance recovery” )

Scopus 41 Good
amount

y

18 ( ”effect” ) AND ( ”background” OR ”environmental
noise” ) AND ( ”kinect” OR ”Real Sensor” OR ”Camera
based sensor” OR ”Camera” OR ”image quality” ) AND

( ”object recognition” )

Scopus 869 Too much n

19 ( skeleton AND tracking ) AND ( ( ”cubemos” ) OR (
”nuittrack” ) OR ( ”openpose” ) )

Scopus 169 Bit too
much

y

20 ( ”low ligthing” OR ”environmental noise” ) AND (
”kinect” OR ”Real Sensor” OR ”Camera based sensor”

OR ”Camera” OR ”image quality” )

Scopus 442 Too much y

21 ( accuracy ) AND ( skeleton AND tracking ) AND (
rehabilitation )

Scopus 765 Too much y

22 ( ( accuracy ) AND ( skeleton AND tracking ) AND (
rehabilitation ) AND ( protocol ) )

Scopus 116 Enough y
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B.1 Useful information

1. Some general info about the skeleton tracking system and an example of how
it works.
2. Only Ebooks which were not accessible and not really relevant information.
3. Not exactly the information I am looking for.
4. Too much results, not exactly the information I am looking for.
5. Good results, but they are mostly technical about tracking and how the sys-
tem works, instead of some more information about lighting and background.
6. Practical information about the skeletal tracking and settings of the program
and camera on the following website, although it uses a different skeleton track-
ing system. Found it on the following website:
https://community.nuitrack.com/t/skeletal-tracking-and-depth/2043.
7. The first article had some interesting information about tracking and it com-
pared the first and the second edition of the Xbox Kinect.
8. In the article: Analysis and Noise Modeling of the Intel RealSense D435 for
Mobile Robots is described how errors from the intel realsense d435 are mea-
sured in depth.
9. Mostly information about tracking for supervision systems.
10. The information from the articles I found are very useful, some articles
about noise measurements using the Xbox Kinect sensor and an other article
about the camera which will be used for this project.
11. Mixed results, one article, ”Kinect Shadow Detection and Classification”,
is a very useful article with information about shadow and the consequences for
the Kinect. Not only has this article useful information, but it also refers to
other similar articles.
12. Specific search because of search 11 where I found this article. Not only
did I find the specific article, but also a similar article, which also could contain
useful information. 17. This search concluded in a lot of results which are al-
most all about this particular problem
19. I tried to search for information about a comparison between nuitrack,
openpose and cubemos, but found some other interesting articles about using a
thermal camera and some overall information about OpenPose.
21. This search resulted in a lot of articles which are very close to what I want
to investigate and are very useful.
22. Some useful information, but as with previous tries, most information was
either too in debt or too superficial.
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