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ABSTRACT 

Permafrost regions are areas below the Earth's soil surface that stays permanently frozen for two 

consecutive years. The permafrost layer is highly rich in organic matter; with global warming and uprising 

temperatures, there is a severe threat of abrupt permafrost thawing leading to rapid bacterial degradation 

of organic carbon. As a result, a disproportionate amount of greenhouse gases such as CH4 and CO2 are 

released into the atmosphere. Methane, amongst all greenhouse gases, contributes more to global 

warming. UNFCCC recognizes various sources of methane emissions causing positive climate feedback, 

but emissions from abrupt permafrost thawing are the least understood feedback to the warming climate. 

In order to monitor, understand and record the changing emissions at the regional level, it is essential to 

obtain fine-resolution data. The development of spaceborne satellite-derived remote sensing methane data 

brought a rapid increase in homogeneous and global level data. However, these datasets are coarse in 

resolution limiting the information gained from these images. Therefore, there is a need to downscale 

these datasets to obtain maximum information and conduct regional-level studies. There is hardly any 

study on regional level monitoring of methane emissions from abrupt permafrost thawing using 

TROPOMI S5P downscaled data. Thus, this study firstly aims at recognizing variables contributing to 

rapid permafrost thawing leading to increased methane emissions. Secondly, comparing and estimate the 

downscaling technique which gives the best estimates of methane data. Thirdly, to monitor changes over 

methane emissions using the selected method for downscaling.  

 

The study was conducted in four counties of Alaska, The United States of America. Estimating variables 

affecting the magnitude of methane emissions were obtained using the AIC index, stepwise regression, 

correlation coefficient, and multicollinearity. Due to the non-linear and linear relationship between 

auxiliary variables and dependent variables, various regression models were performed to estimate the 

model that explains the maximum variance. Three downscaling techniques of RK, ATAK, and ATARK 

were used for comparison. The three techniques accuracy was evaluated against the coarse resolution 

dataset using leave-one-out cross-validation (LOOCV) and six indices (mean, SD, variance, MAE, CC, 

CH). Lastly, to monitor changes in methane emissions, the selected technique is used for downscaling the 

recorded dataset over the years 

 

The statistical analysis showed MODIS1 LSTDAY, MODIS2 LSTNIGHT, VIIRS NDVI, GMTED 2010 

DEM, and VIIRS EVI as the chosen predictors against the TROPOMI S5P methane product as the 

dependent variable. These predictors showed a weak and statistically significant correlation values. The 

linear regression model was selected with the lowest RMSE (11.47), MAE (9.04), and highest R squares 

value (0.29). Amongst the three techniques, ATAK showed a slightly better performance with a CH value 

of 0.99, 0.99 for tile 17 and 21, and CC value of 0.98,0.99. Monitoring the downscaled images from 

August 2018-May 2021 did not produce much information about the rate of changes in methane 

emissions. However, what might be inferred is a spatial shift in methane emissions from South to North 

to South again which is due to seasonal changes.  
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1. INTRODUCTION 

1.1.  Background 

Permafrost regions are areas below the Earth's soil surface that stays permanently frozen (Canadian 

Permafrost Association, 2021). Frozen ground is formed when water trapped in soil sediments, fissures, and 

crevices in rocks on the Earth's surface freezes (Denchak, 2018). Permafrost grounds form when these areas 

remain permanently frozen for at least two years to hundreds of years (National Snow and Ice Data Center, 

2020). If the same ground freezes and thaws yearly or seasonally, it is considered as seasonally frozen ground. 

These regions take up nearly 9 million square miles of the Northern Hemisphere that include Alaska, 

Greenland, Siberia, Canada and, other parts of the world such as Tibet, South America, and New Zealand 

(Denchak, 2018; Yawitz, 2012). 

 

The permafrost layer is highly rich in soil organic carbon matter (National Snow and Ice Data Center, 2020). 

This is because regions occupied by this layer were green areas with ecosystems flourishing during glacial 

times. Thousands of years ago, these plants and animals died and got locked in permafrost (Zimov, Schuur, & 

Chapin, 2006). Due to the presence of ice, their pace of decomposition reduced and resulted in carbon content 

(Welch, 2019). Study by Tamocai et al., (2009) estimate almost 1700 gigatons of carbon being stored in 

permafrost. This layer can extend from a few meters to a few km below the Earth's surface (Schaefer et al., 

2014).  

 

With global warming and uprising temperatures, there is a severe threat of abrupt thawing of permafrost 

regions, such as Alaska, Russia, and Canada (Jorgenson, Shur, & Pullman, 2006). Researches show a 10 percent 

less frozen ground than in the 1900s (Denchak, 2018). Higher temperatures lead to faster thawing of 

permafrost, making the organic carbon available for rapid bacterial degradation (González-Eguino, & 

Neumann, 2016). As a result, a disproportionate amount of methane (CH4) and carbon dioxide (CO2) is 

released into the atmosphere (Natali et al., 2021). These emissions do not take place over a continuous region. 

When permafrost thaws, the ground below subsidies and forms lakes structures called thermokarst lakes and 

thaw ponds. These emissions seep through pockets from the bottom of these lakes (Walter et al., 2006). The 

amount of these gases released depends upon the topographic condition, temperature, and organic matter 

present at the site (Kohnert et al., 2017). Emissions of these gases (CH4 and CO2) in small fractions result in 

positive carbon feedback from permafrost, affecting future climate (Schuur et al., 2008).  

 

Amongst all greenhouse gases, methane has influenced 20% of global warming since pre-industrial times 

(Kirschke et al., 2013). Methane has 25 times higher potential than carbon dioxide in a changing climate and 

80 times more potent in trapping heat (Yvon-Durocher et al., 2014). Therefore estimation of methane is 

inevitable to combat climate change. Estimation of methane changes requires combining various information 

such as air and soil temperature, soil moisture, vegetation, organic matter content and, permafrost thickness in 

permafrost rich regions (Christensen et al., 1995; Qingbai, & Yongzhi, 2004; Xue et al., 2009; Olefeldt et al., 

2013; Gido et al., 2019).   

 

1.2. Justification   

Climate change is considered one of the biggest threats to humankind. In order to combat the issue after the 

Rio Earth Summit in 1992, United Nations Framework Convention on Climate Change (UNFCCC) was 

adopted that seeks to stabilize greenhouse gases (GHG's) emission (Katila et al., 2019). Another initiative 
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taken by UNFCCC was to maintain the global average temperature rise below 1.5 to 2 degrees Celsius as per 

the Paris agreement 2015 (UNFCCC, 2021a). Similarly, Sustainable Development Goal (SDG) 13.2, 13.3, and 

13.b aim at reducing further warming of the climate by integrating policies, spreading awareness, adapting 

mechanisms at the national and global level (Katila et al., 2019). Despite multiple effort, the average global 

temperature tends to rise. Numerous sources of methane emissions causing positive climate feedbacks are 

recognized so far, such as plant biomass, extracting of fossil fuels, agriculture, and natural emissions. But there 

is still no clear research and documentation that the thawing of permafrost contributes significantly to the 

current carbon global budget (UNFCCC, 2021b; Sabine et al., 2014). As per Natali et al., (2021) permafrost 

carbon feedbacks are not yet accounted in the Earth system models (ESMs) and integrated assessment models 

(IAMs).  

 
Permafrost carbon-climate feedback is one of the most important and least understood atmospheres feedback 

of warming climate (Pachauri et al., 2014). Therefore, it is of utmost importance to monitor abrupt permafrost 

thawing to study changes in methane emissions. Analyzing temporal changes of CH4 emissions will help 

understand its contribution to climate feedback and assessing the impacts of climate change on growing 

emissions (Olefeldt et al., 2013). Monitoring changes in the emissions can help plan additional efforts to 

minimize abrupt thawing, which will help reduce global warming even more (Isaksen et al., 2014; Zhang et al., 

2017) 

 

1.3. Research problem 

In order to estimate varying spatial and temporal scales of methane emissions, ground techniques such as the 

static chamber, bubble trap, soil characteristics have been utilized (Christensen, 2004; Wei et al., 2018). 

Airborne techniques, for example, Unmanned aircraft systems (UAS) and spaceborne using coarse resolution 

images, have been used (Christensen, 2004). But the techniques using ground-based and airborne data are cost-

inefficient, labor-intensive, have limited sampling frequency, large scale, and time-consuming (Reuder et al., 

2012; Olefeldt et al., 2013; Oberle et al., 2019). The development of satellite-derived remote sensing (RS) data 

has reduced these limitations (Guo et al., 2015; Jin et al., 2018). Over the last few decades, there has been a 

rapid increase in the number of images taken through satellites (Atkinson, 2013; Guo et al., 2015). Remote 

sensing satellites provides homogeneous and global coverage data (Frankenberg et al., 2005). These data, such 

as Moderate Resolution Imaging Spectroradiometer (MODIS), are freely available, provide near real-time and 

daily frequency coverage for global monitoring (Wang et al., 2015). Hence, this study focuses on spaceborne 

satellite-derived methane data to detect and monitor methane emissions at the local level for a small-scale 

study. However, the issue faced with this data is its coarse spatial resolution, limiting the information gained 

from these images (Atkinson, 2013; Jin et al., 2018). Therefore, growing research to downscale (greater detail) 

such images to attain maximum information (Atkinson, 2013; Wang et al., 2015).  

 

There are various interpolation techniques to obtain fine resolution images from coarse resolution, but spatial 

dependency is often ignored in most interpolation techniques (Piazza et al., 2015; Kumari et al., 2017). Thus, 

geostatistical approaches were introduced, which accounts for spatial variability and spatial autocorrelation in 

data (Zhang, Li, & Travis, 2007). The process of statistical downscaling using geostatistical techniques refers to 

obtaining fine resolution images from coarse resolution using the geostatistical interpolation technique 

(Rasmus, & Chen, 2008; Wolf et al., 2017). So far, studies have been conducted using this technique to 

estimate methane emissions from livestock, agriculture and interpolating missing data (van der Gon et al., 

2000; Zhang et al., 2012). However, this method has not been proven to identify hotspots and track changes in 

methane emissions induced by permafrost thawing.  

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/modis
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2. RESEARCH OBJECTIVES/RESEARCH QUESTIONS  

2.1. General Objective  

The main objective of this study is to determine which statistical downscaling technique best estimates 

TROPOspheric Monitoring Instrument (TROPOMI) methane data, which is then used to monitor changes 

over methane emissions. These objectives are met by first selecting which environment variables affect the 

pace of thawing. Second, evaluate the results of downscaled images using different downscaling interpolation 

techniques. Thirdly, generating temporal maps using the selected method for recording the changes in 

methane emissions.  

 

2.2. Sub Objectives 

1. Evaluate different factors driving the magnitude of methane emissions from abrupt permafrost 

thawing. 

2. Identify which spatial downscaling technique is suitable for local analysis of methane emissions 

assuming a non-stationary mean.  

3. Assess and monitor the changes in methane emissions at the local level. 

2.3. Research questions 

1. What factors affect methane emissions change due to abrupt permafrost thawing through literature 

review and statistical relationships? 

2. Which among the three statistical downscaling techniques (RK, ATAK, ATARK) is suitable for 

depicting methane emissions at the local level for small-scale study? 

3. What is the temporal variation in the magnitude of methane emissions? 
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3. LITERATURE REVIEW 

Methane emissions over permafrost locations have been observed using a variety of approaches, including 

ground-based, airborne, and space-borne technologies in different studies. The 1995 report of the 

Intergovernmental Panel on Climate Change (IPCC) addressed concerns regarding emissions over China, 

Alaska, Russia, and Canada (Yawitz, 2012). Concerns regarding these emissions led to establishing the Global 

Terrestrial Network for Permafrost (GTN-P), a borehole monitoring system. It was created under the Global 

Climate Observing System (GCOS) and the Global Terrestrial Observation System (GTOS) with the 

assistance of the International Permafrost Association (IPA) (Romanovsky et al., 2002). This system uses 

boreholes measurements at numerous international sites to measure permafrost temperature and thickness, 

identified as crucial variables for emissions (Romanovsky et al., 2002). The closed chamber ground technique 

(Bubier et al., 1995), floating bubble traps over lakes (Walter et al., 2006), and soil techniques (Wei et al., 2018) 

are few examples of the ground-based technique. These observations are real-time observations, ground 

verified, and thus they do not require validation. However, the disadvantages of these techniques are the 

coverage is sparse, time-intensive, and a larger workforce is required. These techniques use site-specified 

observation, have measurement bias, and are cost-inefficient (Kohnert et al., 2017; Oberle et al., 2019).  

 

Airborne techniques such as aerial photographs, Unmanned Aerial Systems (UAS), and Light Detection and 

Ranging (LiDAR) are well suited for local coverage for methane emissions (Christensen, 2004; Rashid et al., 

2020; Elder et al., 2020). They are more accurate in predicting methane emissions near-surface than satellite-

derived data (Thorpe et al., 2013). However, they are not cost-effective for small-scale studies since they have a 

high cost per unit area coverage overground. In addition, they are unable to cover vast areas because of their 

narrow swath width. Airplane-based measurements can be carried at a height of approximately 100 meters 

(Oberle et al., 2019). Analyzing small study areas requires many flight plans, limited spatial coverage, flight 

time, aviation policy, and cost constraint (Reuder et al., 2012; Villa et al., 2016). 

 

Techniques using satellite-derived data are beneficial when a large area is used for the study (Takeuchi et al., 

2003; Turner et al., 2016). They provide precise and accurate information for the observations of methane 

emissions (Schneising et al., 2011). Over the last few decades, the growing number of images taken by remote 

sensors has reduced the spatial extent and provided complete global coverage. However, these satellite-derived 

data are coarser in resolution and obstruct extracting maximum information from satellite images. With the 

aim to maximize the information derived from satellite data providing global coverage drove many researches 

(Wang et al., 2015). The downscaling technique was introduced to overcome this barrier (Atkinson, & Tate, 

2000). Downscaling/scaling down refers to increasing the spatial resolution of coarse imagery (Atkinson, 

2013). Downscaling images using interpolation is a growing technique to produce fine resolution images from 

coarse resolution (Kyriakidis, & Yoo, 2005; Zhang et al., 2012).  

 

Downscaling of images can be done through a deterministic or geostatistical interpolation approach (Piazza et 

al., 2015). A deterministic interpolation approach such as bilinear interpolation and inverse distance weighting 

is inappropriate for local interpolation as the kernel size for interpolation uses infinite size (Chen, & Wang, 

2010). These interpolation techniques make predictions without accounting for uncertainty related to the data. 

It does not account for spatial dependency concerning spectral information required for an accurate image 

interpolation (Kumari et al., 2017). Understanding spatial variability is necessary as the digital number (DN) 

value varies across satellite images (Rossi et al., 1994; Zhang et al., 2012). 
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In comparison, geostatistical approaches account for spatial variability and spatial autocorrelation in data. 

Kriging is a geostatistical spatial statistics technique that accounts for spatial dependence while estimating 

values at unsampled locations and assigns confidence and probability of uncertainty to predicted. The 

technique ensures minimum-error variance and follows the law of spatial correlation that places closer to each 

other are more similar than distant locations (Zhang et al., 2007). Furthermore, geostatistical approaches of 

image fusion for downscaling satellite images are progressively used as they retain the spectral property of the 

coarse resolution image (Wang et al., 2015). Image fusion is a spatio-spectral technique to combine fine spatial 

resolution images with a coarse resolution to produce a fine spatial resolution image (Atkinson et al., 2008;  

Zhang et al., 2012; Wang et al., 2015). There are two ways of downscaling based on data availability: first using 

ground-based measurements and second without ground-based measurements using spatial correlation 

information through fine-scale auxiliary variables (Park, 2013). 

 

Geostatistical methods are grouped into: univariate when the primary data is adequate for predictions and 

multivariate when covariates contribute to model the dependent variable (Zarei, Masihi, & Salahshoor, 2011). 

The univariate approach tends to smooth predictions and cannot produce accurate interpolated results of the 

variable such as Ordinary Kriging (OK) and Simple Kriging (SK). Thus, multiple regression kriging 

approaches (considering one or more variables) using methods such as regression kriging (RK), kriging with 

external drift (KED), (ATAK) area to area kriging and, (ATARK) area to area regression kriging were 

established (Rata et al., 2020).  

 

However, there are advantages and limitations to these techniques. Cokriging (CK) gives an unbiased 

predictor, minimizes variance, incorporates sparse data, but it does not consider spatial variability of pixel sizes 

(Memarsadeghi et al., 2005; Pardo-Igúzquiza et al., 2006). Thus, a sturdier method of Downscaling Cokriging 

(DSCK) was proposed. It is a one-step approach, like CK it is unbiased and minimizes prediction variance. 

Also, it accounts for pixel sizes, cross-correlation, correlation, and point spread function (PSF). However, it 

requires complex modeling of auto-semi-variogram and cross-semi-variogram, making it challenging to 

automate (Pardo-Igúzquiza et al., 2006; Atkinson et al., 2008; Wang et al., 2015). KED is another technique 

easy to implement than CK as it requires estimating a direct variogram and is easily operational (Ribeiro Sales, 

Souza, & Kyriakidis, 2013). On the other hand, KED is computationally intensive, calculates weights for each 

pixel, and most importantly, it assumes PSF is constant along with all the bands/images, covariate vary 

smoothly across space (Hengl et al., 2003; Ribeiro Sales et al., 2013; Wang et al., 2015; Wang, Shi, & Atkinson, 

2016).  

 

RK uses regression on additional variables for prediction and kriging on residuals using the regression model 

(Hengl et al., 2007). ATAK is used more for areal data as it considers the size of the covariates data to predict 

the variable as area (Kyriakidis, 2004; Kyriakidis, & Yoo, 2005). But RK, despite its advantages, is insufficient 

for downscaling as it cannot reproduce the spectral properties of coarse data and assumes the residuals are 

uncorrelated and independent spatially. Whereas residuals should not be discarded when regression analysis 

fails to produce sufficient information on prediction patterns (Park, 2013). As for ATAK, if applied alone, it 

cannot restore high-frequency values present in the fine resolution image. Thus, a new approach called area to 

area regression kriging (ATARK) was formed, which utilizes the benefits of RK and ATAK (Wang et al., 

2015). The advantage of ATARK is its ability to preserve coherence property, meaning the fine-scale 

predictions are identical to the original data value when upscaled. It accounts for spatial correlation of residuals 

(Park, 2013; Wang et al., 2015). But these conclusions are made based on their study of work, they will be 

tested for this research.  
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4. MATERIALS 

4.1. Study Area 

Alaska occupies the northwestern part of North America with a geographic center at 63°50' N 152°00' W. 

Alaska is divided into 30 counties consisting of 18 organized boroughs and one unorganized borough divided 

into 11 census areas (Alaskan Municipal League, 2021). It has an elevation of 0 to 20,320 feet from sea level 

(Eastern Region Geography, 2005) and a geographical extent of 375 million acres (Hull, & Leask, 2007).  The 

mean annual precipitation ranges from 200 – 5000 mm (Northwest Alliance for Computational Science and 

Engineering, 2021) and average temperatures of 31.5 degrees Fahrenheit (F) with higher averages of 39.5 and 

lower averages of 23.5 F (Weatherbase, 2021). Alaska has more than 5,000 glaciers, over 3,000 rivers, 3 million 

lakes, and two of the largest national forest, each covering about 16.8 million and 4.8 million acres (Fairbanks, 

2004). Most of the Alaskan region lies above permafrost, consisting of 29% of continuous permafrost, 35% 

discontinuous permafrost, 8% sporadic permafrost, and 8% isolated permafrost (Yoshikawa et al., 2008). The 

dominant soil type in the region is Tanana, a poorly drained soil type if left untilled and contains permafrost 

near the surface. This soil is present on alluvial land types and supports the plant community of aspen, spruce ( 

Rieger, Schoephorster, & Furbush, 1979; USDA Natural Resources Conservation Service, 2021). The study 

area consists of four counties/ boroughs within Alaska named Fairbanks north star, southeast Fairbanks, parts 

of Yukon-Koyukuk, and Denali, stretching over approximately 493,059 km2 area (National Association of 

Counties, 2013). The study area as shown in Figure 1 was chosen due to the following reasons: 

• The study area lies under three different extents of permafrost, namely continuous, discontinuous and 

sporadic. 

• Presence of peats, bogs, fens, pingos, and thermokarst formation that emerged as a result of rapid 

permafrost thawing. 

• A vast area had to be investigated in order to examine how to account for non-stationarity in the 

study area, which is expected to reveal non-stationary circumstances (Meul, & Van Meirvenne, 2003).  
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4.2. Spatial data products and description 

The following subsections describe the data products used before carrying out the analysis. The list of data is  

shown in Appendix 1.  

A. Dependent variable- 

1. Sentinel 5 precursor (S5P) Tropospheric Monitoring Instrument TROPOMI Level 2 CH4 - 

TROPOMI level 2 data product of CH4 total column was used for this study. This instrument is a 

spaceborne, nadir-viewing, imaging spectrometer covering wavelength bands between the ultraviolet and 

the shortwave infrared. This single payload instrument of the Sentinel-5P (S5P) spacecraft uses passive 

remote sensing techniques to attain its objective of three environmental themes: Air Quality, 

Stratospheric Ozone Layer, Climate Change Monitoring, and Forecasting (Landgraf et al., 2021). It uses 

Top of Atmosphere (TOA), the solar radiation reflected and radiated from the Earth to address the 

environmental issues. The instrument operates in a push-broom manner with a swath width of ~2600 

km of the Earth's surface. The typical pixel size, which is near nadir, was 7 * 3.5 km2 for all spectral 

bands till 6th August 2019, after which the flight direction remained 3.5 km2, but the perpendicular 

direction of nadir reduced to 5.5 km2 except for the UV1 band (7 * 28 km2) and SWIR bands (7 * 7 

km2) (Landgraf et al., 2021; Apituley et al., 2021). It has a revisit time of less than one day, a global 

spatial coverage, and data available starting from April 2018 (Landgraf et al., 2021). S5P methane 

product was downloaded via sentinel hub requests using API https://apps.sentinel-hub.com/requests-

builder/. A large portion of the study area does not have any pixel recording due to clouds. This dataset 

is suitable for clear sky scenes, and the cloudy scenes are pre-filtered (cloud fraction higher than 0.02) to 

reduce the processing time. Where there are no emissions, the data is retrieved with no values, but the 

Figure 1: Study area map 
Source: Google Earth Engine open source Landsat8 (500 m) 
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lifetime of CH4 in the atmosphere is 12 years, so there is no zero-density of methane as this dataset is 

concentrations of CH4 along the complete column of air which is different from surface mixing ratio.  

 

 

B. Auxiliary variables to be used as a covariate- 

1. Normalized Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI) 

(auxiliary variable) - The Suomi National Polar-Orbiting Partnership (S-NPP) National 

Aeronautics and Space Administration's (NASA) Visible Infrared Imaging Radiometer Suite 

(VIIRS) Vegetation Indices (VNP13A1) was designed to continue the Earth Observation system 

Mission (EOS) after Moderate Resolution Imaging Spectroradiometer (MODIS) Terra and Aqua 

Vegetation Indices. It was launched on 28th October 2011 as a continuation EOS satellite to extend 

the data records and is playing a vital role in supporting the monitoring, detection, quantification of 

global land vegetation properties and their change over time and space. The VNP13 has a temporal 

resolution of 16 days, a spatial resolution of 500 meters and provides the vegetation indices by 

selecting the best available pixel on a 16-day basis. It has three vegetation indices: (1) Normalized 

Difference Vegetation Index (NDVI), (2) the Enhanced Vegetation Index (EVI), and (3) 

Enhanced Vegetation Index-2 (EVI2) (Didan et al., 2018). NDVI and EVI1 were selected from 

the period after April 2018, which needs to be consistent with TROPOMI methane data. The 

dataset was obtained using Google Earth Engine https://code.earthengine.google.com/. 

 

2. Land Surface Temperature (LST) DAY (auxiliary variable) - The MOD11A1 V6 is a daily 

level 3 composite dataset for land surface temperature acquired by the NASA EOS. It has a 

resolution of 1000 meters developed to monitor changes and trends in surface temperature. It is 

gridded in the Integerized Sinusoidal projection (in V3) or the Sinusoidal projection (in V4). A tile 

contains grids with 1200 rows and 1200 columns. As latitude increases beyond 30 degrees, the LST 

value at some grids is the average value of LSTs retrieved from multiple MODIS observations at 

day and night during clear-sky conditions (Wan, 2013). LST_Day_1km from MOD11A1 was used 

in the study. This dataset was used after April 2018 for the similar mentioned above and was 

downloaded using Google Earth Engine https://code.earthengine.google.com/.  

 

3. Land Surface Temperature (LST) NIGHT (auxiliary variable) - The MOD11A2 V6 product is 

an 8-day average dataset for land surface temperature (LST) of spatial resolution of 1000 m. It 

covers 1200 * 1200 km in a grid. Each pixel value in MOD11A2 is an average of all the 

corresponding MOD11A1 LST pixels collected over 8 days. Along with both the day- and night-

time surface temperature bands, their quality indicator (QC) layers are also provided with this 

dataset (Wan, 2013). LST_Night_1km dataset was used from this product for the period after April 

2018 for parallel reasons, as discussed above. The product was downloaded using Google Earth 

Engine https://code.earthengine.google.com/.  

 

4. Digital Elevation Model (DEM) (auxiliary variable) - The Global Multi-resolution Terrain 

Elevation Data (GMTED) 2010 was developed by a collaboration of the National Geospatial-

Intelligence Agency (NGA) and the U.S. Geological Survey (USGS) for global topographic 

elevation at three different horizontal resolutions of 1000, 500, and 250 m for the entire Earth. It is 

designed to support various climatological, hydrological, military, and geomorphological 

applications at regional, continental, and global scale levels (Danielson, & Gesch, 2011). This 

dataset was downloaded using Google Earth Engine https://code.earthengine.google.com/. 

https://code.earthengine.google.com/
https://code.earthengine.google.com/
https://code.earthengine.google.com/
https://code.earthengine.google.com/
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5. RESEARCH METHODOLOGY 

5.1. Research design 

This chapter summarizes the methodology used for this study, as shown in Figure 2. With the aim to 

understand the influence of abrupt permafrost thawing on methane emissions and the importance of 

permafrost carbon feedback (PCF) as a contributor to warmer temperatures, satellite-derived methane data 

was used. This dataset is of coarse resolution. Thus, geostatistical interpolation techniques were used for 

downscaling to fine resolution. Permafrost thawing leads to land surface features such as thaw ponds and lakes 

which are hotspots for carbon emissions. The size of these lakes can vary from few meters to thousands of 

meters. In my study, I considered a downscale resolution of 500 m because of two reasons. Firstly, the 

recorded data shows that small and shallow ponds have a higher potential to release methane emissions (Wik 

et al., 2016; Serikova et al., 2019). Secondly, the finest resolution present among the covariates was 500 m 

(Park, 2013). For my study, techniques such as Regression kriging (RK), Area to area kriging (ATAK) and, 

Area to area regression kriging (ATARK) (Park, 2013; Mukherjee, Joshi, & Garg, 2015; Wang et al., 2015;  

Wang, Shi, & Atkinson, 2016; Hu, & Huang, 2020) were chosen.  

 

The methodology followed to complete the study includes four sections: 

1. Data collection and preparation, 

2. Variable selection, 

3. Technique selection  

4. Monitoring changing trends in methane emissions. 
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Figure 2: Flow chart of the research method 



STATISTICAL DOWNSCALING OF METHANE EMISSIONS FROM ABRUPT PERMAFROST THAWING OVER ALASKA 

 

11 

 

 

 

5.2. Data pre-processing 

The study area consists of four counties covering 500078 km2. For each dataset, the extent was clipped to the 

study area boundary with a projection of (EPSG:3857). Methane emissions are not recorded for the complete 

study area but varying parts on a monthly basis. Thus, overlapping grids of 2000 m were created to solve the 

following issues: 

• Rather than considering the entire research region, constructing grids and picking specific grids where 

emissions are recorded can help evaluate those places with methane emissions. It will help remove the 

areas where there is no recording which might lead to higher variance.   

• To reduce the issue of a large dataset which would cause problems during computation of inverting 

the covariance matrix.  

• To maintain the continuity of interpolated downscaled emissions and to capture local heterogeneity of 

emissions.  

All covariates were resampled to 500 m resolution, which is the pixel resolution decided for downscaled 

images. Next, the covariates and methane emissions were clipped according to the grid size. Each grid covered 

an area of 257 by 323 km2. Thus, for methane data, the pixel count was 47 * 75 and for covariates was 650 * 

520.  

5.2.1. Pre-processing of the response variable  

S5P is flagged with quality values for all the bands with minimum data quality (QA), which refers to minimum 

(min) pixel quality to be displayed in percent. Every band except for nitrogen oxide (NO2) has a min QA of 

50, and for NO2 it is 75. Since this research required monthly averages, the daily data and min QA of 50 

percent were downloaded for the months showing emissions (Landgraf et al., 2021). The drawback of using 

min QA is the number of pixels showing monthly average methane emissions reduced within the study area, 

which initially had a large number of pixels, but those are the pixels with poor recorded quality.  

5.2.2. Pre-processing of covariates (NDVI and EVI) 

The 16 days NDVI_VIIRS dataset was converted to a monthly mean average. Vegetation values between -1.0 

to 1.0 with a scale factor of 0.0001 were derived, and a shapefile of the study area was used to provide the 

extent for extracting the area of interest. Similarly, a scale factor of 0.0001 was also used for EVI.  

5.2.3. Pre-processing of covariates (LST DAY and LST NIGHT) 

MODIS provides daily datasets which were converted to mean monthly averages, multiplied with a scale factor 

of 0.02. Temperatures are recorded in Kelvin, which was converted to Celsius by subtracting 273.15, and same 

shapefile as in the case of NDVI was used to define the extent of these datasets. 

5.2.4. Pre-processing of covariates (DEM) 

The elevation data used for this study was obtained from GMTED 2010. The elevation values range from -100 

to 6500 m, using the shapefile of the boundary extent the study area was clipped.    

5.3. Data exploration 

The quantitative and descriptive analysis was done using graphs such as histograms and scatterplots. 

Histograms were used to understand the nature of the datasets, and scatterplots were used to understand the 

relationship of the response variable and auxiliary variables.  
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5.4. Data Analysis 

As shown in Figure 2, the methodology chart summarizes the flow of ideas followed for the research. After 

downloading and pre-processing of data, the next step was to attain the three objectives, which are as follows: 

 

5.4.1. Covariate selection  

Methane emissions are influenced not by a single variable/factor rather by many complex physical, 

chemical, and biological factors ( Whalen, & Reeburgh, 1992; Christensen et al., 1995). In this study, 

various environmental land surface factors were considered to find the key factors that influence the 

spatial variations in methane emissions. The covariate selection analysis using Pearson's correlation 

coefficient (CC) and Akaike information criterion (AIC) using stepwise regression both backward 

elimination and forward selection was implemented to improve the model selection. This method helps 

to assess the importance (strength of a linear or non-linear relationship) of all predictors to explain the 

dependent variable. It iteratively adds and removes the variable from the regression model until it finds 

the best fits and approximates. A total of 22 variables consisting of 51 datasets were downloaded for the 

purpose of covariate selection to improve the predictions. All the datasets were resampled to the 

resolution of the dependent variable using bilinear interpolation followed by the stepwise regression 

analysis (Hutmacher, & Kowalski, 2015; Ezzine et al., 2017). Lower values of AIC and root mean square 

error (RMSE), higher values of CC, R-squared (R2), and adjusted R2 were considered for the selection. 

There was no threshold value set for CC because the correlation values were rather very low.  

5.4.2. Multicollinearity  

Multicollinearity is a problem that occurs when two or more covariates chosen for prediction are highly 

associated with one another. If the covariates are highly correlated, it results in a greater standard error 

of the coefficients (Ezzine et al., 2017; Daoud, 2018). This study considered more than one variable to 

be used as covariates, so the issue of correlation among predictors is undesired and needed to be 

excluded. All the variables were tested for the issue of multicollinearity using Spearman’s rank 

correlation coefficient method. Spearman method was used as it ranks the variables based on their 

measure of association and is beneficial for cases where either one of the variable is skewed (Mukaka, 

2012). The correlation was calculated between each pair of variables with all complete pair of variables. 

5.4.3. Downscaling using kriging 

Interpolation methods based on geostatistics have a considerable advantage in terms of retaining the 

coarse image spectral features. This indicates that when downscaling a fine-scale image to a coarse 

image, the result should be similar to the original (Wang, Shi, & Atkinson, 2016). For this study, three 

geostatistical interpolation techniques of RK, ATAK, and ATARK were compared to estimate which 

technique predicts better-estimated values for downscaled methane emissions.  

 

5.4.3.1. Regression kriging 

Regression kriging (RK) is a hybrid non-stationery geostatistical interpolation technique (Hengl et al., 

2003). It uses regression on auxiliary variables, and then simple kriging with known mean is performed 

to interpolate the residuals from the regression Equation 1. The drift and residuals can also be fitted 

separately and then summed up. RK combines the two approaches: regression which builds the 

relationship between the target and auxiliary variables at sample location and applying simple kriging to 

unknown locations with known mean to fit the residuals for unexplained variation (Odeh, McBratney, & 

Chittleborough, 1995; Hengl et al., 2007). 
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�̂�0
𝑅𝐾 = ∑ �̂�𝑝𝑥0𝑝 + ∑ 𝜆0𝑖𝑒𝑖

𝐾
𝑖=1 ;                 𝑥00 = 1,     𝑃

𝑝=0                                      (1) 

Equation 1: Equation for regression kriging. 

                                                                                                           

Where: 

• �̂�0
𝑅𝐾 are predictions at new locations, 

• �̂�𝑘 are the drift model coefficients and the auxiliary variables 𝑥𝑘 are measured at the same 

locations and all-new locations, 

• 𝜆0𝑖 are weights determined by semivariance function and, 

• 𝑒𝑖 are the regression residuals.  

 

The estimation of regression coefficients is done using ordinary least squares (OLS), the covariance function is 

derived from OLS residuals since a single iteration results are not different from several iterations using 

generalized least squares (GLS) (Kitanidis, 1993; Hengl et al., 2003; Hengl et al., 2007).  

5.4.3.2. Area to area kriging 

Inclusion of spatial support and weight function to centroid-based ordinary kriging modifies it to area-to-area 

kriging (ATAK) Equation 2. It is beneficial in situations where geographical units have different shapes and 

sizes. This approach accounts for the variability within geographical units and preserving the coherence 

property of predictions, so when averaged is equal to original areal data. In ATAK, the prediction and 

measurement supports are blocks rather than points. The block-to-block semivariogram is used for computing 

weights which are estimated using point support semivariogram. The deconvolution helps to estimate the 

optimal point-support semivariogram that minimizes the difference between the coarse-scale semivariogram 

and regularized semivariogram. Thus the kriging weights are calculated, and fine-scale predictions are 

performed (Goovaerts, 2008; Park, 2013; Kwak, Park, & Kyriakidis, 2018)  

 

�̂�0
𝐴𝑇𝐴𝐾 = ∑ 𝜆0𝑖

𝐿(𝑛)
𝑖=1 𝑍𝑖                                                                                                               (2)    

Equation 2: Equation for area-to-area kriging. 

 

Where: 

• 𝑍𝑖 denotes the ith coarse-scale block, 

• �̂�0
𝐴𝑇𝐴𝐾 denotes ATAK predictions at fine-scale locations within the coarse-scale block by a 

weighted linear combination of neighboring coarse-scale pixels,  

• 𝜆0𝑖  are the simple kriging weights assigned to neighboring coarse-scale pixels at an estimation 

location, the vector of kriging weights are computed using semivariogram deconvolution for point-

support semivariance, 

• 𝐿(𝑛) denotes the number of neighboring blocks closest to the estimation location. 
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5.4.3.3. Area to area regression kriging 

ATARK can be seen as an extension of regression kriging and Area to area kriging (Equation 3 and Figure 3) 

(Wang et al., 2015). ATARK models the trend in the dependent variable by regression modeling on auxiliary 

variables Equation 4 and 7. The coarse resolution residuals from regression analysis Equation 5 are downscaled 

to fine-scale through ATAK Equation 6, then these fine-scale residuals are added back to fine-scale regression 

predictions Equation 8 (Wang et al., 2015; Wang et al., 2016). The model accounts for irregular geographical 

units, spatial correlation, size of support/supports, point spread function (PSF). It can perfectly preserve the 

spectral properties of the coarse resolution image, and the size of the matrices is much smaller. It uses 

semivariogram deconvolution to predict variables from areal support to areas and parameterize the kriging 

prediction (Wang et al., 2015; Wang, Shi, & Atkinson, 2016).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3: Area to area regression kriging simplified flow chart (Wang et al., 2015). 
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  �̂�0
𝐴𝑇𝐴𝑅𝐾 =  �̂�0

𝑅𝐾  +  �̂�0
𝐴𝑇𝐴𝐾

                                                                                                          (3) 

            Equation 3: Equation for Area-to-area regression kriging. 

 

Where: 

• �̂�0
𝐴𝑇𝐴𝑅𝐾denotes ATARK predictions for all fine pixels in coarse data, 

• �̂�0
𝑅𝐾 are the predictions from regression and �̂�0

𝐴𝑇𝐴𝐾 is the ATAK part of the model, which 

is used for downscaling coarse-scale residuals to fine-scale, 

• The relationship between covariates and the dependent variable is built using a multiple 

linear regression model (MLR).  This relationship is assumed to be universal at different 

spatial resolutions and can be applied at both coarser and finer resolutions (Gao, Kustas, & 

Anderson, 2012; Wang et al., 2015).  

The relationship between fine auxiliary data and coarse data is modeled by multiple linear regression for the 

first part of the ATARK approach, and it is calculated as: 

 

 �̂�𝑖
𝑅𝐾(𝐶)

=  ∑ �̂�𝑝𝑥𝑖𝑝  + ∑ 𝜆𝑖𝑒𝑖
𝐾
𝑖=1

𝑃
𝑝=0 ;                𝑥00 = 1,                                        (4) 

Equation 4: Coarse-scale regression prediction by upscaling fine-scale covariates. 

 

Where: 

• �̂�𝑖
𝑅𝐾(𝐶)

 is the coarse-scale regression prediction given 𝑝  group of covariates and 𝑥𝑖𝑘  are the 

covariates which are upscaled to the same resolution as coarse image, 

• �̂�𝑘 are the coefficients which are estimated from the regression model between methane and the 

covariates,  

• 𝜆𝑖 are the weights and 𝑒𝑖 are the regression residuals, 

• The coefficient is estimated using ordinary least squares (OLS) as coefficients derived from OLS by 

a single iteration are not different from the one derived using generalized least squares (GLS), which 

is an iterative process (Kitanidis, 1993b). The regression part takes advantage of the final spatial 

textural information from independent variables.  

 

The coarse-scale residuals are derived by subtracting the coarse-scale predicted image with coarse-scale data. If 
the regression prediction is perfect, there should be no bias between the predictions and coarse-scale data 
(Wang et al., 2015). It is calculated as:  

 

 �̂�𝑖
𝑅𝐾(𝑟𝑒𝑠𝑖)(𝐶)

=   𝑍𝑖
(𝐶)

  �̂�𝑖
(𝐶)

                                                                                    (5) 

 Equation 5: Coarse-scale residual calculation.  
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Where: 

• �̂�𝑖
𝑅𝐾(𝑟𝑒𝑠𝑖)(𝐶)

  is denoted as coarse-scale residuals, 

• �̂�𝑖
𝑅𝐾(𝐶) is the coarse-scale regression prediction obtained using multiple linear regression model 

from Equation 4, 

• 𝑍𝑖
(𝐶)  is the observed coarse-scale data. 

  

The regression model is insufficient to reproduce the spectral properties of the coarse-scale data; thus, it 
cannot be directly used for downscaling. Based on the assumption that residuals are intrinsically stationary, 
ATAK is used in the second phase of ATARK to downscale coarse-scale residuals from Equation 5 (Wang et 
al., 2015). 

ATAK is used to predict the residuals at fine resolution by a linear combination of neighboring values at 

coarse-scale (Kyriakidis, 2004; Park, 2013) as calculated below: 

 

�̂�𝑖
𝐴𝑇𝐴𝐾(𝑟𝑒𝑠𝑖)(𝐹)

= ∑ λ𝑖
𝑁
𝑖=1 �̂�𝑖

𝑅𝐾(𝑟𝑒𝑠𝑖)(𝐶)
                                                              (6) 

Equation 6: Residual downscaling using ATAK. 

 

Where: 

• �̂�𝑖
𝑅𝐾(𝑟𝑒𝑠𝑖)(𝐶)

 refers to the residual component value at coarse-scale, 

•  �̂�𝑖
𝐴𝑇𝐴𝐾(𝑟𝑒𝑠𝑖)(𝐹)

 are the downscaled fine-scale residuals calculated as a linear combination of 𝑁  

coarse residuals surrounding fine-scale pixels, 

• λ𝑖  is the kriging weight assigned to the neighboring residuals �̂�𝑖
𝑅𝐾(𝑟𝑒𝑠𝑖)(𝐶) of coarse-scale at the 

prediction location, 

• ATAK accounts for spatial correlation, which is ignored in regression. The objective of ATAK is 

to obtain N weights λ1, … . , λ𝑁 . The weights are calculated by minimizing the prediction error 

variance and kriging matrix made by convoluting coarse-to-coarse and fine-to-coarse 

semivariogram with point spread function (PSF) with which coarse-to-coarse and fine-to-coarse 

residual semivariograms are obtained.  

• The issue in ATAK is the estimation of fine-to-fine residual semivariogram, which is solved using 

deconvolution of the coarse residual image to derive coarse residual semivariogram. Considering 

the same approach used in (Atkinson et al., 2008; Wang et al., 2015; Wang, Shi, & Atkinson, 2016), 

the fine-to-fine residual semivariogram is convolved to regularize semivariogram using two 

parameters and zero nugget effect. Then, the optimum parameters are selected from a pool of 

candidates. Finally, the combination leading to the smallest difference between convolved fine-to-

fine residual semivariogram and coarse residual semivariogram is utilized.   
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�̂�0
𝑅𝐾(𝐹)

=  ∑ �̂�𝑝𝑥0𝑝
𝑃
𝑝=0  + ∑ 𝜆0𝑖𝑒𝑖;             𝑥00 = 1,𝐾

𝑖=1                                     (7) 

Equation 7: Fine-scale regression prediction. 

 

Similar to Equation 4, regression kriging is used to model prediction, but this time at fine resolution 

�̂�0
𝑅𝐾(𝐹)

without upscaling the covariates to observed coarse data. This relationship built at coarse resolution 

can be applied at fine spatial resolution assuming the relationship in Equation 4 to be universal (Park, 2013; 

Wang et al., 2015). 

 

 

�̂�0
𝐴𝑇𝐴𝑅𝐾(𝐹)

=  �̂�0
𝑅𝐾(𝐹)

 +  �̂�0
𝐴𝑇𝐴𝐾(𝑟𝑒𝑠𝑖)(𝐹)

                                                             (8) 

 Equation 8: ATARK downscaled predictions. 

Where: 

• �̂�0
𝐴𝑇𝐴𝑅𝐾(𝐹) refers to ATARK fine-scale downscaled predictions, 

• �̂�0
𝑅𝐾(𝐹)

  are the predictions obtained from regression kriging, 

• �̂�0
𝐴𝑇𝐴𝐾(𝑟𝑒𝑠𝑖)(𝐹)

 denotes the fine-scale residuals obtained from the ATAK approach. 

 

5.4.3.4. Accuracy assessment 

The purpose of the quantitative assessment is to assess the results of predictions carried out. The downscaled 

methane data were validated against the coarse resolution satellite data using the leave one out cross-validation 

technique (LOOCV) since no ground measurements were available (Hengl, 2007). Also, due to no reference 

image to check for downscaling results, the mean, standard deviation (SD), and variance were used (Zhang et 

al., 2012). In addition, other three indices, including mean absolute error (MAE) (Equation 9), which indicate 

how close predictions are to the actual values, correlation coefficient (CC) measures the strength of relation, 

which is downscaled methane emissions to coarse resolution CH4 emissions (Equation 10) and, Coherence 

(CH) statistics, an index measuring the relation between the coarse resolution CH4 and upscaling fine 

resolution downscaled CH4 predictions, were used. MAE was considered over RMSE for my study as outliers 

are regarded as an absolute value rather than excluding them and due to lack of pixels for downscaling (Anon, 

2019). The best case for predictions has CC and CH close to one, MAE as low as possible (Pardo-Igúzquiza et 

al., 2006; Tang, Atkinson, & Zhang, 2015; Wang, Rodriguez-Galiano, & Atkinson, 2017). 

 

 

𝑀𝐴𝐸 = 𝑎𝑏𝑠 (
∑ (𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑−𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)𝑛

𝑖=1

𝑛
)                                                                             (9) 
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𝐶𝐶 =  
∑(𝐨𝐛𝐬𝐞𝐫𝐯𝐞𝐝−𝐨𝐛𝐬𝐞𝐫𝐯𝐞𝐝̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)(𝐩𝐫𝐞𝐝𝐢𝐜𝐭𝐞𝐝−𝐩𝐫𝐞𝐝𝐢𝐜𝐭𝐞𝐝̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )

√∑(𝐨𝐛𝐬𝐞𝐫𝐯𝐞𝐝−𝐨𝐛𝐬𝐞𝐫𝐯𝐞𝐝̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)² ∑(𝐩𝐫𝐞𝐝𝐢𝐜𝐭𝐞𝐝−𝐩𝐫𝐞𝐝𝐢𝐜𝐭𝐞𝐝̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )²
                                               (10)   

Equation 9,10: Equation for MAE and CC.  

 

Where: 

• 𝑛 is the number of observations, 

• 𝑎𝑏𝑠 refers to absolute value. 

 

 

5.4.4. Quantifying changes in methane emissions 

After estimating the technique, which gives better evaluation results, it is used for quantifying temporal 

changes in methane emissions over the recorded years. Trend analysis is used to capture the changing trends 

using maximum methane emission values over a selected subset of an area within the study region. 

Furthermore, the temporal profile is applied to describe the varying pattern. 
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6. RESULTS 

6.1. Covariate selection (1st objective) 

For this analysis, the variables were upscaled via bilinear interpolation to 7000 * 3500 m resolution. 22 

variables consisting of 51 datasets were tested for CC, AIC stepwise index as shown in Table 1, Figure 4, and 

Appendix 1. MODIS1 LST DAY 500 m showed the highest correlation value of 0.40, followed by MODIS2 

LST NIGHT 500 m -0.37, NDVI VIIRS -0.34, Enhanced Vegetation Index (EVI2) VIIRS -0.22, and Digital 

Elevation Model (DEM) -0.07. Adding the datasets mentioned above showed improved values of AIC, R2, and 

adjusted R2 values. Thus, five auxiliary variables were selected for downscaling methane emissions. Landsat 

and Soil Moisture Index (SMI) dataset was not considered part of the covariate selection process as the dataset 

did not provide continuous coverage for the study area. Compared to other datasets where the number of 

missing pixels was few, Landsat and SMI datasets had huge unfilled gaps of missing pixels values.   

 

Table 1: Pearson correlation values for 22 variables consisting of 51 different datasets. 
 

 Methane 

 Methane 1 

aspect 0.044093256 

DEM -0.076550148 

diffuse_radiation -0.079043484 

direct_duration 0.082773541 

direct_radiation -0.075342544 

EMI31_MODIS1 -0.125459194 

EMI31_MODIS2 -0.134647395 

EMI32_MODIS1 -0.11709101 

EMI32_MODIS2 -0.11901522 

ET1 -0.158948039 

ET2 -0.158948219 

FPAR1 -0.102491917 

FPAR2 -0.102491917 

LAI1 -0.16882262 

LAI2 -0.16882262 

LE1 -0.159902013 

LE2 -0.159901935 

LSTday_MODIS1 0.404886195 

LSTday_MODIS2 0.366669825 

LSTnight_MODIS1 -0.36097244 

LSTnight_MODIS2 -0.328474749 

PET1 -0.048782919 

PET2 -0.048782753 

PLE1 -0.049672561 

 

 

PLE2 -0.049672419 

S1 0.03998825 

S2 0.056002702 

S3 -0.013916185 

S5 -0.159902013 

S6 0.033394484 

S7 -0.050897643 

S8 0.097330324 

S9 0.118020244 

solar_radiation -0.07690021 

slope -0.081407497 

EVI250 -0.188265306 

EVI1000 -0.206086131 

NDVI_MODIS250 -0.239017988 

NDVI_MODIS1000 -0.26721999 

NDVI_VIIRS_500 -0.343133763 

EVI2_VIIRS_500 -0.220611786 

EVI1_VIIRS_500 -0.227941889 

NDVI_MODISA1_500 -0.232605289 

EVI_MODISA1_500 -0.186656162 

LSTday_MODIS1_500 0.409917321 

LSTnight_MODIS1_500 -0.371652003 

LSTday_MODIS2_500 0.374724306 

LSTnight_MODIS2_500 -0.33724908 
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BT_landsat7 0.35250488 

BT10_landsat8 0.226513891 

BT11_landsat8 0.247372361 

EVI_landsat7 0.031979053 

EVI_landsat8 -0.190251156 

LST06_landsat7 0.401319059 

LST10_landsat8 0.273473857 

LST11_landsat8 0.277364149 

NDVI_landsat7 0.116364687 

NDVI_landsat8 -0.140246328 

NDWI_landsat7 -0.029303146 

NDWI_landsat8 -0.209257773 

Figure 4: Stepwise regression results using Akaike index. 
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6.2. Multicollinearity  

The Spearman’s rank correlation coefficient value of >=0.7 was decided as a threshold value between the 

auxiliary variables. The variables selected if showed a correlation value greater or equal to 0.7 were eliminated. 

Figure 5 shows the multicollinearity index for and between each pair of variables. As the plot depicts, none of 

the chosen covariates indicated this issue.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Multicollinearity index for covariate selection 
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6.3. Data exploration results 

Descriptive and quantitative statistics over methane (dependent variable) and covariates (LSTDAY, 

LSTNIGHT, NDVI, DEM, EVI) were plotted to understand the distribution, linear/non-linear relationship, 

and positive or negative relationship. On plotting the histograms (Figure 6), it can be seen that the monthly 

mean of methane and EVI are normally distributed, DEM is right-skewed, and the remaining covariates 

LSTDAY, LSTNIGHT, NDVI are left-skewed. The data for methane was normally distributed, so no log 

transformation was undertaken to achieve approximate normal distribution. Scatterplots in Figure 7 were used 

to understand the relationship between dependent variables and independent variables. As can be seen except 

for LST DAY, the remaining auxiliary variables show a non-linear relationship.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

     a                                                                            b     

                                                                       

c                                                                          d     
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Figure 6: Histogram plots for dependent variable and covariates (a) methane, (b) LST DAY, (c) LST 
NIGHT, (d) NDVI, (e) DEM, (f) EVI. for the month 08/2018. 

e                                                                    f     

                                                                       

a                                                                    b     

                                                                       

c                                                                      d     
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6.4. Regression model selection  

The first section for the two (RK and ATARK) techniques requires regression analysis. However, for ATARK, 

the relationship is modeled by linear regression (Park, 2013; Wang et al., 2015). Since variables show linear and 

non-linear relationships with dependent variables, testing of different regression models were done. The data 

was divided into a 60:40 ratio using hold out a sub-sample technique (Kassambara, 2018). Among different 

regression models, linear regression showed a higher R2 of 0.29 and lower RMSE, MAE value of 11.47, 9.04 

(Table 2). It explains about 29% of the variance in methane emissions compared to other models. Thus, for 

the regression modeling kriging approach, linear regression was selected.   

 

 

  Table 2: Model type and its parameters performance values. 
 

Model  R2 RMSE MAE 

Simple Linear regression  0.29 11.47 9.04 

Polynomial regression 1 0.005 13.62 11.08 

Polynomial regression 2 0.055 13.29 10.86 

Polynomial regression 3 0.05 13.28 10.86 

Polynomial regression 4 0.06 13.24 10.82 

Polynomial regression 5 0.06 13.24 10.81 

Polynomial regression 6 0.06 13.24 10.81 

Log transformation (dependent variable) 0.29 1801.88 1801.83 

Log transformation (independent variable) 0.01 13.56 11.09 

Log transformation (both) 0.01 1801.88 1801.83 

Spline regression 0.05 13.28 10.86 

Generative additive model 0.19 12.22 9.86 

Genelarized Linear model 0.29 11.49 9.04 

 

 

Figure 7: Scatterplot showing linear and non-linear relationship between methane and auxiliary variables (a) LST 
DAY, (b) LST NIGHT, (c) NDVI, (d) DEM, (e) EVI. for the month 08/2018. 

e 
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6.5. Pre-processing results 

Tiles 17 and 21 were selected to compare the three kriging interpolation techniques for the month of August 

2018.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

c                                                                                d    

a                                                                                b     

e                                                                                   f     
Figure 8: Grid overlay over (a) methane data, (b) LST DAY, (c) LST NIGHT, (d) NDVI, (e) DEM, (f) EVI. 
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6.6. Downscaling and comparing techniques (2nd objective) 

In this study, the second objective is to compare techniques and estimate which technique best describes 

downscaled methane emissions. Finally, the selected technique is used to attain the third objective of 

monitoring changes in methane emissions over the years. Three techniques named RK, ATAK, and ATARK 

were performed for comparison over a single month, August 2018, on two tiles 17, 21. The tiles were selected 

based on a greater number of pixels within the tile that would help compare the three techniques cross-

validation results.  

 

6.6.1. Model and parameters selection 

The semivariance parameters are dependent on the semivariance function for accurate predictions (Adigi, 

2019). The spatial structure of methane for monthly mean was analyzed using three different models: the 

spherical (Sph), the exponential (Exp), and the Gaussian (Gau). RK and ATARK regression and residual 

predictions were made using a global semivariogram with an Exponential model, the partial sill of 150, range 

of 200000, and nugget of 0 (Figure 9 and Table 3). The zero nugget effect to ease the computational cost was 

followed in this paper (Pardo-Igúzquiza et al., 2006; Wang et al., 2015).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 Table 3: Global semivariogram functions and model parameters 

Month/year Cutoff Width Psill Model Range Nugget 

Aug-18 200000 - 150 Exponential 200000 0 

 

6.6.2. Semivariogram deconvolution result (ATAK AND ATARK) 

6.6.2.1. ATAK 

Unlike ATARK, where the residuals are downscaled, in ATAK, the original coarse data is downscaled without 

the effects of auxiliary variables. As a result, as shown in Table 4 and Figure 10, the semivariogram 

deconvolution results have a correlation structure with a range of 40000 for tiles 17 and 21. In addition, the 

fitted area variogram and deconvoluted point variogram seem to coincide and show a similar correlation 

structure.  

 

Figure 9: Global semivariogram for RK and ATARK 
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 Table 4: Semivariogram deconvolution results for ATAK 

Date Tile number Psill Model Range(m) 

Aug-18 17 198 Sph 40000 

Aug-18 21 94 Sph 40000 

 

 

6.6.2.2. ATARK 

After generating residuals from multiple regression analysis at a coarse-scale (7000 * 3500 m), areal 

semivariogram deconvolution was applied to estimate unknown area-support semivariogram of the residuals. 

Each residual tile was discretized to 500 m which is the target resolution to be downscaled to. The areal 

semivariogram of the residuals has a very small correlation structure, as shown in Figure 11. It is clear that the 

deconvoluted point variogram and fitted area variogram are not similar and do not coincide. The 

semivariogram implies that the residual components are spatially independent. Since no spatial correlation was 

found between residuals, the residuals estimation approach could not provide efficient results. Table 5 shows 

the fitted parameters for deconvolution of coarse-scale residuals.  

 

 

 

 

 

 

 

 

 

Figure 10: Semivariogram deconvolution results using ATAK approach for tile 17 (a) 
and 21 (b). 

a                                                                b   
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Table 5: Semivariogram deconvolution results for ATARK 

Date 
Tile 

number Psill Model Range(m) 

Aug-18 17 7.71126E-24 Exp 40000 

Aug-18 21 3.99413E-24 Sph 30000 

 

6.6.3. Statistical measures of downscaling results 

Comparing the results of the three downscaled techniques RK and ATARK show a similar spatial distribution. 

In contrast, ATAK shows a smoothing effect since this method is based on just the autocorrelation of coarse 

resolution CH4 data (Figure 12). RK and ATARK achieved a significant spatial detail in emissions because 

spatial variations of the covariates were involved in their interpolation results. 

 

 

 

                      

 

 

 

 

 

 

 

 

 

 

 

 

a                                                            b    

Figure 11: Semivariogram residual deconvolution results using ATARK approach for tile 17 (a) and 
21 (b). 

a                                                                       b     
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Since there is no reference image to check the downscaled results, six indices were used upon the interpolated 

images and original dataset. Table 6 exhibits the quantitative assessment of the downscaling methods. ATAK 

provides close SD and means of 12.30, 151.24 to the original dataset 15.07, 227.23 (tile17). The MAE and CC 

results show ATAK outperformed the other two techniques with an MAE and CC value of 1.35, 0.99 for 

ATAK, 2.23, 0.96 values for RK, and 1.39, 0.98 values for ATARK (tile 17).   

c                                                                                d     

 

a                                                                                b     

Figure 12: Downscaling methane concentration 500 m resolution of a) actual image tile 17, 20, b) RK tile 17, 20 c) ATAK 
tile 17, 20 and, d) ATARK tile 17, 21. 

c                                                                                d     
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Table 6: Comparison results between ATAK, ATARK, and RK. Actual image is the original coarse resolution data values 

Tile 

number Model Mean Variance SD MAE CC CH 

17 

Actual 

image 1808.95 227.23 15.07    

17 RK 1808.42 118.62 10.89 2.23 0.96 0.98 

17 ATARK  1808.41 119.39 10.93 1.39 0.98 0.98 

17 ATAK  1808.23 151.24 12.30 1.35 0.98 0.99 

21 

Actual 

image 1812.34 99.58 9.98    

21 RK 1811.83 41.56 6.45 1.64 0.96 0.98 

21 ATARK  1811.86 41.99 6.48 0.09 0.99 0.98 

21 ATAK  1813.20 78.59 8.87 0.06 0.99 0.99 

 

 

Another essential criterion for evaluation is coherence statistics. The downscaled CH4 emissions were upscaled 

to the original resolution to check for correlation values. Figure 13 show the scatterplots of each tile for all 

three techniques. RK and ATARK show a lower coherence statistic with the original image for tile 17 with a 

CH value of 0.98, 0.97 than ATAK showing a value of 0.99 (Table 6). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a                                                                       b     

 

U
p

sc
a
le

d
 R

K
 d

a
ta

  

Actual coarse data  Actual coarse data  

U
p

sc
a
le

d
 R

K
 d

a
ta

  



STATISTICAL DOWNSCALING OF METHANE EMISSIONS FROM ABRUPT PERMAFROST THAWING OVER ALASKA 

 

31 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.7. Monitoring changes in methane emissions (3rd objective) 

After estimating the technique that provides the best estimates of methane emissions, ATAK was used to 

downscale and monitor changes in methane emissions with the increasing global temperatures. Figure 14 

depicts time-series mean monthly predictions of the emissions recorded from August 2018 to May 2021 using 

the preferred kriging technique. Deconvolution of all the tiles is presented in Appendix 2 and estimated model 

parameters in Appendix 3. Monthly minimum and maximum values over the four years do not give much 

inference about the changing trends as the number of pixels is not sufficient to observe the changes, as shown 

in Figure 14. Even though August and May have recorded data for consecutive 2-3 years, the lack of pixel data 

values prevents from obtaining any supporting conclusion about the changing trends using time series. The 

cross-validation result using the LOOCV technique for all tiles are given in Appendix 4. 
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Figure 13: Coherence statistics using scatterplots of upscaled predictions against actual observed values for tile 
17 and 20 (a),(b) RK, (c),(d)ATAK and (e),(f)ATARK . 
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Figure 14: ATAK predictions from August 2018 – May 2021. 

h                                                                              
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f                                                                              
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A smaller subset (tile 13) from the entire study area was selected to depict the changing trends in methane 

emissions over the time span of four years. Figure 15 shows the location of the selected area. The particular 

tile was selected because the changes were prominent in this particular tile using trend analysis. Areas in purple 

show an increase in methane emissions over the last four years, whereas green areas have faced a decrease in 

methane emissions. As shown in Figure 16 for the selected area of interest, the temporal profile depicts an 

increase in methane emissions with a rapid downfall for the following recorded years.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: Area selected to capture changes in methane emissions using trend 
analysis. 

Figure 16: Temporal profile for the selected tile over the span of 4 years. 
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7. DISCUSSION 

This thesis aimed to investigate the driving factors affecting methane emissions from abrupt permafrost 

thawing, which statistical downscaling technique best describes fine-scale methane data and monitors the 

changes in methane emissions over the years at the local level.  

7.1. Discussion regarding driving factors affecting methane emissions 

From the studies by Zhang et al., (2011) and Zhang et al., (2012) it is proved that, land surface temperature, 

organic matter, soil moisture, and vegetation index have a strong positive effect on CH4 concentrations. Land 

surface temperature, derived soil moisture index, and vegetation index are the only parameters for which high 

spatial resolution was obtained. However, derived soil moisture index from Sentinel, Landsat7, and Landsat 8 

could not be considered for this study due to the lack of satellite images covering the study area. NDVI and 

LST were considered as potential datasets to be used for downscaling. As per  Zhang et al., (2011), and Zhang 

et al., (2012) CH4 and NDVI show a high correlation retrieved using Scanning Imaging Absorption 

Spectrometer for Atmospheric Chartography (SCIAMACHY) and MODIS NDVI datasets because of the 

biophysical mechanism. Similarly, according to Zhang et al., (2011) soil temperature with soil moisture showed 

a highly significant relationship with methane flux. The statistical significance for this study region agrees with 

their findings, indicating that the covariates chosen have a statistically significant value for methane emissions, 

although the correlation coefficient values do not. LST (day and night) and NDVI alone or together did not 

show a higher correlation value (19%, 10%, 9%), but showed statistical significance (p<0.05). They could not 

explain most of the variance of the dependent variable that was analyzed using monthly means from April-

May 2019. The selected time frame depended on the availability of TROPOMI CH4 data. According to the 

research, one reason for the weak correlation could be a lack of pixels collected or a missing number of pixels 

that did not capture the relationship between the highly correlated variables. Another reason could be because 

of the homogeneity of the study area. As can be seen from Figure 17 methane data has gaps for some of the 

days, similarly, LST NIGHT and NDVI have gaps in the recorded data as the temporal resolution of these 

datasets is 16 days.  

 

Previously downscaled studies did not consider elevation-derived variables such as aspect, slope which could 

be sensitive to methane emissions (Zhang et al., 2011). This study explored the potential sensitivity of variables 

related to the health of vegetation, air moisture, heat, elevation-derived indices, and water indices. To this end, 

a stepwise multiple regression model and AIC index were performed with each auxiliary variable mentioned in 

Appendix 1 to select the best combinations of variables (Ezzine et al., 2017). In addition, the results were 

double-checked with multicollinearity removing all pairs of highly correlated variables because if left, they 

might increase the standard errors of coefficients. Thus, for multiple regression analysis, CH4 was modeled, 

integrating auxiliary variables that are LST DAY, LST NIGHT, NDVI, EVI, and DEM, which were selected 

as the best model fit. 

 

In this study, multiple regression using covariates such as LST DAY, LST NIGHT, NDVI, EVI, and DEM 

model could not explain much variance of the dependent variable, methane data. The reasons may be similar 

as mentioned above; due to lack of pixels, the relationship could not be captured well using auxiliary variables. 

Thus, for downscaling the effect using both covariates and no covariates were estimated.  
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7.2. Discussion on the performance of downscaling techniques 

Three different techniques were used to downscale methane emissions to 500 m. Overall, all downscaling 

results were similar to those of the coarse-scale methane data, as shown in Figure 18. The results are in 

agreement with Park, (2013) findings of downscaling using covariates added local details compared to direct 

downscaling that showed distorted and smoothly varying patterns. The local details are more prominent in 

ATARK and RK than ATAK because the multiple regression took over the kriging where predictions were 

low, meaning the spatial variations of covariates had been involved in the interpolation. On the other hand, 

ATAK does not include any covariates, which caused the disturbing pattern observed in the images where 

predictions were low. When all downscaled results were averaged to original coarse-scale data, the coherence 

property of ATAK showed a slightly higher perseverance property of 0.99 than ATARK 0.98 and RK, which 

was 0.98 (Table 7). For this study, the discrepancy observed in ATARK and RK downscaled results was 

probably due to poor regression.  

 

 

                

                  

 

 

 

 

 

 

 

 

 

Figure 17: Daily mean of LST DAY, LST NIGHT, NDVI, EVI and METHANE values from April-May 
2018. 

a                                                                                b     
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The ATAK method for downscaling was more performant than RK and ATARK statistically. Table 7 shows 

the mean value of the downscaled results. ATAK shows lower values of MAE 0.70 compared to RK and 

ATARK 1.93, 0.74. This may be because RK and ATARK could not capture the spatial distribution of 

methane emissions in Alaska as these techniques included covariates through regression. And since the 

regression model performed poorly, it affected the results.   

 

 

Table 7: Validation result of downscaled methane data. 

 Model MAE CC CH 

Mean RK 1.93 0.96 0.98 

Mean ATARK 0.74 0.99 0.98 

Mean ATAK  0.70 0.99 0.99 

 

c                                                                               d     

ATAK 

Figure 18: Zoomed in downscaled results for tiles 17 and 21 (a), (b) RK, (c), (d) ATAK and (e), (f) ATARK. 

e                                                                                f     

ATARK 



STATISTICAL DOWNSCALING OF METHANE EMISSIONS FROM ABRUPT PERMAFROST THAWING OVER ALASKA 

 

39 

 

7.3. Discussion on change observed in methane emissions over the years 

Methane emissions vary during the monthly analysis as the summer season in Alaska starts from May to 

September. The observations are recorded mostly during these months, whereas for the remaining months, 

there are either no observations recorded or no data available (Table 8.) The pixel values with a min QA of 50 

percent were considered as the pixel quality below this value is inaccurate. Due to this reason, the number of 

pixels recording methane emissions further reduced. The methane data show high emissions during the 

summer season, but it fails to capture the changing trends in these emissions over the recorded years. Firstly, 

the reason could be that the pixel ratio was significantly less to account for the changing yearly trends of 

monthly aggregated methane data. Secondly, to observe the changing trends, there has to be constant data 

(similar pixels) recorded over an area for comparison. Since the data recorded for the same months vary, it is 

challenging to conclude changes observed in methane emissions over different temporal aggregations.   

 

   

Table 8: Observed versus predicted values for monthly averages of methane emissions in ppm. 

Date observed values observed values predicted values predicted values 

 min max min max 

Aug-18 1770.30 1845.04 1758.37 1850.76 

Sep-18 1778.25 1852.40 1771.64 1848.23 

Apr-19 1759.59 1822.49 1749.12 1853.87 

May-19 1771.23 1837.77 1754.32 1846.52 

Aug-19 1771.09 1850.28 1753.25 1857.17 

May-20 1782.65 1846.19 1757.79 1882.17 

Mar-21 1784.13 1873.86 1806.7 1868.98 

May-21 1785.72 1839.30 1650.5 1907.83 

 

 

 

Some of the tiles did not produce valid pixel values because the number of pixels within a tile was insufficient 

to produce promising results for downscaled prediction, as shown in Figure 19 for 2018. The remaining results 

are shown in Appendix 5. The tiles excluded while observing trend modeling are shown in Table 9. 
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Table 9: Rejected tiles after predictions. 

Date Tiles number 

August 2018 20, 27 

September 2018 31, 34, 38 

April 2019 30, 35  

May 2019 0, 6 

August 2019 11, 20 

May 2020 0, 13, 18, 24 

 

7.4. Limitations 

In this study, the downscaling approach was limited to land surface parameters such as LST, EVI, DEM, 

NDVI. The model performance could be improved by including other highly correlated fine-scale variables 

such as soil moisture, soil organic carbon, and precipitation (Sass et al., 1991; Zhang et al., 2011). However, 

due to limited satellite images, soil moisture data could not cover up the whole study area. 

 

The downscaling results of methane emissions strongly depend on LST and NDVI (Zhang et al., 2011; Zhang 

et al., 2012). However, a major drawback of this study was the insufficient amount of methane recorded data. 

Due to the limited number of pixels, the relationship could not be captured between the dependent variable 

(methane) and the predictors (LSTDAY, LSTNIGHT, NDVI, DEM, EVI).  

 

It is difficult to verify the accuracy of the covariates used for downscaling. The predictors could have brought 

the unknown error to downscaling results. The insufficient methane data limited the validation results. The 

satellite data used for cross-validation was captured at a resolution of 7 * 3.5 km2, while the downscaled data 

products were estimated at 500 m that compromised the validation results (Elie, 2020). 

 

Figure 19: August 2018 and September 2018 predictions (left) and excluded tiles (right). 

c                                                                               d     
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The extent of the study area chosen for the research was large, and the operating system (RAM) processor was 

low. This added more computational time for calculating the inversed matrix for kriging and accuracy 

assessment indices using cross-validation, leading to a delay in the results.  
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8. CONCLUSION AND RECOMMENDATIONS 

8.1. Conclusions 

This study investigated downscaling of coarse-scale methane data over 22 variables and 51 datasets. The 

relationship was studied through multiple stepwise regression and the AIC index on open-source datasets. The 

use of stepwise regression and AIC helped in choosing the best combination of covariates and best-fit models. 

The study showed the existence of a weak but statistically significant relationship between methane data, 

LSTDAY, LSTNIGHT, NDVI, DEM, and EVI with adjusted R2 reaching 0.29, as shown in Table 2. 

According to the findings, independent factors had no effect on methane emissions, resulting in unsatisfactory 

regression results and consequently unsuitable downscaling outcomes. The inclusion of covariates did not lead 

to improvement for the model. Among the three kriging techniques to downscale methane emissions 

assuming a non-stationary mean, ATAK gave slightly better results over the two tiles. There was a slight 

difference between the MAEs, CC, and CH for ATAK and ATARK but prominently for RK. The 

geostatistical downscaling method presented in this study can be applied to studies and areas with no ground 

measurement but with only open-source satellite data. In general, the downscaling scheme presented in the 

paper can be extended to other coarse resolution remote sensing data. The applicability of the suggested 

downscaling technique has been tested on only CH4 TROPOMI data from August 2018 to May 2021. In the 

future, with increased data availability referring to the number of quality pixels recording methane emissions, 

more extensive experiments can be conducted. The impact of correlation strength between methane data and 

different auxiliary variables can be better studied with extensive recorded data.  

 

What factors affect methane emissions change due to abrupt permafrost thawing through literature 

review and statistical relationship? 

The study demonstrated a weak and statistically significant relationship existence between methane and 

predictors (LSTDAY, LSTNIGHT, NDVI, DEM, and EVI). Previous studies showed a significant 

relationship between NDVI and methane Zhang et al., (2011), and Zhang et al., (2012). Secondly, with LST 

and methane Zhang et al., (2011), depending upon their study area but this study shows different results. The 

highest correlation value reached up to 0.4 for LST DAY. Since no single variable could explain much of the 

variance, the integration of multiple predictors for the regression model was used. The correlation coefficient 

value of the predictors reached 0.29, which was a slight improvement however, not significant enough to 

explain the variance. Hence, none of the predictors helped in improving downscaled methane predictions 

through multiple regression analysis.   

 

Which among the three statistical downscaling techniques is suitable for depicting methane 

emissions at the local level for small-scale study? 

Statistical results show minor differences between ATAK and ATARK but notably for RK. Downscaling of 

methane data with auxiliary variables produced downscaling results that preserved not only local details but 

also varying overall patterns. ATAK shows slightly improved predictive performance compared to the 

downscaling with covariates. RK captured lower information for downscaled predictions.  

 

What is the temporal variation in the magnitude of methane emissions? 

The insufficient number of pixel information for mean monthly aggregated data over the summer season 

obstructs from making any conclusion about temporal changes in methane emissions with increasing global 

temperatures. What is noticeable is a seasonal shift in methane emissions from South-North-South again due 

to seasonal changes.  
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8.2. Recommendations 

The simulations would be beneficial as it generates multiple alternative realizations while regenerating spatial 

patterns, unlike a single realization in kriging. Moreover, comparing multiple realizations can be used for 

modeling uncertainty about the unknown values at a fine scale (Park, 2013). In the future, the availability of 

high spatial-resolution data such as soil moisture, soil temperature, and precipitation can be included to 

evaluate their influence on methane estimation. Also, with extensive and constant data, this work could be 

extended to space-time kriging.  
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APPENDICES 

Appendix 1. Tile-wise deconvolution from August 2018-May 2021 
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Appendix 2. Tile-wise deconvolution from August 2018-May 2021.  
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Appendix 3. Tile-wise model parameters from August 2018-May 2021.  

 

Date 
Tile 
number Psill Model Range(m) 

Aug-18 16 162 Sph 30000 

Aug-18 17 198 Sph 40000 

Aug-18 19 97 Sph 40000 

Aug-18 20 64 Gau 30000 

Aug-18 21 94 Sph 40000 

Aug-18 27 93 Gau 20000 

Aug-18 31 183 Exp 40000 

Aug-18 39 - - - 

 

 

Date 
Tile 
number Psill Model Range(m) 

Sep-18 31 81 Gau 20000 

Sep-18 34 88 Gau 20000 

Sep-18 38 205 Gau 30000 

Sep-18 39 93 Sph 30000 

Sep-18 41 154 Gau 50000 

Sep-18 46 11 Exp 40000 

Sep-18 47 145 Exp 38669 

Sep-18 48 85 Sph 50000 

 

Date 
Tile 
number Psill Model Range(m) 

Apr-19 22 - - - 

Apr-19 26 - - - 

Apr-19 29 96 Exp 20000 

Apr-19 30 84 Gau 30000 

Apr-19 33 196 Gau 70000 

Apr-19 35 47 Gau 20000 

Apr-19 36 53 Gau 10000 

Apr-19 38 - - - 

Apr-19 42 29 Sph 30000 

 

Date 
Tile 
number Psill Model Range(m) 

May-19 0 58 Gau 30000 

May-19 6 67 Gau 16185 

May-19 7 142 Gau 50000 

May-19 13 147 Sph 80000 

May-19 20 - - - 
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Date 
Tile 
number Psill Model Range(m) 

Aug-19 0 63 Exp 55942 

Aug-19 6 130 Exp 68373 

Aug-19 7 190 Exp 30000 

Aug-19 11 55 Gau 14000 

Aug-19 12 195 Sph 60000 

Aug-19 13 212 Exp 30000 

Aug-19 14 119 Sph 50000 

Aug-19 18 150 Exp 30000 

Aug-19 20 151 Gau 20000 

Aug-19 26 216 Sph 90000 

 

 

 

Date 
Tile 
number Psill Model Range(m) 

May-20 0 57 Gau 20000 

May-20 7 169 Sph 50000 

May-20 11 - - - 

May-20 12 40 Exp 40000 

May-20 13 124 Gau 70000 

May-20 14 118 Sph 50000 

May-20 16 95 Exp 40000 

May-20 17 171 Sph 90000 

May-20 18 892 Gau 60000 

May-20 19 92 Exp 130000 

May-20 20 97 Exp 20000 

May-20 23 38 Gau 10000 

May-20 24 54 Gau 20000 

May-20 26 - - - 

May-20 27 31 Sph 30000 

May-20 48 17760 Exp 9178263 

 

 

Date 
Tile 
number Psill Model Range(m) 

Mar-21 14 - - - 

Mar-21 32 - - - 

Mar-21 41 92 Sph 20000 

Mar-21 48 160 Exp 30000 
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Date 
Tile 
number Psill Model Range(m) 

May-21 16 70 Exp 20000 

May-21 17 70 Gau 13000 

May-21 46 - - - 
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Appendix 4. Cross-validation results for all tiles from August 2018 to May 2021  

 

Date 
Tile 
number Psill Model Range(m) MAE CC CH 

Aug-18 16 162 Sph 30000 0.03971464 0.9987267 0.99455 

Aug-18 17 198 Sph 40000 0.1265589 0.9994586 0.996565 

Aug-18 19 97 Sph 40000 0.1101574 0.9990011 0.998057 

Aug-18 20 64 Gau 30000 264.1889 0.9386484 0.265431 

Aug-18 21 94 Sph 40000 0.09121189 0.9992243 0.994278 

Aug-18 27 93 Gau 20000 4.237769 0.972898 0.435715 

Aug-18 31 183 Exp 40000 0.0747412 0.999317 0.995163 

Aug-18 39 - - - - - - 
 

 

Date 
Tile 
number Psill Model Range(m) MAE CC CH 

Sep-18 31 81 Gau 20000 0.9269885 0.3471841 -0.103939 

Sep-18 34 88 Gau 20000 0.9671294 15.01897 0.897518 

Sep-18 38 205 Gau 30000 537.2752 0.9943598 0.0953 

Sep-18 39 93 Sph 30000 0.05973491 0.999097 0.995597 

Sep-18 41 154 Gau 50000 0.1309583 0.9986601 0.997803 

Sep-18 46 11 Exp 40000 0.02588903 0.9994414 0.999179 

Sep-18 47 145 Exp 38669 0.1207372 0.9993138 0.997605 

Sep-18 48 85 Sph 50000 0.112249 0.9993028 0.997236 

 

 

Date 
Tile 
number Psill Model Range(m) MAE CC CH 

Apr-19 22 - - - - - - 

Apr-19 26 - - - - - - 

Apr-19 29 96 Exp 20000 0.1086391 0.9993747 0.991917 

Apr-19 30 84 Gau 30000 9.611836 0.9570809 0.359847 

Apr-19 33 196 Gau 70000 0.1481458 0.9993117 0.99677 

Apr-19 35 47 Gau 20000 55.86762 0.995594 0.068474 

Apr-19 36 53 Gau 10000 0.07983068 0.9924553 0.988989 

Apr-19 38 - - - - - - 

Apr-19 42 29 Sph 30000 0.04126563 0.999333 0.992849 
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Date 
Tile 
number Psill Model Range(m) MAE CC CH 

May-19 0 58 Gau 30000 812.1985 0.9592446 -0.013372 

May-19 6 67 Gau 16185 2.251728 0.9411016 0.611802 

May-19 7 142 Gau 50000 0.1018653 0.9996394 0.996362 

May-19 13 147 Sph 80000 0.09993175 0.999476 0.996764 

May-19 20 - - - - - - 
 

 

Date 
Tile 
number Psill Model Range(m) MAE CC CH 

Aug-19 0 63 Exp 55942 0.07154534 0.9992935 0.998478 

Aug-19 6 130 Exp 68373 0.06743898 0.9992989 0.996823 

Aug-19 7 190 Exp 30000 0.1381628 0.9993879 0.997451 

Aug-19 11 55 Gau 14000 0.9445475 0.9966731 0.984168 

Aug-19 12 195 Sph 60000 0.09754664 0.9995642 0.998271 

Aug-19 13 212 Exp 30000 0.1267444 0.9996429 0.997096 

Aug-19 14 119 Sph 50000 0.06734281 0.9993009 0.998306 

Aug-19 18 150 Exp 30000 0.110598 0.9991279 0.998189 

Aug-19 20 151 Gau 20000 0.7251088 0.9842682 0.997315 

Aug-19 26 216 Sph 90000 0.05764895 0.9996373 0.998624 

 

 

Date 
Tile 
number Psill Model Range(m) MAE CC CH 

May-20 0 57 Gau 20000 188.8907000 0.9840368 0.9684758 

May-20 7 169 Sph 50000 0.1435454 0.99814 0.9979729 

May-20 11 - - - - - - 

May-20 12 40 Exp 40000 0.0344106 0.9995306 0.9972030 

May-20 13 124 Gau 70000 1872.2390000 0.9905920 0.7830096 

May-20 14 118 Sph 50000 0.0922951 0.9994461 0.9975481 

May-20 16 95 Exp 40000 0.0609052 0.9988289 0.9992167 

May-20 17 171 Sph 90000 0.1264647 0.9991068 0.9975914 

May-20 18 892 Gau 60000 7911.9220000 0.9946848 0.8456572 

May-20 19 92 Exp 130000 0.0411845 0.9992569 0.9978939 

May-20 20 97 Exp 20000 0.0721603 0.9994404 0.9985475 

May-20 23 38 Gau 10000 0.0543925 0.9906254 0.9930827 

May-20 24 54 Gau 20000   0.9963973 

May-20 26 - - - - - - 

May-20 27 31 Sph 30000 0.0299209 0.9992492 0.9965433 

May-20 48 17760 Exp 9178263 0.0228196 0.9995208 0.9974496 
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Date 
Tile 
number Psill Model Range(m) MAE CC CH 

Mar-21 14 - - - - - - 

Mar-21 32 - - - - - - 

Mar-21 41 92 Sph 20000 0.03317563 0.9995346 0.993957 

Mar-21 48 160 Exp 30000 0.1249264 0.9975884 0.997114 
 

 

Date 
Tile 
number Psill Model Range(m) MAE CC CH 

May-21 16 70 Exp 20000 0.08962578 0.9987971 0.995576 

May-21 17 70 Gau 13000 0.8377056 0.99551534 0.995131 

May-21 46 - - - - - - 
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Appendix 5. Rejected tiles for the month and year April 2019, May 2019, August 2019, May 2020.  
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