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ii Heterogeneous Cooperative Target Tracking using Nonlinear Model Predictive Control

Abstract

The autonomy of robots is limited by the accuracy of the information of their environment. The availability
of accurate state estimates of the environment is crucial. This work researches how to obtain these state es-
timates and proposes a method to cooperatively track moving targets using a team of heterogeneous agents.

A state estimation scheme fuses the noisy intermittent target measurements and its covariance is used to
quantify the estimation quality. To this end, a C++ implementation of an Intermittent Kalman filter in the
Genom framework is constructed.

A NMPC method from previous work is adapted to include a the Intermittent Kalman filter covariance trace
as perception objective. The proposed NMPC is able to compute the actuator inputs for a team of het-
erogeneous generic multi-rotors in order to minimize their collective state estimation covariance, whilst
honoring actuator constraints. This removes the need for a cascaded control scheme.

The proposed method is validated using simulation experiments. The NMPC shown to drive two quadro-
tor sensing agent into a configuration that minimizes their state estimate covariance beyond what it can
achieve using a single quadrotor. The method is able to tracking moving targets using both single and dual
quadrotors, with a control frequency of over 600Hz and 300Hz respectively.
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1 Introduction

1.1 Motivation

The goal of robotics is to design machines to assist or substitute humans in difficult tasks. To enable ma-
chines to properly interface with a physical process it is necessary to have information regarding the process
state. Improving the ability of machines to measure a target’s process state is a crucial step to improve the
ability and autonomy of robots. To reduce uncertainty when inferring a process state, measurements from
multiple sensing agents must be combined. One interesting question then is how to position the differ-
ent sensing agents in order to maximize information yield. This is further complicated when considering
sensing agents that have heterogeneous movement and sensing capabilities, or when the number of sens-
ing agents and tracking targets increase. Some applications of this field are environmental monitoring|[1],
search and rescue [2], cooperative localization and mapping [3] and object pose estimation [4]. Perception
and control are both essential for robots to perform these tasks autonomously. These problems are very
widely studied in the robotics literature, but often considered as separate problems. However robot percep-
tion is often done by vision-based sensors or cameras. The accuracy of these cameras is strongly affected
by their relative position and motion. A camera provides better quality images if it is in close proximity of a
target and image quality is negatively affected by motion blur due to the motion of the measuring platform.
Additionally, successfully achieving a motion objective requires the sensing agent to have a good quality
estimate of its own state. Hence it makes sense to design a control method that is able to consider a joint
perception and motion objective.

When controlling the sensing agents it is critical they are able to honor constraints on both their perception
and actuator domains, as not doing so may lead to inability to fulfill the mission or create hazardous situ-
ations to people around. Recently Model Predictive Control (MPC) has gained popularity in aerial robotics.
MPC is a control policy that tries to find the optimal control inputs for the controlled system that drive the
system states to some objective by minimizing a cost function, over a receding horizon, whilst satisfying a
set of constraints. The structure of this cost function can be very generic which allows MPC to be employed
for a wide variety of control objectives. The ability of MPC to plan ahead in time and consider constraints
on the different perception and actuator domains for multiple heterogeneous agents make it well suited
for the problem of cooperative target tracking. Nonlinear Model Predictive Control (NMPC) is a variant of
MPC that uses a nonlinear system model instead of a linear one to predict future system states. Most real-
world systems are inherently nonlinear, but since computing the optimal control for nonlinear models is
harder, NMPC trades off increased prediction accuracy for an increase in computational complexity. UAVs
are nonlinear systems so NMPC theory is applicable to the control of these platforms.

The use of heterogeneous agents increases the difficulty of finding the correct control policy, as compared to
the case where all agents have uniform capabilities. However when correctly implemented, the controller
able to deal with heterogeneous agents will outperform a method only capable to handle homogeneous
agents using a similar level of equipment. Consider a team of UAV agents tasked to measure the position of
a static ball in 2D space. A strategy could be to equip each agent with a sensor capable of measuring both
positional states of the target. A more efficient strategy would be to equip each agent with a sensor capable
of measuring either the X or Y target position and fuse these measurements into a single estimate of the
target state.

This fusion of multiple measurements into a single state estimate is the canonical state estimation prob-
lem and is typically solved using linear quadratic estimation or kalman filtering. A Kalman Filter (KF) is a
method that provides a probability distribution of an unknown variable, conditioned on previous measure-
ments and their measurement accuracy. By considering all past target state measurements the estimation
can be improved, and when all errors are assumed Gaussian the KF can be proven to be the optimal linear
estimator.
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2 Heterogeneous Cooperative Target Tracking using Nonlinear Model Predictive Control

This reports presents an attempt to combine the above-mentioned systems to integrate a perception objec-
tive in a UAV controller. A more complete problem statement is given below.

1.2 Problem Statement
1.2.1 Main Research Question
The main research question of this thesis is:

How can we use Nonlinear Model Predictive Control to cooperatively track a target by 1)
minimizing the fused target estimation uncertainty of a heterogeneous sensing team? '

1.2.2 Sub Questions

To investigate the main research question multiple sub questions are presented and detailed below. The
first is:

How do I fuse multiple intermittent target measurements into a single state estimate? (1.2)

Any system which has multiple agents that provide target measurements needs form a consensus on the
target state estimate. How do the different state estimation methods compare?

What is the advantage of MPC over other cooperative tracking methods? (1.3)

Multiple different control strategies for cooperative tracking exist. What are their strengths and weaknesses
of each method and why use MPC?

What is the advantage of using nonlinear motion models? (1.4)

Nonlinear MPC extends the MPC method to be able to consider nonlinear motion models at the cost of
increased complexity. What is the advantage of using such models and is the trade-off worth it?

How do the different NMPC perception objectives compare? (1.5)

NMPC find the control inputs that optimize a cost function over a finite horizon subject to constraints. What
perception objectives can be added to this cost function that results in cooperative tracking behavior of the
sensing agents? How do these objectives compare?

What is the stability of my proposed NMPC method? (1.6)

Receding horizon predictive control using nonlinear models and constraints is a nonlinear feedback control
method. This implies there is a risk of the resulting behavior becoming unstable. A common critique of
NMPC methods is the lack of stability guarantees. For linear MPC results from Linear Quadratic optimal
control could be used. This raises the question of what can be said about the stability of this nonlinear
method?

How is the system affected when the assumptions on perfect modelling, localization (1.7)

and communication are relaxed?

When constructing the system it is assumed the agents have perfect knowledge of all sensing agent and
target models, the location of other sensing agents and perfect communication to the central controller
without delay. These assumptions can be very coarse and unfeasible in real physical systems. What happens
when these assumptions are violated?

How can the system be adapted to function in a distributed manner? (1.8)

In this work a centralized controller will be constructed. To improve its scalability with the number of sens-
ing agents a distributed version run locally on each agent could be considered. What challenges arise during
the conversion to a distributed method?
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CHAPTER 1. INTRODUCTION 3

1.3 Contribution
This work makes the following contributions:
1) A literature review on Cooperative Target Tracking.

2) The extension of an existing NMPC with a KF covariance perception objective to drive a team of hetero-
geneous agents into a configuration that minimizes their collective target estimation covariance.

3) A C++ implementation of an Intermittent Kalman filter in the Genom framework

1.4 Structure of Report

The next chapter contains a small theoretical background of Kalman Filters and Model Predictive Control.
Chapter 3 is a literature review with a discussion of relevant theory and state of the art. The fourth chapter
contains a detailed description of the method. Chapter 5 presents the full system architecture. Experimental
Setup and results to validate the method are given in chapter 6. Chapter 6 also contains a discussion of the
results. The report is concluded in chapter 7.

Robotics and Mechatronics Max Kivits



4 Heterogeneous Cooperative Target Tracking using Nonlinear Model Predictive Control

2 Background

This chapter contains a summary of prerequisite knowledge on Kalman Filters and Model Predictive Con-
trol.

2.1 State Estimation

State estimation deals with finding the optimal estimate of an unknown target state given a set of past im-
perfect measurements of this target. Figure 2.1 shows the concept of a state estimation scheme. As the
concept of states are very general, state estimation is widely applied to a large number of different fields like
chemical engineering, automotive and weather prediction. In control theory a state observer is often em-
ployed to estimate the unknown states of a plant using its output. A crude state estimation method could be
a linear extrapolator that takes the last state measurement and assumes it to be constant over time. Other
linear extrapolation methods exists but, under the assumption of state measurements perturbed by Gaus-
sian noise, the Kalman Filter is proven to be the best possible linear estimator.

2.1.1 Kalman Filters

A commonly used and effective state estimation method is the Kalman Filter. The Kalman Filter is a recur-
sive filter that uses measurements perturbed by Gaussian noise to estimate the internal state of a process of
interest. Table 2.1.1 shows the used symbols. x, u and z are all vectors of size N where N is the number of
states to track. All other bold symbols are square matrices of size N x N. Subscript indicate timing, Xy x—1
is the predicted state at time k, using measurements up until time k — 1. The KF state consists of x and P.

Table 2.1: Symbols used in this section Figure 2.1: Generic state estimation scheme,
adapted from [5]
Symbol Definition
process measurement
X Internal (hidden) process state disturbance (w) noise (v)
z State measurement input (1) 1 real
input (u
H Measurement model %
R Measurement covariance i '
R . ! ! measurement (Z)
X State estimate ! =
P State estimate covariance | Process Estimation
.. L SR | D -~ >
A State transition model model pr;daltc;id algorithm .| state output
B Input response model A estimates
u Inp ut past estimates
Q Process Noise
K Kalman gain
A Innovation
S Innovation covariance

It is assumed the internal state at the discrete time instant k is linearly related to the state at k — 1, with
additional zero-mean Gaussian noise terms wj and vy.

Xilk—-1 = AkXp-1)k-1 + Brug + Wi 2.1)
z; = HpXp + vy 2.2)
wi ~ A (0,Qy) (2.3)
Vi~ JV(O,Rk) (2.4)

Max Kivits University of Twente



CHAPTER 2. BACKGROUND 5

Although not required, the KF filtering steps are commonly divided into two alternating phases, the predict
and update phase. During the prediction phase the new state estimate X -, and covariance Py ;_; are
predicted using the previous state estimate Xj_;x—; and covariance Py_jx_1.

Predict
Xik—1 = ApXg—11k-1 + Brug (2.5)
Prik—1 = AcPro1k-1A7 +Q (2.6)

Then the new measurements z;. are integrated into the state estimate X and its covariance Py. First the
innovation y; and the innovation covariance Sy are calculated. These reflect the residual in the state after
prediction, the difference between the predicted and measured state. Next the Kalman Gain is found. The
Kalman Gain is a measure of the quality of the measurement relative to the prediction and takes values
ranging from 0 to 1. When no measurements are present the calculation of the innovation and Kalman gain
can be skipped and the state prediction is used as filter output.

Update
Vi =2k — HiXgk-1 2.7)
S = HPy_1H] + Ry 2.8)
Ky =Py Hi S} (2.9)
Xik = Xkik-1 + KiYe (2.10)
Prk = (I - KeHi)Prjk—1 (2.11)

The continuous time version of the KF is also known as the Kalman-Bucy filter. Optimality of the Kalman
Filter assumes Gaussian noise and linear models. In some situations the linear model is an insufficient
model and non-linear models are required. Two common KF extensions are used in this scenario; the Ex-
tended Kalman Filter (EKF) and Unscented Kalman Filter (UKF). These and other nonlinear state estimation
techniques, including learning based approaches, are outside the scope of this background. The interested
reader is refereed to [5].

2.2 Model Predictive Control

Model Predictive Control (MPC) is a control paradigm of increasing popularity that consists of a range of
control methods that obtain the optimal control inputs for a system. MPC distinguishes itself from the
other optimal control methods by using explicit models of the system to predict the systems output over
a future horizon and applying a receding strategy that displaces this horizon towards the future at each
timestep. MPC is considered a mature technique for slow linear systems like those found in the process
industry. Recent developments have allowed for successful application of MPC to faster nonlinear systems
like UAVs. Figure 2.2 shows a basic MPC control block diagram, figure 2.3 shows an example MPC control
response u(t) and system output y(¢) over the planning horizon.

Robotics and Mechatronics Max Kivits



6 Heterogeneous Cooperative Target Tracking using Nonlinear Model Predictive Control

Past inputs Predicted Reference u(t+klo)
redicte ;
and outputs outputs +traject0ry .
—
Model H) 1
Future
inputs
Optimizer
Future errors
C0$t T T Constraints \ | \ | ‘
function
t-1 t t+1 ... t+k t+N
Figure 2.2: Basic MPC structure, taken from [6] Figure 2.3: MPC strategy, taken from [6]

An example Model Predictive Control problem is shown in equation 2.12. Here is asked to find the system

inputs u that minimize the cost function J for all N discrete time steps k over a receding horizon of length
T.

_min J(y,u):= i wy, (ri—yi)* + i wy, (1) (2.12)
0 UN—1 k=0 k=0

s.t. X9=x(?) (2.13)

X1 = (X, ug) (2.14)

Vi+1 = §(Xg) (2.15)

Vi <Vik <V (2.16)

Where x are the system states, y is the system output, r the output reference and w are weights modulating
the relative importance of the two objectives. Equation 2.13 to 2.16 showcase another useful property of
MPC, its ability to take various constraint in account during the optimization.

Constraints are present in any real system, actuators have a limited field of action, pipes or wires have lim-
ited flow rates and sensors have limited FOV. In order for a control system to be effective and able to operate
near these system boundaries it is necessary these constraints are considered. MPC, like many predictive
control strategies, intrinsically takes these constraints into account during optimization. In the above opti-
mization example 4 common constraints are considered. Equation 2.13 to 2.15 constrain the system states
and output to evolve according to the system state space model. 2.16 represents a band constraint on the
system output. Other common constraints are limits on the system input u; and its time rate of change
up—Uup_1.

By adding these constraints the optimization becomes increasingly harder as the objective function be-
comes more complex. MPC optimization can usually not be done explicitly and instead rely on numerical
methods such as Quadratic Programming (QP) to obtain a solution. qpOASES [7] is an effective QP solver
for MPC algorithms.

Max Kivits University of Twente



3 Literature Review

Since the main theme of this thesis is the use of a perception objective in a NMPC to cooperatively track a
target, a few relevant sets of literature are identified and summarized below. The first is the field of optimal
sensor placement as a precursor to cooperative target tracking. This is extended to moving sensors in the
next section. An attempt to generalize challenges like cooperative target tracking has produced research
on the Active Information Acquisition (AIA) problem. The following section on Model Predictive Control
summarizes research on the application of MPC to the AIA problem. The last section contains a review of
existing works using nonlinear dynamical models to control the sensing agents.

First a small summary of different state estimation methods is presented.

3.1 State Estimation and Sensor Fusion

All target tracking methods require a state estimation scheme to reach a consensus on the current state of
the target. If tracking is done by multiple agents cooperating some sensor fusion method is additionally
required to combine the information each of the agents gather in some optimal way. In this section a few
common state estimation methods are shortly summarized.

3.1.1 Bayesian Filtering

Recursive Bayesian Estimation or Bayes filter is a probabilistic approach for the recursive estimation of a
probability density filter (pdf) of a random variable over time. It uses an observation and motion model to-
gether with noisy measurements to track the evolution of the target variable over time. The target variable is
modeled as a hidden Markov model, assuming, given the previous states, the current state is independent of
earlier ones and the current measurement is dependent only upon the current state. In order to implement
the filter in practice often additional assumptions are required.

3.1.2 Kalman Filter

First derived in 1960 the Kalman filter is a Bayes filter which assumes the pdf of all variables are Gaussian.
The filter reduces to two sequential steps, the predict and update step. This filter is explained in more detail
in section 2.1. The Kalman filter is well known and used in various settings and a vast range of applications.
The Kalman filter is proven to be the optimal linear quadratic estimator in the sense it yields the smallest
mean square estimation error. The assumption of Gaussian pdfs only holds for linear motion and observa-
tion models an will merely approximate the Bayes filter

3.1.3 Nonlinear Kalman Filters

Unfortunately most real systems are non-linear. The Extended Kalman filter (EKF) has been developed in
an attempt to generalize the KF to nonlinear systems. The EKF exploits a linearisation step and applies the
Kalman filtering scheme after linearising the nonlinear motion models around the current operating point.
A requirement for this is that the nonlinear models must be differentiable.

Although the EKF is extremely widely used, for instance in GPS. This linearisation step is the origin of many
difficulties including divergence and tuning difficulties. Extensions of the EKF exists that attempt to allevi-
ate this problem. One of these is the Unscented KF (UKF). This version should be considered when tracking
states of a highly nonlinear system or when derivatives do not exist.

3.1.4 Particle Filter

Particle filtering is a Monte Carlo method to represent the posterior distribution of a target random variable.
Like the EKF it is an approximation of a Bayes filter. The filter represents the pdf of the random variable using

Robotics and Mechatronics Max Kivits



8 Heterogeneous Cooperative Target Tracking using Nonlinear Model Predictive Control

a finite set of weighted samples or particles, where the weight represents the probability of that particle
being samples from the pdf. At each iteration a random set of samples is drawn from the current estimate of
the pdf. These are propagated using the (possibly nonlinear) target motion models. When an observation is
made all particle weights are modulated based on how well the observed data correlates with the hypotheses
the particle represents. When the weight of a particle tends to zero it is culled from the set as it badly models
the current pdf and is no longer of interest.

Similarly to the Kalman type filters the particle filter returns a state estimate and covariance. Unlike the KF
it is able to deal with multimodal distributions. The particle filter should not be used in large scale systems
due to the requirement of a sufficiently large size of the random sampling set.

3.1.5 Probability Hypothesis Density Filter

Another Bayes filter type able to track multiple targets over time is the Probability Hypotheses Density (PHD)
filter. APHD is a first order statistical moment of a random finite set, a known quantity for many of the pop-
ular distributions. The PHD filter models the multiple target states as a Poisson multi-object process with
intensity equal to the PHD of the random target variable. This yields the optimal Poisson approximation of
the assumed target variable distribution, optimal in the sense it minimizes a popular probability distance
metric, the Kullback-Leibler divergence [8]. The PHD filter is able to give a measure of the amount of targets
but cannot do data association. A big advantage of the PHD filter is its capability to handle appearing and
disappearing objects. It performs well in relatively simple scenarios with high probability of detection and
low clutter. The PHD filter assumes all targets are independently Poisson distributed, in reality this is often
a very coarse approximation and can reduce the accuracy of the filter.

3.2 Optimal Sensor Placement

A problem that is closely related to cooperative tracking is optimal sensor placement. This field deals with
the question how to position sensors in a sensor network such that measurements of a certain quantity
of interest are optimal. This sensor placement challenge can be reasonably said to be a simplification of
cooperative tracking as it has a similar goal but assumes stationary instead of dynamic sensors. A large
body of literature exists on this problem as it has been extensively studied for at least three decades [9].
As the optimal placement of sensors is applicable to a wide range of disciplines and applications, research
from many different fields exists. I will highlight a few methods to provide some intuition.

Santpal Singh Dhillon and Krishnendu Chakrabarty present a resource-bounded optimization framework
for sensor resource management under the constraints of sufficient grid coverage of the sensor field [10]. As
a simplification they assume the observation area or sensor field is made up of grid points whose granular-
ity depends on the desired solution accuracy. They further assume a probabilistic sensor detection model
where the probability of detection decreases exponentially with the distance of the sensor to the target. The
rate of this decrease models sensor quality, the detection probability is 1 when sensor and target coincide.
Between every two grid points in the sensor field two detection probabilities are assigned, one for each
sensor detecting the target at the other grid point. Trivially these two probabilities are the same, but asym-
metry in these values can occur when obstacles are present in the sensor field. A height difference can for
instance cause the elevated sensor to be able to more easily detect a target in a lower point. A sensor placed
at the lower point is much less able to detect a target at the elevated position. These are very general as-
sumptions and they can be readily applied to many different applications including the tracking of a target
using cameras. Two different algorithms are presented that take a sensor grid field and the corresponding
set of detection probabilities and determine the minimal number of sensors and their locations such that
every grid point is covered with a minimum confidence level. Both algorithms can be solved in polynomial
time and, under the above assumptions and independently of the detection model, are able to significantly
outperform uniform sensor placement. The first method attempts to maximize the average coverage of the
grid points by placing sensors on the sensing grid and recalculating the average detection probability until
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CHAPTER 3. LITERATURE REVIEW 9

a threshold is satisfied or the maximum number of sensors is exceeded. The second method attempts to
maximize the coverage of the grid point that is covered least effectively by instead placing sensors at the
location of minimal detection probability. The strengths of this method are its relative simplicity and quick
solving time for smaller grids. As it uses very generic models the methods are able to generalize well to dif-
ferent fields. However this might also cause the method to be insufficiently able to deal with complexities
arising from specific fields, such as camera field of view. It is assumed camera quality can be modeled by a
single parameter. The method assumes the sensor grid is 2 dimensional and quickly becomes intractable
for large sensor grids.

A less generic and more complex method is proposed by S.Y. Chen and Y.E Li [4]. They attempt to find the
optimal sequence of stereo camera viewpoints that enable an accurate 3D reconstruction of an object and
its features in a time efficient manner. This work also discusses other functions, with the initialization of the
viewpoint number and their distribution and viewpoint evolution being most relevant to this work. Being
an optimization method, first a viewpoint number is estimated based on object size and camera field of view
and these are uniformly distributed on a sphere surrounding the object. These initial sensor viewpoints are
mapped onto a sensor placement graph where the vertices represent viewpoints and the edges encode the
shortest collision-free paths. Some viewpoints will be not contain new information. In the next step these
redundant graph vertices are pruned to optimize the viewpoint planning using a Hierarchical Genetic Al-
gorithm (HGA). HGA are a subclass of evolutionary algorithm that use biologically inspired operations like
mutation to iteratively find solutions to optimization problems. It requires the solution to be represented
using a genetic model, this is done by designing a chromosome with the viewpoints as parametric genes
and the topology as control genes. After initialization the fitness of each viewpoint is assessed using a fitness
evaluation function. The viewpoint fitness level is then used as selection probability for the propagation to
anew generation using a crossover and mutation method. At each generation constraints on visibility, field
of view, viewing angle, focus and occlusion are tested and the viewpoint plan is rejected if any are violated.
After obtaining a sufficiently fit sensor placement graph the shortest path through all viewpoints is com-
puted using Christofides algorithm. The method has been experimentally validated and tested using a real
robot. The ability to take into account constraints on camera FOV is an advantage. However knowledge on
the geometry of the object under investigation is required a priori. Since it is a optimization based method
no guarantees are given on the quality of the solution. The method can be slow to compute, during testing
the authors report computation times ranging from 5 minutes to 15 hours. But since this is on old hardware
and the same viewpoint plan can be used for multiple similar objects the method could still be practical
today.

For further information on the optimal sensor placement of static sensors the interested reader is addressed
to a survey spanning multiple disciplines [11]. When sensors are able to move and reposition to allow for
better target state measurements, the complexity increases.

3.3 Cooperative Target Tracking

Due to advancements in sciences such as microelectronics and battery technologies, it is increasingly ef-
fective to replace the stationary sensors with mobile ones. Literature on this cooperative target tracking
problem is more recent and similarly to sensor placement, it is studied from different disciplines. Where
stationary sensors might fail to track a dynamic target, mobile sensors can adjust their position and ac-
count for target movement. This new challenge is sometimes split into two sub problems, motion planning
and sensor control. Motion planning deals with the calculation of the optimal sensing positions at each
point in time and sensor control is the design of an appropriate control policy to drive the sensors to these
positions.

Nikolay Atanasov describes the problem of reducing uncertainty about a physical process by designing op-
timal sensing trajectories for a team of mobile sensing agents as an Active Information Acquisition problem
[12]. They show that, under the assumption of linear Gaussian sensing and mobility models, the classical
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10 Heterogeneous Cooperative Target Tracking using Nonlinear Model Predictive Control

principle of separation between the estimation and control holds. This implies with the use of a state esti-
mation scheme the problem is reduced to a deterministic optimal control problem for which many solving
methods exist. Both greedy and non-greedy solutions are discussed. Where non-greedy (or non-myopic)
methods plan over a time horizon, greedy methods only consider the optimal move for the next time instant.
They show greedy methods are have attractive scaling properties w.r.t the optimization time horizon length
and number of samples. The greedy methods have the disadvantage of having no optimality guarantees and
it is shown by example that greedy planning is worse, even for problems with static targets and a small opti-
mization horizon. A discussion on the choice of perception objective is included. Target estimation perfor-
mance can be quantified in multiple different ways, including T-optimality (tr(P)), D-optimality(det(Py))
and E-optimality (Amin (Pg)). They present evidence the conditional entropy or D-optimality is preferable
in case of Gaussian variables. A non-greedy method is presented in more detail in [13]. In this work a MPC
based decentralized approach is used to compute trajectories for four differential drive robots to perform
Simultaneous Localization And Mapping (SLAM). They show their method can be applied to SLAM and can,
with approximation strategies, achieve linear complexity in the number of sensors.

Next sections details a number of different approaches to the cooperative target tracking problem.

3.3.1 Gradient Methods

Gradient based methods define a cost function based on some target perception goal and use a gradient
feedback control law to drive the agents to states where target information is maximized.

In 2006, Timothy H. Chung et al presented a paper on a decentralized motion planning algorithm for the
distributed sensing of a noisy dynamical process by multiple cooperating mobile sensor agents in 2D space
[14]. Under the specific assumptions of a range-bearing sensor with linear measurement model and a linear
target model perturbed by Gaussian noise, a cost function is constructed representing the sensing quality.
Two iterations of this cost functions are discussed, the first is a simple scheme based on the fusion of lo-
cal target estimates, the second uses a Kalman filter run locally on each agent. At each timestep the local
target estimate and covariance matrix are updated. A period of time is allotted to allow the communica-
tion of these quantities to neighbors and all received information is fused into a global state estimate and
covariance. Next the cost function gradient is calculated locally to determine the next optimal sensing lo-
cation and the agent is moved there. The effect of imperfect communication between the sensing agents is
also investigated. A decrease in performance is observed when communication is restricted, a total com-
munication restriction causes agents to act independently, losing all benefit of cooperative tracking. Their
gradient control law can also be used to control a heterogeneous sensing team. This paper showcases a
relatively simple way to achieve good results on decentralized motion planning. Interestingly when using
their method the agents express a teamwork behavior and are able to coordinate together to maximize the
overall sensing quality. As their method is designed to work for 2D space it is necessary to question how
well it generalizes to 3D space, and if it does, how the performance and time complexity of the method is
affected. Another consideration is their sensor assignment method. They use a simple Round robin sensor
assignment strategy which they mention is almost never optimal. Finally a known issue of gradient meth-
ods is their tendency to get stuck on local minima, and for a complex system the fused estimate covariance
matrix might be quite irregular.

A similar method was used by Peng Yang et al. [15]. They consider the problem of maintaining a target state
estimate for multiple mobile sensors and move each agent so as to maximize the expected information from
its sensor relative to the current estimate uncertainty. They construct a dynamic average consensus estima-
tor that requires an agent to only communicate to its one-hop neighbors to maintain a local estimate of
the global target state. Both range-bearing and range-only sensors with a linear measurement model and
a diagonal measurement noise covariance in local frame are considered. Similarly to the above work two
approaches are tried, a one-time measurement and Kalman filter approach. With the assumption of perfect
sensor localization they show the performance of their distributed method yields cooperative behavior for
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both approaches and approximates that of a centralized approach after an initial transient. It can handle
collaboration of range-bearing sensors with range-only sensors and can be used to track multiple targets
assuming each sensor is able to measure and distinguish all targets, avoiding the sensor assignment issue
altogether. The method scales well with increasing number of sensing agents, requires limited communi-
cation between agents and is able to avoid the single failure point problem of centralized solutions. Similar
to the previous work only 2 spatial dimensions are considered and cannot be trivially adapted to 3. The
dynamic average consensus requires multiple gains to tune. Another consideration is the requirement of
each agent to know all target and sensing agent model parameters.

3.3.2 Search and Sampling Methods

Other types of methods exist, like the Monte Carlo Tree Search method presented by Ke Sun et al. [16].
Addressing the related problem of stochastic motion planning, specifically how to navigate a mobile robot
equipped with a LIDAR, they model the full system as a Partially Observable Markov Decision Process. This
model assumes system dynamics are governed by a Markov Decision Process, but the system state can not
be directly observed and must be acquired by the fusion of noisy sensor data. In a Markov Decision Process
sensing agent states are mapped to actions by a control policy that maximizes a reward function. A POMDP
control policy instead maps observations or beliefs to actions. Using this type of system model allows them
to find a control policy for the sensing agents online. They show their method improves upon existing
POMDP methods, successfully navigating the LIDAR robot to achieving a higher total reward and success
rate in completing the navigational task.

This method requires both the state space and actions space to be discretized. In the above example the
action space is a set containing only 6 possible values, allowing only for very rough control of the platform
linear and rotational velocity and speed. This problem becomes much more pronounced when considering
higher dimensional state and actions spaces, quickly becoming intractable to compute. If a small collec-
tion of actions is sufficient to competently describe the sensing agent action possibilities and the state or
belief space can be kept small the above works show this method can have definite advantages. Many dif-
ferent existing strategies can be leveraged to find PODMP control policies and for finite-horizon POMDPs
the optimal value functions is proven to be piecewise-linear and convex, allowing dynamic programming
techniques to find optimal control policies.

In 2018 Brent Schlotfeldt et al. publish a paper on reducing uncertainty about a physical process by design-
ing sensing trajectories for a team of robots [17]. In their paper a search-based planning method for active
information gathering is developed which prunes uninformative trajectories from the search space while
providing suboptimality guarantees and decentralizes the planning across multiple robots via coordinate
descent. They later improve upon the robustness of their method, increasing resilience to communication
failures in [18].

In a recent work Xiaoyi Cai et al. [19] optimize the trade-off between information gain and energy cost by
augmenting the objective function with an energy term. Their method can plan trajectories for a heteroge-
neous team of sensor-equipped robots to reduce uncertainty about a dynamical process, using a distributed
planning approach based on local search. The perception objective is posed as a minimization of the deter-
minant of the mutual information between target states and observations of these target states.

in 2019 B. Schlotfeldt et al. present a method to plan trajectories for robots equipped with sensors to track a
target by formulating the problem as a deterministic planning problem and computing the optimal solution
using the A* search algorithm [20]. To effectively use A* they derive a heuristic function based on the upper
bounds of a Kalman filter estimate covariance matrix and prove it is an admissible heuristic. They show
their method is able to find a trajectory that is optimal in the sense it quickly minimizes the covariance of
the target state estimates.

This method is able to compute the sensing trajectories for multiple agents that quickly minimize the esti-
mation covariance for multiple targets in a 2D space with simple obstacles. Although computation is done
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offline, admissible sensing trajectories for the above scenario can be found in the order of seconds. In or-
der to use search algorithms the path must first be represented using a tree like data structure. This places
limits on both the system states and action space of the sensing agents, only allowing very coarse control
of the sensing agents between each step. Continuous time sensing agent motion models can be considered
but will cause exponential growth in the number of nodes and requires additional modifications to remain
tractable.

Sampling based methods like RRT and RRT* can be used in an attempt to relieve some of the disadvantages
of search based methods. One of these methods is presented by G. Hollinger and G. Sukhatme in their 2014
work [21]. They propose a sampling based motion planning algorithm for generating maximally informative
trajectories for mobile robots subject to motion constraints.

Pratap Tokekar et al. study the challenge of tracking the most number of mobile targets and accurately
estimating their positions using a team of quadrotor sensing agent [22]. They prove the two objectives
conflict and pose limits on the number of tracked targets as a function of a desired estimation accuracy.
They formulate the problem as a Maximum Group Coverage problem and propose a greedy approximating
algorithm to select the best trajectories from a set of possible trajectories generated by a sampling based
method, best in the sense either the estimation quality or number of tracked targets is maximized whilst
a minimum bound on the other is guaranteed. They show their method is able to coordinate a team of
quadrotor agents to cooperatively track a number of moving targets.

In a paper by Jun Chen and Philip Dames a different method is presented. Four distributed algorithms are
introduced to enable a team of robots to safely search and track a time-varying number of targets. For state
estimation a distributed Probability Hypothesis Density filter is maintained across the sensing team. Sens-
ing space is divided among the sensing agents based on their self-localization covariance using Voronoi
partitioning and robots are driven to regions of high uncertainty and avoid collision [23] by feedback con-
trol toward the weighted centroid of their Voronoi cells. Their method is able to track a large time-varying
number of targets across a specified area of 2d space using a large number of sensing agents whilst guar-
anteeing collision avoidance. The sensing team has imperfect self-localization but the performance of the
method approximates that of a centralized one.

3.3.3 Linear Quadratic Gaussian Control

A closely related problem accompanied by a large body of literature is the Linear Quadratic Gaussian
(LQG) control problem of determining a state feedback control law that minimizes the expected value of
a quadratic cost function for a continuous or discrete time linear system driven by additive white noise. A
classical result is the separation principle which states LQG reduces to a combination of a Kalman filter and
a Linear Quadratic Regulator (LQR).

Philipp Foehn and Davide Scaramuzza propose such a LQR for unified control of a micro aerial vehicles
(MAV) rotational and translation states [24]. Their cascaded method linearises the MAV dynamics around
its current state and is able to compute feasible trajectories onboard an ARM processor at a minimum rate
of 10Hz using only onboard visual inertial odometry (VIO). They show their method remains stable whilst
hovering or tracking a trajectory under abrupt reference jumps and disturbances.

In a tangentially related work on system identification A. Iannelli and R. Smith use a LQR scheme to design
an optimal state feedback control policy which seeks to balance the exploitation of an uncertain plant with
information gaining moves that reduce the uncertainty in the plant dynamics [25]. Although this work deals
with system identification it showcases the applicability of LQR to an information gathering objective.

All previous cooperative target tracking methods are greedy methods, during optimization only the next
time instant is considered. A Linear quadratic regulator has the advantage of being a non-greedy or non-
myopic method, LQR optimizes over an infinite or finite time horizon. This allows the method to design
control inputs that are optimal in the sense they minimize the total cost over time.
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As the name implies, a LQR is designed to control linear systems. This is an important consideration as
controlling a nonlinear system using LQR is only possible by linearising the system dynamics, reducing
optimality and accuracy of the method. LQR in its original state also does not consider input and state
constraints. Receding Horizon Control techniques like Model Predictive Control have been specifically de-
veloped to be able to deal with these constraints.

3.4 Model Predictive Control

In one of the precursors to this work, Baljinder Sign Bal [26], identified the fitness of MPC to the cooperative
tracking problem. He proposed a centralized method for two heterogeneous robots to cooperatively track a
moving target using MPC to minimize the entropy of the estimation of the target’s state provided by an inter-
mittent measurement Kalman filter (IKF) adapted from [27]. In a simulation experiment a 2D linear ground
and aerial agent dynamics with limited Field of View (FOV) are required to cooperate to track a target with
linear dynamics and an unknown input. They show the addition of a IKF covariance perception objective
yields cooperative tracking behavior and minimizes the target estimation covariance. Implemented in Mat-
lab, his method is not quite able to run real time. This combined with the 2D and linear agent dynamics
assumptions indicate promising further research directions.

In a similar work, Chang Liu and Karl Hendrick present a MPC based path planning approach for a ground
mobile robot to autonomously search and track a moving target [28]. They add a similar perception ob-
jective to the MPC cost function based on the trace of the IKF estimation covariance. Using simulation
experiments they show their method is able to generate trajectories for a robot to search and track a target
moving through 2d space.

All previous works consider the agent dynamics to be linear, an assumption that becomes less effective
when more complex and performance intensive trajectories are required due to the increased significance
of the unmodeled aerodynamic effects.

3.4.1 Nonlinear Model Predictive Control

In [29], Kamel et al. compare a Nonlinear Model Predictive Control (NMPC) scheme from their previous
work to alinear MPC (LMPC), by evaluating hovering performance, step response, and aggressive trajectory
tracking of a micro aerial vehicle under both nominal conditions and external wind disturbances. They find
the NMPC method performs similarly on hover tasks around the LMPC operating point but has slightly bet-
ter disturbance rejection capacity when 11m/s wind is present. They show during a step-response experi-
ment the NMPC method has much better performance with a 40% quicker rise time for the same overshoot.
They attribute this to the superior ability of the NMPC to operate the actuators around their saturation point
as compared to the LMPC method. During aggressive trajectory tracking the NMPC achieves a 30% better
RMS tracking error compared to the LMPC. Interestingly the NMPC method achieves an average computa-
tion time of 0.45s, A 5 times increase over the LMPC method which they attribute to the efficacy of the real
time iteration scheme implemented in the NMPC.

In [30], Davide Falanga et al. present the a real-time perception-aware model predictive control framework
for quadrotors. It is able to satisfy the system dynamics and require control inputs within the limits of
the platform, whilst optimizing perception objectives for sensing by maximizing the visibility of a point of
interest and minimizing its velocity in the image plane. The perception objective achieved by the addition
of two cost terms that depends on the distance from center and velocity of the feature in the image plane.

G. Li et al present the first NMPC method for trajectory tracking with quadrotors with a suspended payload
[31]. Their method considers constraints on nonlinear system dynamics and actuator constraints and is
able to fly a quadrotor up to 4m/s whilst minimizing the image plane velocity of the payload in a downward
facing camera. To avoid instability they enforce cable tautness using a novel constraint on cable tension.
The perception objective is implemented by constraining the distance between the payload and the center
of the camera FOV.
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Often the MPC is used to plan trajectories for the sensing agents and it is assumed a low-level controller
is present to translate these into actuator inputs. When using this type of cascaded control scheme the
physical actuator constraints of the platform must first be transformed to constraints on the MPC output
trajectory. D. Bicego et al. argue any usage of such fictitious constraints results in a reduced control perfor-
mance w.r.t the real dynamic potential of the robot [32] They propose an online NMPC method for multi-
rotor aerial systems with arbitrarily positioned and oriented rotors which can simultaneously address local
reference trajectory planning and tracking problems. Unlike most other works they use a unified nonlinear
model that attempts to capture the whole robot dynamics and explicitly consider real physical actuator dy-
namics and limits. They present an extensive experimental validation of their method and show it is able to
control multiple different platforms close to their actuation limits. They show their method is able to handle
a rotor failure and can exploit a Multi Directional Thrust platforms capability to modulate the propeller tilt
angles, yielding a very energy efficient method.

Martin Jacquet et al. extend this work by including a perception objective in the NMPC in order to maintain
visibility of a feature of interest [33]. They propose an onboard NMPC method capable of directly computing
the torque inputs of generic multi-rotors to comply with a reference trajectory, modulating through user-
defined weights the less important states to comply with a perception objective. Simulation and hardware
experiments show their method is able to track a target to comply with its visibility constraints and exploit
the full action span of both standard quadrotors and fully-actuated platforms whilst obeying actuator con-
straints.

Guillem Torrente et al. use a different strategy to increase the efficacy of their linear motion model by aug-
menting it with a grouped aerodynamics forces term approximated using a Gaussian Process (GP) [34]. The
GP attempts to correct for the unmodeled non-linear aerodynamic effects which are especially dominant
during high speed aggressive maneuvers. To do this a learning problem is set up to find a mapping from
body frame velocities to body frame acceleration disturbances. They prove their augmented linear model is
able to approximate a significant part of the dynamics (70% reduced tracking error) normally not captured
by a linear model whilst being efficient to evaluate.

These papers all assume perfect communication between robot and controller. Barbara Barros Carlos et al.
propose an efficient position controller for quadrotors based on real-time NMPC with time-delay compen-
sation and bounds enforcement on the actuators [35]. To compensate for the time-delay a state predictor is
used to predict the current robot state by propagating past states through system dynamics. They show the
system is able to run in real-time on an offboard computer.

When multiple agents must cooperate to track a target they necessarily need information on the states of
the other agents. When it can no longer be assumes this information is present, such as when designing
a distributed control scheme, methods to predict the other agents states must be explored. This can be
done using a state estimation scheme similar to the one used for the target. H. Zhu et al present a recurrent
neural network based method [36] that attempts to predict the states of other agents to avoid collision, using
current and past local observations. They show when using a MPC to do local path planning their method is
able to approximate the performance of a centralized method. This method has the advantage of requiring
less communication between agents, scaling better with an increasing number of sensing agents.
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4 Method

This section contains a description of the models and tools used for the remainder of this work. How these
are applied to yield insight into the questions posed in section 1.2 is summarized in section 5.

4.1 Sensing Agent Dynamics

This section describes the sensing agent motion model used by the MPC to predict future agent states.
In order to preserve the generality of the method sensing agents are all assumed to be Generically-tilted
Multirotors (GTM), taken from [33] and derived by Giulia Michieletto et al in [37]. For completeness and
convenience they are repeated below.

Figure 4.1: GTM schematic showing a single agents’ body and camera frames and their relating quantities. Taken from
(33]

As depicted in figure 4.1, the inertial world frame and body frame of the sensing agent are respectively
denoted by %y and Zp. "pp is defined as the position of the body frame origin given in world frame
coordinates. " qp is a unit quaternion that represents the orientation of the body frame with respect to
world frame. By using quaternions to represent GTM orientation the singularities present in other methods
such as Euler angles and rotation matrices are avoided. Note the propeller angles a, and §, define the
configuration of each of the n actuators.

The state x and system inputs u of a GTM sensing agent with n propellers is defined as

x= [quTvaTY]T c RN 4.1)

Y=u 4.2)

veR® and w € R3 respectively depict the translational and rotational velocities of Op, in world frame. y is a
vector containing the n forces produces by the n propellers.

The state derivative X = f(x,u) is defined as

p=V, 4.3)

1[0

q= 2 [ » ®q, (4.4)
v ]_|[ mls O3 _1( —mgzy qeGsyeq” ) 45)
@ 0; J —wxJw Gy ' .
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where m is the agent mass and J is the agent rotational inertia. I3 and O3 respectively denote the identity and
zero matrix € R3*3, v and @ are the translational and angular accelerations of the GTM frame w.r.t. world
frame. g is the gravitational acceleration constant, zy is the unit vector aligned with the gravitational force
in world frame. ® denotes the quaternion Hamilton product. G¢ and G; € R3*" are the force and torque
allocation matrices that map the propeller forces to the their resulting forces and torques in body frame.

This models all relevant dynamics for a single agent. Unless specified it is assumed every sensing agent
uses this model. When relevant the iy, agent state is identified as ‘x. The model assumes aerodynamic
forces other than the propeller thrust and drag forces are negligible. This generic formulation for the agent
dynamics allow for heterogeneity by varying model parameters between different agents or posing different
constraints for each.

4.2 Target State Estimation

Target state estimation is done by means of a Kalman Filter. The MPC requires a target state estimate at
the start of every new optimization cycle. Due to FOV restrictions target measurements might not always
be available. An Intermittent Kalman Filter (IKF) is required to fuse the intermittent measurement signals
from all sensing agents and provide the MPC with a target state estimate. Figure 4.2 details the IKF structure
and signals. The next section contains a description of the models used by the IKE Then the IKF system
equations are detailed.

Table 4.1: The three IKF target state transition models

Constant Position Constant Velocity Constant Acceleration

]

t
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4.2.1 Target Model

For the target dynamics only linear models are considered, to keep the computation from becoming in-
tractable. Three well-known models are compared; Constant position, velocity and acceleration, listed in
table 4.1. The target is modeled by a discrete linear time state space model with additional white noise,
given by
X} =AX]_, +w (4.6)
i~ N (0,'Qp) C))

Where x,[C is the IKF target state estimation at at time k and A is the state transition model.

4.2.2 Process Noise

The process noise is a measure of uncertainty present in the system. Table 4.2 shows the process noise Q
for the 3 different state transition matrices in table 4.1. d ¢ is the IKF filter time period in seconds. Note this
assumes velocity and acceleration measurements will not be available and instead have to be inferred from
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position derivatives. To approximate the deterioration of uncertainty during this process the process noise
is increased by an order of magnitude for each subsequent derivative.

Table 4.2: Process noise used for each of the three state transition models

Constant Position Constant Velocity Constant Acceleration
. diag(dr) 0 0
diag(d 1) diag(d) 0 0 diag10d) 0

0 diag(10d1t) 0 0 diag(100d1t)

4.2.3 Measurement model

It is assumed measurements are taken according to a linear measurement model, perturbed by a multivari-
ate zero-mean Gaussian Noise v. Note it is assumed only the 3 positional states are measured. If required
by the target model the target velocities and accelerations are inferred by the IKE The measurement model
is given by

"z =H X0 + v (4.8)
Vi~ AN (0, Rp) (4.9)
Where ‘z; € R® depicts the target state as measured by sensor i at time k, Hy € R3*1369 is the observa-
tion model and 'Ry € R3*3 is the sensor measurement covariance. For ease of notation the superscript i is

dropped for the remainder of this work, unless specifically mentioned z; denotes a single target measure-
ment at time k.

Observation Model

The observation model for each of the target models is given in table 4.3. Note that this is analogous to
assuming sensors can only measure target position and have no constant bias.

Table 4.3: Observation model used for each of the three target models

Constant Position Constant Velocity Constant Acceleration

HZ=13 [13 03] [13 03 03]

Note I3 is the 3x3 identity matrix.

4.2.4 The Intermittent Kalman Filter

The Intermittent Kalman Filter equations are inspired by the IKF presented in [27] and [38]. Similarly the
IKF state at time k is defined as

Kpjk = E[xx | 2p, i ] (4.10)
. o T
Pk := E[ Xk —Xije-1) Kk — Xerk-1) " | Ze, Yic| (4.11)
Where Xy denotes the target state estimate with covariance Py, r. The availability of a target measurement

iz, at time k and sensor i is modeled by the binary random variable ‘yy. This Communication variable yy
denotes the availability of a target measurement z; at time k as

(4.12)

1, =z received
Yk =

0, zi notreceived

Robotics and Mechatronics Max Kivits



18 Heterogeneous Cooperative Target Tracking using Nonlinear Model Predictive Control

Filter Initialization State Estimation - Intermittent Kalman Fllter
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Set
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Figure 4.2: Block diagram description of the Intermittent Kalman Filter used for target state estimation

The following completely describes the IKF system:

Predict
Xiik-1 = ApXg-1)k-1 + Brug (4.13)
Pt = AkPro1k-1AL +Qx (4.14)
Update
Vi = Zk — HiXg k-1 (4.15)
Sk = HyPy_ Hy +Ry (4.16)
Ky =Py H[ S ! (4.17)
Xkk = Xkjk-1 + Y e Ke Vi (4.18)
Prx = (I = YiKiHi) Pye—1 (4.19)

Note that for y = 0 these equations exactly correspond to propagating the previous state when no mea-
surement is available. At every discrete time instance k the IKF propagates the state estimate using the
predict equations. Since the IKF is a linear filter the superposition property allows a separate update step
to be called for each separate target measurement z;. This fuses all available target measurements with the
previous state estimate to yield the optimal target state estimate at time k.

4.3 Optimization Objectives and Constraints

The objective is to find the optimal actuator inputs u for each member a of a team of sensing agents in
order to maximize the quality of their combined target state estimate X’ in the near future. This type of
constrained optimization problem where an objective function is minimized over a receding horizon using
the plant model to predict future system states is a typical Model Predictive Control problem. As one of
the main advantages of MPC is the ability to honor constraints during optimization the MPC will directly
compute the low-level inputs for the rotor speed controllers instead of computing sensing trajectories and
relying on a secondary low level controller to achieve them. Avoiding this cascaded scheme allows to directly
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enforce limitations on the motor thrust forces and their rates and ensures constraints on the platform are
not violated. The reader is referred to [32] for a more in-depth explanation.

In this section the different objective function terms and constraints are detailed. How the optimization is
solved at each iteration is detailed in section 5.2.

The discrete-time optimization problem to be solved is given below, note all constraints are discretized
using a 4th-order Runge-Kutta integrator detailed in section 5.2. For each agent a for a target ¢ over the
receding horizon T, sampled in N shooting points, at a given discrete instant £, is given by

a min Jg:= Jref+ Jperception * Javoidance (4.20)
Xy--- XN
Up...UN-—1

st %o =%, 4.21)

“Xii1 = [ X ug) (4.22)

Vi = h(Xg,ug) (4.23)

Y<YesY (4.24)

Y Suksvi (4.25)

sy = g (“x, " xk) (4.26)

K =& (Pi-1,"Xp, X)) 4.27)

Pik =P (Pe-1jk-1," Xk, Xk) (4.28)

Xerk = X (Pre—116-1," X, X1e) (4.29)

Where J; is the cost function detailed in the sections below. ?x; and ’x;. are the agent and target states. yi
are the agent output states. "Ry is the fused target measurement covariance as discussed in section 4.3.3.
Depending on the exact perception objective term Jperception, the Kalman filter constraints 4.27 to 4.29 can
be omitted. Details on this and the different perception objectives and cost function terms can be found in
the next sections.

4.3.1 Reference Tracking

Reference tracking is achieved by the addition of a reference objective jef to the optimization cost function.
This term should minimize the distance of agent system states to a reference. This Distance is calculated
using the Euclidean distance for all except the quaternion attitude states. Because of the unit quaternion
equality g = —¢, geodesic distance in the unit quaternion manifold d(q;,q2) = ||log(q: ® q;)|| is a more ap-
propriate distance measure. For ease of notation only the Euclidean distance is shown. The system output
y is mapped from the system states by / as

Jret = goll“y:c — Yyl (4.30)
With

vy=[p"d'p 0w p o] (4.31)

vr=[p/a;p; o/ By ;] (4.32)

Where y; is the reference trajectory to track set by an external component. Q is a weighting matrix to adjust
the relative importance of closely tracking each agent state. Higher weight is commonly given to attitude
states to prevent the UAV from flipping over during maneuvers and thereby increasing stability.
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4.3.2 Collision Avoidance

Collision of the sensing agents with terrain or each other is likely to be catastrophic. To prevent this collision
arepulsion field term can be added to the cost function, i.e. similar to [39] as

N
0s 082
Javoidance := Z ”axz _Oxi I (4.33)
k=0

Where “xios are the sensing agent positional states at time k and "xios are positional states where obstacles

are present, all in expressed in world frame. This is a soft constraint on collision avoidance. The controller
is still allowed to send the agents into obstacles but will incur a hefty cost for doing so.

A safer method is to restrict the sensing agents states to a obstacle free subset. This is a hard constraint
as the controller is guaranteed to not produce any trajectories that lead to collision, provided the position
of all obstacles are correctly identified. In practice the position of obstacles is not perfectly known and a
state estimator is required to track detected obstacles. The covariance of this estimator can then be used
to ensure agent collision avoidance to an arbitrary certainty. This type of constraint can be rewritten as
an inequality constraint by considering a sphere of radius r, centered on the agent at “xios and a sphere
centered on each object at "xios with radius r, relative to the estimation uncertainty [40]. The radius of the
agent sphere can then be checked for collision against nearby obstacle spheres. This yields the following
inequality constraint to be checked for collision avoidance:

0S () __pos L 0s 0s 0s 0s 2
CEXY® K, 14, 10) 1= dot(Px)° =%, Ox) = “x*) < (rg + 1) (4.34)

ko Xk
Often a combination of the two previous methods is used to guarantee collision avoidance and nudge the
sensing agents away from nearby obstacles and each other.

Note that for the remainder of this work these techniques have not been used, no obstacle avoidance is
implemented thus far. It is mentioned here for completeness and to indicate how it could be achieved in a
later stage of development.

4.3.3 Perception Objective

This section discusses the perception objective term Jperception- This objective should have a strong positive
correlation with the quality of the target state estimate. Two candidates are identified and discussed below.
Both require the MPC to be able to predict the measurement covariance of future target measurements, this
is discussed first.

Prediction of Measurement Covariance

The measurement covariance is a non-negative quantity associated with a specific target measurement. It
denotes the uncertainty present in the target measurement and relates to the measurement quality. It is
usually published by sensors alongside their measurement data, however during optimization both these
quantities need to be predicted. As discussed in section 5.3 the target measurement prediction is handled
by the external IKE To predict the corresponding measurement covariance it is first assumed the intrinsic
camera measurement uncertainty Dy is shaped as a 3D prolate ellipsoid at the target location with largest
semi-axis z pointing along the world z unit vector.

fry 0 0
Di:=|0 fo O (4.35)
0 0 f

Where f, and fyy respectively denote the measurement uncertainty along the principal and remaining axis.
At every time instant k the measurement covariance “Ry of agent a is obtained by rotating Dy using WR;,
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Cameral Camera 2

Figure 4.3: 2D illustration of the uncertainty ellipsoids of two cameras and their fused measurement covariance.

aligning the largest principal axis with the vector ¢! pointing from the center of the agent camera frame to
the target using

“Ry = "RpD "R} (4.36)

This requires an estimate of the target and agent positions at all N shooting points in the finite horizon. The
target position estimate is provided by the IKF component. It is assumed agents have perfect information
on the location of the whole sensing team and the camera is fixed to the agent body. At each time instant
and for each agent "Rj is recalculated using Rodrigues rotation formula
1—cosf
"Rp=1+0+0°——— (4.37)
sinf

Where [.] is the skew operator. v is the normal of the plane through ¢/ and the ‘e, the tag unit z vector. Note
this does not holds when cos6 = —1. This situation is never reached when using a downward facing camera
but when this assumption no longer holds this situation should be checked for.

Fused Measurement Covariance

The first perception objective candidate is the fused measurement covariance of the current sensor mea-
surements. It will for the remainder of this work be referred to as the R objective. Using the fused measure-
ment covariance as optimization objective forces the agents to consider the current and future measure-
ments obtained by the rest of the sensing team.

The fused measurement covariance, as illustrated in 2D by figure 4.3, is the shared volume of the measure-
ment covariance of all agents. Following [15] this is computed using

A .
gl =g (“xp,"x¢) = Y. 'R (4.38)
i=1
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For all agents i in the sensing team A. The corresponding perception objective term is given by:

N
]perception ‘= Z tr(Rg) (4.39)
k=0
A scalar function is required to map the estimate covariance to a scalar cost. The trace is used as a quick
measure of the upper bound on the total measurement variance. Note that for the single agent case no
fusion is required and the measurement covariance can be directly used.

Kalman Filter Covariance

Analogous to previous work done by Baljinder Signh Bal [26], the second perception objective uses a Kalman
Filter covariance and is given by:

N
Jperception := Z tr(P) (4.40)
k=0
Where Py i is a Kalman Filter covariance matrix of the target estimate at time k, conditioned on all mea-
surements up to and including time k. For the remainder of this work this will referred to as the P objective.
Similarly to the R objective the trace is used to map Py to a scalar upper bound of its variance.

This use of a KF covariance matrix as perception objective requires the NMPC to be able to predict future
target measurements and a method to predict the KF future target state estimate and its covariance. This is
discussed in section 4.4.

Differences between R and P Objectives

This section details my hypotheses on the difference in performance of the R and P perception objectives.
Note this is hypothetical but in agreement with findings on a similar topic in [14] and [15]. The first hypothe-
sis is both methods will induce cooperative tracking behavior. The second is that, given an adequate process
model and non-infinite process noise, the KF covariance method has a smaller lower bound compared to
the fused measurement covariance. Finally I conjecture the KF covariance method will induce trajectories
for the sensing agent team. These hypotheses are tested in sections ?? and 22.

Tracking a KF state in the MPC component requires the MPC state to be extended by 9 elements when using
a constant position state transition model, 3 for the target state estimate and 6 for its covariance. When us-
ing the more realistic constant acceleration model an extension of 29 elements is required. As both methods
require the fused measurement covariance the KF covariance method is strictly more computationally ex-
pensive. Since the NMPC directly computes low level sensing agent inputs speed is an important parameter.
This is an important disadvantage of the KF covariance method.

For insight into the difference between the two approaches and the basis for the hypotheses consider a com-
parison of the methods in a two hypothetical scenarios. When the KF process noise approaches infinity, the
two methods converge. In this case the prediction covariance will be extremely large, causing the prediction
to be fully discarded in favor of any incoming target measurements. This implies the KF covariance equals
the fused measurement covariance at each time step. This can be viewed as the worst case scenario for
the KF covariance method as there will be no advantage over simply considering the fused measurement
covariance even though extra computation is required.

In a second scenario the KF process noise is zero. Here the KF estimate covariance retains all past infor-
mation and will, given adequately positioned measurements and enough time, converge to a sphere with
radius equal to the smallest diagonal entry in the fused measurement covariance matrix. This requires the
sensing team to move around over time and take target measurements from different angles, inducing sens-
ing trajectories.

The process noise and accuracy of the plant model are dominant factors in deciding which method to use.
If a plant has low process noise and a good model of it is used the KF covariance perception objective is
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expected to outperform the fused measurement covariance method after a small time period. With a less
competent model and increased process noise the advantages of a KF cannot be fully utilized and the fused
measurement covariance method should be considered.

To fully leverage the predictive capabilities of the MPC framework the KF covariance perception objective is
used in the remainder of this work.

4.4 Embedding a Kalman Filter in MPC

In order to be able to use the KF covariance matrix as a perception objective information on this quantity
and its evolution in time must be available to the MPC. This is similar to the requirement that agent dynam-
ics are known when tracking the agent states inside the MPC. As discussed in section 5.2, a continuous time
version of the KF is required instead of the previously derived discrete version. More formally, the state and
covariance propagation maps p and y as listed in constraints 4.27 to 4.28 are required. Since these depend
on the Kalman gain information on how this gain is computed must also be present in the MPC.

These mappings can be obtained by borrowing results from theory on the Kalman-Bucy filter, the contin-
uous time Kalman filter. Note the common separation into a prediction and update step does not hold in
continuous time. The Kalman-Bucy filter assumes a continuous time state space model:

d
Ex(t) =A(O)x() + B(Hu(?) + w(t) (4.41)
z(t) = H(O)x(t) +v(1) (4.42)
With Q(#) and R(¢) the power spectral densities of the added Gaussian noise terms w(t) and v(t). To prevent

adding a large number of states to the MPC a constant position model A = 0 is used for the internal KE This
yields the following results for the Kalman-Bucy filter state and the p, y and x maps:

x(1) = [x(0), y(1), z(1)] (4.43)
K =P(OH" (1) "R (1) =K (Prik—1,"Xp," X¢) (4.44)
d & a t
TR0 =w®) = X (Pe-1k-1," Xk, X) (4.45)
d T a t
—;P(0=Q() -KOROK' () = 0 (Pr-1k-1,“ X1, X¢) (4.46)

4.5 Full Optimal Control Problem

For convenience, the full optimal control problem statement for the two proposed perception objectives
and constraints are repeated below, and the various constraints acting on the system are detailed. Details
on how this problem is solved at each time step will be given later, in section 5.2.

The full state vector is obtained by vertically concatenating the N individual agent states given by 4.1 with
the states of the KF embedded in the NMPC given by 4.4 as listed in the section above. This results in the
full NMPC state vector as

x=['x...Nx,x] (4.47)

Where x is the full NMPC state vector, Vx is the state vector of agent N and ‘x is the target estimation state
vector of the KF embedded in the NMPC.
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Fused Measurement Covariance Objective

min J;:= Z 1%y k= Ty, k1 + Z rr(Ry) + Z |19xP0% -0 x| |2 (4.48)
u:OuNl k=0 k=0 k=0

st “xo="x(1) (4.49)
“Xp+1 = f Xk ug) (4.50)

Vi = h(Xg, ug) (4.51)
Y<Yks Y (4.52)

Y, Suks Ti (4.53)

Ry = g (“xx," xx) (4.54)

(4.55)

KF Covariance Objective

N N N
min Joi= Y %=y llh+ Y trPre) + Y 119x 0 =0 xR 1P (4.56)
Xo--- XN k=0 k=0 k=0
Up...Uy—1
st “xo ="x(1) (4.57)
“Xpr1 = f(Xp, ug) (4.58)
Vi = h(Xg, ug) (4.59)
Y<Ye<Y (4.60)
Y S UK=Y (4.61)
Ry = g (“xi," xx) (4.62)
K = & (Prik-1," X, " X¢) (4.63)
Pik =P (Pe-1jk-1," X, Xk) (4.64)
Xtk = X (Pre=1-1,"Xpe, X)) (4.65)

Constraints

This section details the constraints listed in the MPC optimization problem. Constraint 4.57 forces the sys-
tem to honor the initial conditions on the agent states. 4.58 constraints the agents states to evolve according
to the agent dynamics f detailed in 4.5. Constraint 4.59 forces the system output to evolve according to the
system output map h defined by 4.31 in the section below. These constraints together with the initial con-
ditions limit the sensing agent states and outputs to the subset of states possible to reach by the agent.

Constraints 4.60 and 4.61 are band constraints on the actuator forces y and its time derivative. These at-
tempt to capture the physical limitations on the motor velocity and acceleration due to respectively friction
on the rotation axis and the inertia of the propeller. Note that together with the system dynamics 4.58 these
are the only physical system constraints. Y Y and their derivatives vary for different platform configura-
tions and require an identification campalgn as shown in [32].

Finally 4.64 and 4.62 are constraints on the evolution of the perception measures. g denotes the mapping
from agent and target states at time k to the measurement covariance Ry for that agent, discussed in section
4.3.3. p denotes the map from agent and target states and the previous KF target state estimate covariance
Pj_1/k-1 to the new one. This is discussed in section 4.3.3.
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5 Architecture

This section lists the different frameworks and methods used to construct the IKF and solve the OC problem
given in section 4.5.

5.1 GenoM Framework

All system components have been written in C++ using the GenoM framework. GenoM or Generator of Mod-
ules is a tool to design real-time software components or modules, developed at LAAS-CNRS [41]. GenoM
allows you to capture different operational functions into independent modules and manages their com-
munication and control flow. It is able to operate asynchronous components with different real-time con-
straints. Another advantage of using GenoM is its middleware independency, GenoM modules can be com-
piled to work with different middleware like ROS or Pocolibs and for a range of target platforms. Genom
generates a description and limited documentation for every module. It is available under a open source
BSD license at !.

5.1.1 Pocolibs

The GenoM modules are compiled to use Pocolibs or Portability and Communication Libraries for commu-
nication between modules. Pocolibs is a real-time system communication tool comparable to other mid-
dleware like ROS. GenoM is able to compile to work with other middleware but Pocolibs is used because it
is best supported. Pocolibs is available through Openrobotics?.

5.2 NMPC

The NMPC module used in the simulation experiments is adapted from a NMPC Genom module previously
developed and constructed by Martin Jacquet in [33]. In turn this is based on a C++ implementation of
the MATMPC software [42]. To solve the optimal control problem, the dynamic and cost equations and
their Jacobian and Hessian are translated to C code using CasADi [43]. These are then discretized using a
4th order Runge Kutta integrator. An explicit solution is found using qpOASES, a Quadratic Programming
solver software package especially suited for MPC optimization [7]. A more detailed description of qpOASES
is given in appendix ?2. As detailed in section 2?2 the NMPC directly computes torque level inputs for both
quadrotor and hexarotor agents. It allows a UAV agent to track a reference trajectory and modulate it to
maintain visibility of a target. It is also able to track moving targets without external input.

5.2.1 Stability

The time it takes qpOASES to find a sufficiently accurate solution to the QP problem varies, so the NMPC
control frequency also varies. This raises questions about formal guarantees on the stability of the method,
a common critique of MPC. An analysis of control step computation time of this NMPC method during
experiments [33] show it is able to compute a control step within 1.7ms 95% of the time, within 4.5ms 99%
of the time and with sparse outliers not exceeding 22ms. To investigate stability of the method the control
frequency of the NMPC was artificially downgraded to 40ms and it was shown the platform was still able to
fly and perform simple maneuvers, showing the capability of the method to compute torque level control
inputs of the UAV onboard in real time.

5.3 IKF

An Intermittent Kalman Filter module has been constructed in C++ using the GenoM framework. It is able
to provide a target state estimate and covariance at 1kHz, using the fused intermittent target measurements

Inttps://git.openrobots.org/projects/genom3
2https://www.openrobots.org/wiki/pocolibs
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Table 5.1: Genom modules using in simulation experiments and their functions

Genom Module Function Description

maneuver Global reference trajectory planner

mrsim Multi-rotor simulator of all tk3-mikrokopter features and communication
pom UKEF agent state estimator using IMU and Mocap
optitrack Interfaces real or simulated Optitrack with Genom
rotorcraft Low-level hardware interface, interprets rotor velocities
nhfc Near hovering flight controller, used during takeoff and recovery
camgz Streams the Gazebo camera images on Genom
arucotag Detects Arucotags in a camera frame and outputs its 6D pose
NMPC NMPC controller module as discussed in section 5.2

IKF Intermittent Kalman Filter as detailed in section 5.3
tagcontrol Allows control of the target tag from the GenoM layer
joystick Allows control of the target tag using a joystick

from the ArUco component described in section 5.4. A linear constant acceleration target model is assumed.
When requested the IKF publishes an extrapolation of the future target positions. This is used to seed the
KF embedded in the NMPC component at the start of every optimization cycle. For more details on the IKF
see section 4.2.

For the remainder of this work the IKF or Intermittent Kalman Filter refers to the external IKF component
providing target state estimates and its extrapolation to the NMPC. The embedded Kalman Filter refers
to the internal KF embedded in the NMPC component, the covariance of which is used as a perception
objective.

5.4 Other Components

TeleKyb is a free and open source software framework used for UAV development. Among drivers for de-
vices and robots from various hardware manufactures, TeleKyb provides a high-level closed-loop robotic
controller for mobile robots that can be extended dynamically with modules for state estimation, trajectory
planning, processing, and tracking. These are all written as GenoM modules, table 5.1 lists the ones used in
this project. They are available on the Openrobotics Git>.

5.5 Physics Simulator

The free open source 3D physics simulator Gazebo [44] is used to simulate the sensing agents and target.
Gazebo offers the ability to accurately and efficiently simulate populations of robots in complex indoor
and outdoor environments. A simulator eases development and testing, and when required, the TeleKyb
interfaces allow for rapid exchange of the simulated physics environment to the real world.

5.5.1 SensingAgent

Quadrotors are used in the simulated experiments. A list of quadrotor model parameters is given in table 5.2.
All sensing agents are equipped with a downward facing camera to provide target measurements. Due to
the hardware interface, the quadrotor sensing agent can be quickly swapped for a Tilt-Hex, a fully actuated
hexarotor.

3https://git.openrobots.org/projects/telekyb3
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Parameter Value
Mass 1.39 [kgl
Ly 0.015 [kg m?]
I, 0.007 [kg m?]
Arm lengths 0.23 [m]
Rotor Mass 7 (gl
Figure 5.1: Quadrotor sensing agent used in experi- Rotor Radius 15 [cm]
ments, note the downward facing camera Rotor I xy 4e-5 kg m? ]
Rotor I, 8e-5 [kg m?]
Rotor Thrust Coefficient 5.9e-4
Rotor Power Coefficient le-5

Table 5.2: Physical Model parameters of
the rigid-body quadrotor

5.5.2 Target

A type of fiducial markers, ArUco [45] are used as tracking targets. Fiducial markers commonly serve as
reference points in robotics because of the relative ease of detection and the ability of common computer
vision algorithms to robustly extract their pose. ArUco fiducial markers are used as target since they are
specialized for camera pose estimation and a Genom module that is able to extract the 6D tag pose is already
available.

5.5.3 Gazebo Plugins

Two plugins are required to interface Gazebo with the GenoM modules. Optitack-gazebo emulates an Op-
tiTrack motion capture system and streams the agent and target poses, which the optitrack GenoM module
retrieves and forwards to pocolibs. The Optitrack-gazebo plugin is available via RobotPKG . The tagcontrol
gazebo plugin receives target tag control inputs from the tagcontrol GenoM module and sets the appropri-
ate tag velocity in Gazebo.

5.6 Full System Architecture

The full system architecture including all GenoM modules and the physics simulator interface is illustrated
in figure 5.2. At time k the NMPC component receives the current UAV states “x; from the pom compo-
nent and their corresponding references *xf from the maneuver component. It also receives the current
target state estimate X and its NV extrapolations over the finite horizon of length T. From these the NMPC
component computes 4 rotor control inputs uy for each of the quadrotor UAV sensing agents. Note in the
case of two quadrotors u; contains 8 elements, a vertical concatenation of the two row control input vec-
tors. Gazebo simulates both the quadrotor agents and the target tag. The agent state “xy, is tracked by the
optitrack component. This also tracks the target tag to provide the ground truth values. The arucotag com-
ponent extracts the tag position from the camera data obtained from the camgazebo component. The IKF
fuses these two target measurements z; into a single estimate of the target state.

4http ://robotpkg.openrobots.org/robotpkg/simulation/optitrack—gazebo/
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Figure 5.2: Block diagram representing the full system architecture
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6 Validation and Discussion

This section details the simulation setup used to validate the proposed method. For clarity results are
grouped into sections and subsequently discussed. The objective is to show the proposed method is ca-
pable of cooperatively tracking a target using heterogeneous agents. In all experiments the sensing agents
are quadrotors, as detailed in section 5.5.1.

To validate the proposed method three sub-objectives are investigated. First is the ability of the proposed
method to put both single and dual quadrotors to their optimal sensing configuration. This is discussed
in section 6.2. Second is the ability of the method to exploit an additional member of the sensing team
to yield a lower target estimate covariance when using two quadrotors instead of one. This is discussed in
section 6.3. Finally the ability of the proposed method to track moving targets is validated in section 6.4. To
investigate the stability of the proposed method control period statistics are analyzed in section 6.5. First
the IKF target state estimation performance is investigated.

6.1 IKF

A target state estimation method is required to fuse the intermittent target measurements at each time in-
stance into a single target state estimate. It also provides the estimate covariance, a quantity by which the
overall quality of the estimate can be judged. The quality of the IKF state estimation is assessed by compar-
ing the IKF estimates to ground truth. During these experiments the IKF assumes a constant acceleration
model for the target.

As illustrated by figure 6.1, the IKF performance test setup contains two quadrotor sensing agents statically
suspended 2m above ground. Each is equipped with a downward facing camera. An ArUco target marker is
placed on the ground and is moved with constant velocity. The tag velocity is controlled by a joystick and
can be instantaneously changed over the course of the test. Note that by design the tag will move outside of
the camera FOV. This is done to gauge the predictive performance of the IKF when no target measurements
are present.

Figure 6.1: Gazebo test setup to benchmark the IKF component, note the UAVs are statically suspended

Figures 6.2 to 6.4 show the IKF estimation of respectively target position, velocity and acceleration. Note
the increase in the target estimate covariance encoded by the color shift towards red when the tag leaves
camera FOV.

These results show the IKF is able to track the tag and continues to provide estimates of the tag position
after the tag has left camera FOV. As expected, the prediction error grows quickly after the change of velocity
outside camera FOV.
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Figure 6.2: Tag position as measured by POM, ARUCO, IKF and IKF distance from ground truth
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Figure 6.3: IKF tag velocity estimation compared to ground truth

The IKF assumes a constant acceleration model for the target tag. This can be prohibitive assumption,
especially so when tracking a highly erratic non linear target. In this case an extended Kalman filter scheme
could be implemented. When tracking multiple targets the proposed IKF requires a priori information of
the amount of targets and their initial state. It is also unable to handle a time-varying number of targets.
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Figure 6.4: IKF tag acceleration estimation compared to ground truth

These limitations can be avoided by switching to another state estimation method such as the Probability
Hypotheses Density filter as described in [8].

Next the validation experiment results for the proposed NMPC method are discussed.

6.2 Optimal Sensing Configuration

This section aims to demonstrate the proposed methods capability to drive agents to a configuration that
minimizes their collective target state estimate covariance. Unless otherwise specified for the remainder of
this chapter the KF covariance perception objective and weights listed in table 6.1 are used. Note that the
attitude states have 4 weights associated because it consists of quaternions.

6.2.1 Configuration - Single Quadrotor

In this experiment a single quadrotor agent is brought to a hovering condition near the target tag. The
target tag is fixed to ground. The quadrotor position is initialized such that the tag is inside camera FOV
when hovering at a height of 2m. After reaching a stable hovering condition the perception objective is

Table 6.1: Perception and Reference objective weights used during experiments

Reference - weights X y zZ
position 0.01 0.01 0.1
attitude 0.75 075 0.75 0.75
linear velocity 025 0.25 0.5
angular velocity 05 05 05

linear acceleration le-5 1le-5 1le-5

angular acceleration 1le-5 1le-5 le-5
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enabled. By setting the x and y reference positions to the current position they are effectively low passed.
This is done as a quick way to better observe control actions computed by the NMPC originating from the
perception objective. The height reference is kept at 2m.

Figure 6.5 show the x y and z position of the quadrotor during transition from 4 different initial hovering
conditions to the optimal sensing location. The bottom plot shows the NMPC cost evolution of the fourth
run. The color denotes the trace of the KF covariance matrix, note this decreases during the experiment.
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Figure 6.5: Evolution of NMPC cost and quadrotor position during the single quadrotor sensing configuration exper-
iment

As the perception objective is enabled, the agent is driven to a position directly above the tag. This is the
optimal sensing position for the single agent, as it is the closest position to the tag whilst still conforming to
the height setpoint of 2m. This shows the method is able to control a single quadrotor agent from different
initial positions into its optimal sensing location with respect to the target.

6.2.2 Configuration - Two identical Quadrotors

The optimal camera configuration for two cameras with identical covariance matrices requires the rays
projected by their image points to be orthogonal [46]. During the experiment the height setpoint of both
agents is kept at 2m and deviations from their reference attitudes incurs a heavy cost to promote stability.
Combining this information yields the optimal sensing configuration for this experiment puts each agent
at the height closest to 2m while still keeping the target inside its FOV, each on the opposite side of a circle
centered on the tag with a stable attitude.

The setup for this experiment is similar to the one presented in 6.2.1 except now 2 identical quadrotors are
used. The 2 identical quadrotors are initialized at a different starting position. After reaching a hovering
position the perception objective is again enabled and the x and y position references set to the quadrotors
current position. The height reference is set at 2m. During the experiment the quadrotors are repeatedly
dragged away, effectively causing a step disturbance in their x and y position.
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Figure 6.6 shows the configuration reached by the two quadrotors in absence of external disturbances.

Figure 6.6: The proposed NMPC method controls two quadrotors, driving them to their optimal sensing configuration

Data of this experiment is visualized in figure 6.7, showing the position of the agents, the normalized dot
product of the world frame vectors from each quadrotor to the target and the cost evolution over time.
The normalized dot product is used as a measure of orthogonality, two vectors are orthogonal if their dot
product is zero. After every disturbance the quadrotor x and y positions converge to points on opposite
sides of a circle centered on the tag at a height of 2m. This is confirmed by looking at the evolution of the
normalized dot product, which tends to zero a few seconds after every disturbance. From the bottom figure
can be observed the disturbances cause an increase in the Kalman filter covariance trace and subsequently
the NMPC cost. The proposed method drives the quadrotors back into a state where the covariance trace is

lower.
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Figure 6.7: The (x,y,2z) coordinates of the two quadrotors during the optimal configuration experiment. Fourth plot
shows the evolution of the normalized dot product of the vectors from quadrotor to target. Bottom plot shows the
evolution of the NMPC cost over time, color represents the trace of the Kalman filter covariance.
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Figure 6.8 shows the attitude of both agents remains stable during the experiment, indicating the ability of
the method to stabilize the quadrotor agents even in presence of step disturbances of multiple meters.
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Figure 6.8: Attitude of both quadrotors during the optimal sensing configuration experiment

These observations show the proposed method is able to drive the 2 identical quadrotors to the optimal
sensing configuration, optimal in the sense it minimizes their collective target estimation covariance whilst
complying at best with their possibly conflicting state setpoints.

6.3 Exploiting extra quadrotor

This section aims to prove the proposed method is able to converge to a lower estimate covariance when
using two quadrotors as compared to a single one, to show it is able to constructively utilize the extra re-
sources. Two simulations similar to the previous ones are conducted, one with a single quadrotor sensing
agent and one with two identical quads. After the quadrotors reach a stable hovering condition the per-
ception objective is enabled and their position references are again freed. After some time the agents will
converge to the optimal sensing position as described in the previous section. The trace of the target esti-
mate covariance for both cases is compared.

Figure 6.9 shows a comparison of the IKF and NMPC embedded KF target estimate covariance for both
the single and double quadrotor case. As expected, the IKF and KF embedded in the NMPC have near
identical covariances. In both cases, the mean of the target estimate covariance trace improved by an order
of magnitude. This indicates an improved estimation quality when using two quads.

Unexpectedly there are significant outliers visible in figure 6.9. For the two quad case these could be ex-
plained by the tag moving outside the FOV of one quad. The optimal sensing configuration for two quads
puts the target at the edge of their FOV; this could cause one to lose sight for a moment. When the tag is at
the FOV edge the measurement covariance degrades quickly. The arucotag component calculates measure-
ment covariance based on distance of the camera to the target, distance of the tag from the optical center
and relative orientation of the tag w.r.t the camera. More details on this can be found in section 4B of [33].
These effects are not modeled in the NMPC. In the NMPC is assumed the measurement covariance is an
ellipsoid pointing along the camera target vector, unaffected by any of the above distortions. This
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To further investigate these effects, the evolution of the KF covariance trace is compared for four different
setups where the quadrotors are statically suspended, as illustrated by figure 6.10. Table 6.2 shows the com-
puted mean and standard deviation of the measurement and KF covariances for each of these setups over
60 seconds. Note that during the optimal configuration experiment in section 6.2, the quads converge to
static setup a and ¢ when using 1 or 2 quads respectively. Setup b aims to give insight into the increase
in measurement covariance when measuring a tag in the corner of the camera FOV. Setup d attempts to
compensate for this by rotating the two quads such that the tag is in the center of their FOV.

A few observations are made. As expected, the covariances of the IKF and KF embedded in the NMPC
component are almost identical. The measurement covariances in the case of two quadrotors are near
identical. This shows the two quads are controlled to symmetrical positions, a desired behavior when two
identical quadrotors are used.

Comparing experiment A and B, the measurement covariance traces of experiment A is 51% worse. The
mean of the KF covariance trace of the single agent corner case is increased by a factor of 12.8 compared to
the centered case. This indicates a significant degradation in measurement covariance and subsequently
estimation quality when a target is measured at the edge of camera FOV.

In a static test the estimation covariance trace for two agents is improved by a factor of 17.2 over the single
centered agent case. The standard deviation is improved by 3 orders of magnitude. Note that this improve-
ment is obtained in spite of the 51% decreased individual measurement covariance, as shown by the results
of experiment A and B. This indicates the method is effectively able to exploit the second quad, controlling
both to locations of decreased individual measurement covariance in order to improve the overall target
estimation quality.

Tilting the quads such that the target is in their optical centers reduces the individual measurement covari-
ance traces by a factor of 2.75. This yields a 31 fold reduction in mean KF covariance trace compared to two
identical quads in upright position. This shows the improvement obtained by measuring the tag in the FOV
center is completely negated by the strong increase in measurement covariance when the tag is oblique
with respect to the camera.
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Figure 6.9: The trace of the IKF and embedded KF covariance over time using one and two quadrotors.

For both the single and dual quad case, the proposed method is able to drive the agents into their optimal
sensing configuration, also in the presence of external disturbances. These locations are optimal in the
sense they minimize the collective target estimation covariance, and agree with theory. These observations
prove the proposed method is able to exploit the extra quadrotor to achieve a lower estimation covariance
as compared to the single agent case.

Two observations are made so far. Firstly the proposed method can control two agents to put them in their
optimal sensing configuration. Second, for two quadrotor agents this optimal sensing position achieves
a lower bound on the trace of the target estimation covariance as compared to a single quadrotor. From
this can be concluded the proposed NMPC method is able to produce cooperative behavior between two
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==

2 quads straight

2 quads tilted

Figure 6.10: Four static test setups to compare KF covariance, quad height is set to Im. a) contains a single quad
centered on the target. b) contains a single quad shifted 1m along the x axis. ¢) contains two quads in a configuration
similar to 6.2.2 d) contains two quads in the same configuration, but now titled such that the tag is in their FOV center

Table 6.2: Measurement and KF covariance Mean and standard deviation of figure 6.9 and four static experiments
depicted figure 6.10

IKF NMPC Static test - IKF
lquad 2 quads lquad 2quads | A-1center B-1corner C-2straight D -2 tilted
mean(tr(R0)) 1.37e-01 2.73e-01 1.37e-01 2.73e-01 2.80e-03 5.62e-03 5.62e-03 1.55e-02
mean(tr(R1)) x 2.87e-01 x 2.87e-01 x X 5.59e-03 1.55e-02
mean(tr(P)) 1.59e-02 1.24e-03 1.58e-02 1.26e-03 1.32e-03 2.00e-03 7.67e-05 2.43e-03
std(tr(P)) 2.78e-02 4.31e-03 2.76e-02 4.29e-03 1.76e-07 4.52e-07 2.44e-10 6.53e-07

quadrotor agents, and is able to constructively utilize the extra quadrotor. Next the ability of the proposed
method to track moving targets is investigated.

6.4 Cooperative Target Tracking

The following experiments aim at demonstrating the capability of the proposed method to cooperatively
track a moving target. A setup similar to the one detailed in 6.2 is used, except now the target is moved.
After reaching a stable hovering condition, enabling the perception objective and setting the agents (x,y)
position references equal to their current positions, the target is moved at constant velocity.

6.4.1 Tracking - Single Quadrotor

First the tracking capabilities of the proposed method using a single quadrotor is assessed. Figure 6.11
shows the evolution of the quad and tag position during the experiment. The NMPC method is able to
control the single quad such that it tracks the tag, continuously attempting to converge to the single quad
optimal sensing configuration, which is directly above the tag. The bottom plot in figure 6.11 depicts the
cost and IKF covariance trace, showing the tag is kept inside the quads FOV during the experiment. Note
change in tag movement is associated with an increasing cost as the tag start to move outside the quads FOV
and thus degrades the estimation covariance trace.
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Target tracking using 1 quadrotor
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Figure 6.11: (x,y,z) position of the quad and the target during target tracking. Bottom plot shows the evolution of the
cost over time, color denotes the covariance trace

As can be observed from figure 6.12 the control input mostly stays within the constraints during tracking.
This plot shows the ability of the method to drive the sensing agent close to its actuator limits when the tag
rapidly accelerates.
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Figure 6.12: Control input and bounds during single agent tracking experiment

These results show the proposed method is able to track a moving target using a single quad. Next two
quadrotor UAVs are used to cooperatively track a moving target.

6.4.2 Cooperative Tracking - Two Identical Quadrotors

Figure 6.13 shows the (x,y,z) position of the two quadrotors and the target tag when cooperative tracking is
attempted using two identical quadrotor UAVs. As before, the two quads initially move to the optimal sens-
ing configuration. When the tag is moved a response is induced in both quadrotors such that the tag is kept
inside both FOVs. Similar to results obtained in section 6.2.2, the quads are driven to opposite equidistant
positions of the tag around their setpoint height of 2m. At 55 seconds in the experiment rapid acceleration
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in the tag causes it to move outside the FOV of the first quad. As can be observed from the bottom plot of
figure 6.13, this causes a large increase in the estimate covariance trace and cost. At 58 seconds the first
quad recovers vision of the tag and the covariance lowers again.

The two top plots in figure 6.14 show the measurements from both quadrotors during the experiment. The
third plot shows the tag position estimation of the IKF and its covariance. The bottom plot shows the in-
dividual measurement covariances. It can be observed the IKF is able to produce a low position estimate
covariance even when the individual measurement covariances degrade due to the tag moving to the FOV
edges. Near the end of the experiment the first quad loses sight of the tag multiple times but is subsequently
controlled back to a position where target sight is restored. There in a steady state error present in the tag z
position measurement coming from the aruco component. This is likely due to an initialization error.
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Figure 6.13: (x,y,z) position of the two quads and the target during target tracking. Bottom plot shows the evolution of
the cost over time, color denotes the covariance trace

These results show the potential of the proposed method to track a moving target using a single quadrotor,
and to cooperatively track a moving target using two quadrotors.

6.5 Computation Time

A crucial parameter of the stability of the proposed NMPC method is its ability to compute control inputs
sufficiently fast. Figure 6.15 presents a percentage histogram of the computation time distribution of the
single and dual quadrotor experiments in this chapter, binned in 0.5ms intervals. Note this covers a total
flight time of over 3 minutes. When using a single quadrotor the mean computation time is 1.63 ms with a
standard deviation of 0.98. When two agents are used the mean computation time is 3.36, a 106% increase,
with a standard deviation of 1.64, a 66% increase. These values translate to an average control frequency
of 613Hz and 298Hz respectively. The addition of the extra quadrotor sensing agent causes both the mean
and standard deviation of the control period to increase. For the single agent case 0.038% of control periods
exceeded 10ms, 0.412% for the dual quad case. In [33] was found a 40ms control period still allowed for
stable flight and simple maneuver. From this can be concluded the proposed method is within the stability
margins.
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Figure 6.14: (x,y,z) position of the target tag over time. Top plot shows ground truth. Plot two and three show tag
position measurement from the first and second quad respectively. Fourth plot shows the IKF tag state estimation.
Fifth plot shows its difference to ground truth. Bottom plot shows the measurement covariance trace for both quads
and the IKF tag estimation covariance trace.
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Figure 6.15: Histogram of the NMPC control period percentage distribution during the previous experiments
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7 Conclusion

This work aims to answer how we can use Nonlinear Model Predictive Control (NMPC) to cooperatively
track a target by minimizing the fused target estimation uncertainty of a heterogeneous sensing team. A
literature review of the surrounding State of the Art has been conducted. It has been found MPC is well
suited to cooperative tracking problem. It is able to consider the future trajectory of both the target and
sensing agents, can compute low-level inputs for non-linear systems and honor FOV perception constraints.

Cooperative target tracking requires a state estimation method. In order to fuse the intermittent measure-
ments coming from one or multiple agents, an Intermittent Kalman Filter implementation inspired by [27]
and [38] has been implemented in C++ using the GenoM framework.

In this work a MPC method is proposed for a team of heterogeneous sensing agents to cooperatively track
moving targets over time. By introducing a perception objective based on the estimation covariance of a
Kalman filter, inspired by previous work [26]. Using results from [33], a Nonlinear Model Predictive Con-
troller has been adapted to include this perception objective. The proposed centralized NMPC method is
able to compute the torque level inputs for multiple generic multirotor vehicles in order to cooperative track
a target whilst honoring physical actuator constraints.

The proposed NMPC method is able to drive both 1 and 2 identical quadrotors to their optimal sensing con-
figuration, optimal in the sense it minimizes their collective target estimation covariance whilst complying
at best with their state setpoints. When using two quadrotors the average estimate covariance is within 20%
of the single quadrotor case. It is shown the proposed method is capable of tracking a moving target with
both a single and dual quadrotor sensing team. No formal stability proof is given, however statistical evi-
dence indicates the control period of the proposed method is well within the stability margin. The NMPC
is able to compute control inputs at an average rate of over 600Hz for a single quadrotor and 300Hz for two
quadrotors.

7.1 Limitations and Future Research

No observations have been made so far to support the hypothesis that minimizing the KF covariance ob-
jective yields sensing trajectories.Although the proposed NMPC should be able to exploit heterogeneity in
the sensing team, no evidence supporting this claim has been presented. Future researchers could look to
explore this.

Because the method heavily exploits both the dynamical model of the agents and the target these need to
be redefined whenever sensing agent or target characteristics change. The NMPC cost function contains
many weights that must be tuned again when a model changes or a different system response is required.

Being a common critique of MPC methods, stability and robustness of the method could be formally inves-
tigated by adapting results LQ control theory. To improve robustness an automatic weight tuning method
similar to [47] could be employed. The lack of formal stability guarantees necessitate the implementation
of failure handling strategies.

Because the computational requirements are large compared to other simpler or greedy methods the on-
board use of this method is limited to a subset of generic multi-rotor vehicles that have sufficient onboard
processing power.

Future work could include a more rigorous exploration on the choice of perception objective. In this work
the Kalman filter covariance is used but the minimization of this appears not to produce sensing trajectories
for the agents. As detailed in [12] Ch. 2.3, information theory can provide other means to quantify the
perception quality like the mutual information between target state and a measurement to quantify the
information gain of a sensor measurement.
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When two quadrotors are controlled, the control frequency halves. This indicates poor scaling with increas-
ing number of sensing agents. This can be improved by changing to a distributed scheme. In order to switch
to a distributed method the perfect team knowledge and communication assumptions no longer hold and
need to be relaxed. Currently it is assumed all agents have perfect knowledge on the state of the other
sensing agents and no communication between them is necessary since state estimation and control are
both centrally computed. This no longer holds when switching to a distributed scheme, requiring agents to
communicate their measurements and reach a consensus on the target state. This could be done using a
dynamic consensus filter as detailed in [15].

This also implies each agent must run a separate state estimation scheme to track the other sensing team
members. Communication between agents must be taken into account and the effect of time delay on per-
formance and stability should be investigated. Another assumption that could be relaxed is the assumption
of perfect model information. Currently it is required each agent knows the model of every other agent. A
local system identification method could be used to build up a model of the sensing team members, for
instance using a data-driven method analogous to [34]. In this work it is also assumed the target model is
known, this could instead be inferred by the agents during operation.

Additional testing is required to see if the method is able to split the tracking task between agents when two
targets are tracked. In this work only a single target is considered, future research could attempt to increase
this number. To do so the current state estimation scheme must either be extended with data association,
or a different state estimation method capable of dealing with multiple targets could be developed. A can-
didate could be the PHD filter [48] which can deal with a time-varying number of targets.
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