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Abstract

Quantity is a measurement (e.g. 18g), which usually consists numerical data and
units. Quantity is crucial and very frequently mentioned in scientific publications.
At Elsevier, there are good solutions for searching quantities or their components,
like numerical data or units. The typical products are Compendex ' and Knovel
2. In these products, you can search all the papers which contain, for example,
"< 2mm”, in their full text. However, what the observed measurements represent is
still unclear. For example, when you search "< 2mm”, does "2mm” represent the
length or diameter of a tube? The ambiguity causes many irrelevant results in their
search engines. The property behind the quantity is called measured property. To
solve this ambiguity and enhance the search capability, extracting what measured
property a quantity represents is the next step of Elsevier. When users can search
both quantity and measured property at the same time, they can definitely get more
accurate results.

In this paper, we propose a Question-Answering [1] architecture for joint mea-
sured property and relationship extraction based on the numerical data extraction
model. The Question-Answering architecture enables a named entity recognition
model to extract entity and relationship jointly. We train a SciBERT [2] model to
extract quantity in the corpus and another SciBERT model to extract correspond-
ing measured property for each quantity. Meanwhile, we annotate a dataset with
the publications from the engineering domain, MeasPro, for our model training. It
proves that our approach has excellent accuracy and it is better than the state-of-art
models on MeasEval dataset.

'Ei Compendex, https://www.elsevier.com/solutions/engineering-village/content/compendex
2Knovel, https://www.elsevier.com/solutions/knovel-engineering-information
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Chapter 1

Introduction

There is a large number of quantities in scientific publications. The quantity usually
represents a measured property of a measured entity. For example, in the following
sentence,

An efficient red-emitting LEC fabricated on a glass substrate achieved
a current efficiency (nC) of 7.18 cd/A and an external quantum efficiency
(next) of 9.32% [3].

7.18 cd/A and 9.32% are numerical data, which is often called quantity. It consists
of two parts, value (e.g. 7.18) and unit (cd/A). For quantity extraction, there are good
solutions at Elsevier. They have two products which allow users search units and
value ranges (e.g. < 0.8 cd/A). They are Compendex ', an engineering literature
database, and Knovel 2, a toolkit providing trusted engineer data and insights. The
solutions are based on regular expressions and have a good accuracy. In short, the
existing models can only extract one kind of entities, quantity, as below:

An efficient red-emitting LEC fabricated on a glass substrate achieved
a current efficiency (nC) of [7.18 cd/A](Quantity) and an external quantum
efficiency (next) of [9.32%] (Quantity).

However, the current solutions can not solve the ambiguity of what property a
quantity represents. For example, "5m”, 5 meters, can represent circumference or
radius in different context. In such case, when a user wants to search for a machine
element within 5m circumference, the search engines may provide irrelevant results,
a machine element within 5m radius.

'Ei Compendex, https://www.elsevier.com/solutions/engineering-village/content/compendex
2Knovel, https://www.elsevier.com/solutions/knovel-engineering-information
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2 CHAPTER 1. INTRODUCTION

To solve this problem, Elsevier plans to apply NLP technology to extract the con-
text of the quantity to enhance the capability of its search engines. Measured prop-
erty indicates what the quantity measures. Extracting measured property can enable
users to filter the search result according to the context of a quantity. It can enhance
the capability of search engines and provide more relevant results.

There are two measured properties in the case above. “current efficiency” is the
measured property of the quantity "7.18 c¢d/A”. Meanwhile, "external quantum effi-
ciency” is the measured property of the quantity "9.32%”. They are the new targeted
entity that we should extract.

An efficient red-emitting LEC fabricated on a glass substrate achieved
a [current efficiency] (Measured Property) (nC) of [7.18 cd/A](Quantity) and
an [external quantum efficiency] (Measured Property) (next) of [9.32%] (Quantity).

In the general cases, there might be multiple measured properties and quantities
in a given corpus. How to link measured property and quantity is another crucial
problem. A relationship model can build relationship between each property to its
corresponding quantity like below:

Relationships:
[current efficiency] (Measured Property) <---> [7.18 c¢d/A] (Quantity)

[external quantum efficiency] (Measured Property) <-—-> [9.32%] (Quantity)

In summary, our research problem is how to extract what measured property
a quantity represents in scientific publications. This research question consists of
the following three sub-questions: (1). How to extract quantity spans in scientific
texts; (2). How to extract measured property spans in scientific texts; (3). How to
build a relationship between a quantity and a measured property which the quantity
represents.

To extract measured property and quantity in pair, we apply the Question-Answering
method [1]. Question-Answering is a method that transforms the entity-relation clas-
sification task into a QA task by appending a question before the text that indicates
the relationship. For the given example, the QA method fills one of the quantities into
a question template, and inserts the full question, "What is the measured property
of 7.18 ¢d/A?” into the beginning of the original sentence. The corresponding entity
span and the new sentence will be used as the training data like below.



Sentence:

What is the measured property of 7.18 cd/A? An efficient red-emitting
LEC fabricated on a glass substrate achieved a current efficiency (nC) of

718 cd/A and an external quantum efficiency (next) of 9.32%.

Entity:

[current efficiency] (Measured Property)

In this way, a single named entity recognition model can learn the target entity
and relation jointly. This architecture reduces the complexity of modeling. In our
thesis, we train a SciBERT [2] model to extract quantity in the corpus and another
SciBERT model to extract corresponding measured property for each quantity with
QA method.

Our solution aims to extract the measured property in engineering domain scien-
tific papers. There is no available dataset for our special requirements. Therefore,
we annotate a dataset with the publications from the engineering domain, MeasPro,
based on the Elsevier’s literature database, for our model training and evaluation.

The contributions of our work are summarized as follows: (1) We annotate a
new dataset, MeasPro, in the engineering domain for scientific measurements and
properties. (2) Our model obtains 0.811 F1-score with Question-Answering and
0.770 F1-score without Question-Answering using the MeasPro dataset. (3) Our
model obtains 0.617 F1-score using the SemEval-2010 Task 8 dataset, MeasEval,
and outperforms existing state-of-the-art models.

The rest of this paper is organized as follows: Chapter 2 details related work.
Then we describe our method, framework of the full solution, and model selection
in Chapter 3. The public dataset, MeasEval, new dataset, MeasPro and MeasPro’s
annotation settings are described in Chapter 4. We show our experimental results
on MeasEval and the comparison with the state-of-art models in Chapter 5. The
final implementation on MeasPro and its results are shown in Chapter 6. Finally, we
conclude this thesis in Section 7.
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Chapter 2

Related Work

This section provides a literature review and study of entity extraction and relation-
ship extraction. Entity extraction and relationship extraction are both well-studied
topics. There are many approaches in both of them. The sections, 2.1 and 2.2,
summarize the entity extraction and relationship extraction respectively. Besides,
we also summarize the different interactions between entity extraction models and
relationship extraction models in section 2.3.

This full panorama of the-state-of-art study provides exhaustive comparisons of
different methods. It gives guidance and inspiration to our solution.

2.1 Entity Extraction

Entity Extraction is the task to extract a set of entities 4, ..., ¢,,, from a given sentence:
s = wy,...,wy, Where an entity ¢ is a sequence of words labelling with predefined
semantic types (e.g. person, organization, etc.). [4]

2.1.1 Rule-based Approaches

Rule-based entity extraction systems rely on hand-crafted semantic and syntactic
rules to recognize entities. Because the rules are usually summarized based on
domain-specific knowledge, the systems cannot be transferred to other domains.
Meanwhile, high precision and low recall are often observed from these systems
due to the incomplete rules [5].

For example, in the earth science domain, there is a rule-based solution to ex-
tract quantities and measured properties based on the semantic structure [6]. The
system is called Marve. The pattern was developed heuristically by analyzing scien-
tific literature. It uses word dependencies and Part-of-Speech (Pos) tags to locate

5
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Figure 2.1: Marve context extraction based on word dependencies and PoS tags [6]

the entities (see Fig.2.1). High precision and low recall are observed from their
experiments. The performance on earth science papers is 0.804 precision, 0.662
recall, and 0.726 F1-score. Moreover, how the system works on other domains is
still unknown.

2.1.2 Unsupervised Learning Approaches

Unsupervised Learning Approaches can be used to extract entities without any given
groups to learn. Jing Li et al. summarize the state-of-art unsupervised learning
approaches [5]. Clustering is the typical approach to gather data based on context
similarity. However, the output of clustering is many groups without any tags. If we
want to apply it to entity extraction, we need more processing after the clustering.

For the unlabelled data processed by clustering, a named entity classification can
be used for tagging. Named entity classification can be done by extracting domain-
independent patterns to generate candidate facts. KNOWITALL [7] is a model which
utilizes generic extraction patterns to extract label. For example, a generic pattern
can be "We provide tours to cities such as Paris, London, and Berlin”. KNOWITALL
can generate an extraction rule by substituting the class name "City” into a generic
rule template. The rule looks for the phrase “cities such as” and extracts the proper
nouns following that phrase as instances of the class City. In this way, the labels
are based on the context. The extraction rules are generated from the semantic
structure automatically rather than hand-made rules. Therefore the rules are not
predefined by humans, and the tagging results are unpredictable.
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Besides, in a specific domain, the entity extraction system can leverage termi-
nologies. An external dictionary of terminologies defines the vocabularies of enti-
ties. For example, Zhang and Elhadad present an unsupervised entity extraction
approach through external terminologies in biomedical domain [8]. This approach
relies on exhaustive terminologies, so that it is hard to apply it in a general entity
extraction task across many different domains.

Our entity extraction has predefined semantic types, measured property and
quantity. Therefore, unsupervised entity extraction approaches do not apply for our
case.

2.1.3 Feature-based Supervised Learning Approaches

In supervised learning, entity extraction is a multi-class classification or sequence
labeling task. Models are trained on an annotated corpus. Many traditional machine
learning algorithms have been applied in supervised entity extraction, including Hid-
den Markov Models (HMM), Decision Trees, Support Vector Machines (SVM), Con-
ditional Random Fields (CRF) etc. [5]. Feature engineering is crucial and critical for
such algorithms. Features can be extracted from word level (e.g. part-of-speech
tag), list lookup features (e.g. Wikipedia gazetteer), to document and corpus fea-
tures level (e.g. local syntax and multiple occurrences).

There is one open source model for extracting quantities (e.g. 2m, 7 - 10°g, or
10 & 2km?), which is called Grobid Quantities [9]. It can also transform quantities
into structured data with value (e.g. 2, 7 - 105, or 10 & 2) and raw units (e.g. m, g,
km?). Besides, the raw units can be normalized into the base units (e.g grams to kg,
Celsius to Kelvin, etc.) defined by the International System of Units (SI). It is trained
using CRF (Conditional Random Field) algorithm.

CRFs are undirected statistical graphical models that compute a conditional prob-
ability of label sequences by a given a particular observation sequence [10]. CRFs
are also used as tag decoder layer in deep learning approaches (see section 2.1.4).

2.1.4 Deep Learning Approaches

In the recent years, deep learning methods have dominated the field of name en-
tity recognition. Compared to feature-based supervised learning, deep learning has
unique advantages. Deep learning uses multiple processing layers to learn hidden
features automatically. It enables to train a model with raw data and discover repre-
sentations automatically without effort on designing entity extraction features [5].
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In a deep learning entity extraction system, the input can be either character-level
or word-level representation. Character-level representation means using charac-
ters in words as basic input. Word-level representation means using single words
as basic input. It has been proved that character-level representation is useful for
exploiting explicit sub-word-level information such as prefix, suffix, and morpheme-
level regularities [5]. Of course, the complexity of computation of character-level
representation is much more than word-level representation. Character-level is of-
ten used to extract internal units in quantity spans [11], [12]. However, it is not
our problem. In our case, word-level information should be sufficient for our model
training.

A typical word-level deep learning entity extraction system consists of two parts:
context encoder and tag decoder. Context encoder is to capture the context depen-
dencies. The common models of context encoder are CNN (Convolutional Neural
Networks) and RNN (Recurrent Neural Networks). Tag decoder is following the con-
text encoder. It predicts labels of words in the given sequence based on the encoded
context from context encoder. The common architectures of tag decoder are Multi-
Layer Perceptron (MLP) + Softmax layer and conditional random fields (CRFs) [5].

CNN and RNN Encoder

Collobert et al. [13] proposed a sentence based CNN shown in Fig.2.3. Each word
is embedded to an N-dimension vector. Then a convolution layer produces local fea-
tures around each word. After that, local features are combined into global features.
Finally, the tag decoder computes scores for all possible tags based on the global
features.

RNN has different variants, such as gated recurrent unit (GRU) and long-short
term memory (LSTM). A typical RNN based context encoder proposed by Li et al. [5]
is shown in Fig.2.3. Compared to the CNN model, a bidirectional LSTM makes full
use of evidence from the whole input sentence including past and future information
in sequential data. However, RNNs take more time to train. Experiments show that
CNNs achieve 14-20x test-time speedups compared to RNNs [5].

Tag Decoder

Tag decoder is a classifier which can classify the input tokens into predefined labels.
The common architectures are Multi-Layer Perceptron (MLP) + Softmax layer and
conditional random fields (CRFs) [5]. Their achitechures are shown in Fig.2.5.

The Perceptron + Softmax layer shown in Fig.2.2 casts the sequence labeling
task into a multi-class classification problem. The tag for each word is independently
predicted without taking into account its neighbors [5].
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CRFs is a feature-based machine learning approach (see section 2.1.3). CRFs
are the most common choice for tag decoder of many deep learning based con-
text encoder . However, CRFs cannot make full use of segment-level information
because their properties of segments cannot be fully encoded with word-level rep-
resentations [5].

Transformer Models

Besides, there are transformer models dispensing with context encoder and tag
decoder architecture. The most common one is BERT (Bidirectional Encoder Rep-
resentations from Transformers). Its architecture is shown in Fig.2.4. BERT is a
pre-trained deep bidirectional Transformer by joining both left and right context in all
layers to build basic blocks for both encoder and decoder. A separated tag decoder
is unnecessary. It has been proved that transformers require significantly less time
to train while being superior in quality [5].

For NLP tasks in the scientific domain, SciBERT [2] is a popular pre-trained
model, which has its own vocabulary (scivocab) that’s built to best match scientific
texts. It allows users to train their own model using its vocabulary.

2.2 Relationship Extraction

Relationship extraction is built on entity extraction. A relationship can be described
as a triple: (¢;,¢5,1), where ¢, ¢, are any two entities, [ is a relation type of the two
entities (e.g, measured property-quantity). It is actually a classification problem for
any combination of two entities [4].
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2.2.1 Ontology-based Approaches

Ontology-based approaches rely on external dictionaries or ontologies which define
the vocabulary and relationships between entities. [14], [15]. The ontologies must
be summarized manually and a terminological resource matching to the ontologies
is necessary for these approaches. An example of ontologies is shown in Fig.2.6.
It is suitable to solve problems with complex hierarchy relationships (e.g. n-Ary
relationships) with limited vocabulary in a specific domain [16], [17]. The complex
hierarchy relationships reduce the efficiency and accuracy of the relationship model
training.

However, creating a terminological resource requires much manual work for a
new domain and ontologies and it is hard to make vocabularies that are exhaustive.

2.2.2 Rule-based Approaches

Rule-based relationship extraction relies on hand-crafted semantic and syntactic
rules to recognize entities. Marve [6] is an example using word dependencies and
Part-of-Speech (Pos) tags to extract entities and relationships (see Fig.2.1). It is
also described in Section 2.1.1 as an entity extraction approach.
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2.2.3 Unsupervised Learning Approaches

The unsupervised relationship extraction method can extract relationships without
manually annotated training data. A typical unsupervised method is proposed by
Hasegawa [18]. Hasegawa’s clustering algorithm gathers words or phrases with high
similarity or co-occurrence as the corresponding relationships. Then it regards the
class combination with the highest frequency as the characterization of a particular
relationship (e.g. PERSON-COMPANY). They are easy to apply because it doesn’t
require model training. However, it is impossible to define the numbers and names
of clustered relationships in advance.

2.2.4 Feature-based Supervised Learning Approaches

Because relationship extraction is actually a multi-classification problem, many feature-
based models apply to it, such as k-Nearest-Neighbor Classifiers, kNN, and SVM,
which are discussed in section 2.1.3.

These models rely on a set of features that are obtained by textual analysis.
Their performances strongly depend on the quality of the features. Therefore, how
to select an efficient feature set is crucial for model training. Researchers usually
suffer from manual work when constructing the structured representation into feature
vectors. [19].

2.2.5 Deep Learning Approaches

Deep learning methods have the advantage of direct feature extraction over feature-
based supervised learning. Deep learning reads raw data and learns hidden fea-
tures automatically. Manually designing features is unnecessary [19]. The popular
deep learning models for relationship extraction are CNN and RNN. For instances,
Zeng et al. [20] presented a sentence-based CNN model for relation classification.
Its architecture is similar to Fig.2.2. Ebrahimi and Dou [21] proposed a chain based
RNN using the shortest path between two entities in a dependency graph.
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Figure 2.7: Different Interactions between Entity Extraction and Relationship Ex-
traction [5]

2.3 The Interaction between Entity Extraction and Re-
lationship Extraction

According to the interaction depth between entity extraction and relationship extrac-
tion, there are four main types of approaches from no interaction to heavy interac-
tion: pipeline, joint minimum risk training, parameter sharing, and joint extraction
(see Fig.2.7).

2.3.1 Pipeline Approaches

The easiest applications are pipelined, which means the entity models and rela-
tionship models are totally separate. Entity models are trained first. Then the re-
lationship models are trained based on the entity extraction result (see Fig.2.7(a)).
The training process of pipelined training is simple and flexible to apply different
algorithms and use different data sources. However, the entity model ignores the
relation annotations which may be useful for identifying entities (e.g., if an A-B rela-
tion exists, the entity model can only assign A and B to its entities). Therefore, error
propagation and data inefficiency are the main problems of this approach [22].

2.3.2 Joint minimum risk training (MRT) Approaches

Joint minimum risk training (MRT) [22] uses a global loss function to strengthen
connections between the entity models and relationship models, and keeps their
capacities unaffected (see Fig.2.7(b)). The entity models and relationship models
are optimized simultaneously under the global loss function. One of the advantages
of MRT is that the training can make use of the information from both sides: entity
and relationship.
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For example, Sun et al. [22] propose a MRT architecture using bi-LSTM and
softmax as entity models and CNN as relationship models (see Fig.2.8).

However, the simultaneous training process highly increases the complexity of
implementation. A large number of existing wrapped libraries of supervised learning,
such as sklearn and keras, do not support MRT in training process. Applying MRT
asks hand-crafted models and training function. It costs unaffordable time when
many model combinations are tested.

2.3.3 Parameter Sharing Approaches

Parameter sharing is a strategy which shares some input features or internal hidden
states between the entity models and relation models (see Fig.2.7(c)). There are
no special constraints in model selection. However, naive parameter sharing can
not fully utilize the inherent connection between the sub-models due to independent
models. For example, to get features from relation annotations, the entity model
needs to wait for the relation model to update the shared parameters. In contrast,
MRT allows the training of the entity model to directly acknowledge the loss of the
relation model without waiting for shared parameters updating [22].
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2.3.4 Joint Extraction Approaches

Joint extraction algorithms can simultaneously encode relations in the sequential la-
belling tag set (see Fig.2.7(d)). The solutions are usually complex and heavyweight.
Adding constraints on the relation model is necessary (e.g. it cannot handle entities
which appear in multiple relations) [23].

Special Symbol Insertion Method

For one-on-one relationships, there are some convenient solutions. Gangwar et
al. [11] propose a method with special symbol insertion to extract measured property
based on known quantity using the SemEval-2010 Task 8 dataset, MeasEval. They
insert the special symbol “$” at the beginning and end of the quantity span. Then,
the span of the measured entity related to quantity enclosed in the “$” symbol is used
as the true-label for training the model. The modified sentences are used as input
for training the model. The extracted measured property is linked to the quantity
span directly which is surrounded by "$”.

Question Answering

There is another way to merge the original two tasks entity extraction and relation ex-
traction into a single Question Answering (QA) task. Lietal. [1]. propose a method of
treating the entity-relation extraction task as a multi-turn Question Answering task.
Question Answering consists of sequential questions made by templates and an-
swers to extract structural data. A relationship is built based on the corresponding
question and returned answer. QA provides an elegant way to extract entities and
relations simultaneously.

Avram et al. [12] apply the QA architecture to extract measured property based
on known quantity using the SemEval-2010 Task 8 dataset, MeasEval. Avram et
al. [12] insert a question, "What is the measured property of the quantity XXX” be-
fore the original sentence. XXX is the single quantity span. Then, the span of the
measured entity related to quantity in the question is used as the true-label for train-
ing the model. The modified sentences are used as input for training the model. The
extracted measured property is linked to the quantity span indicated in the question
directly.

The most important advantage of QA is that it enables the entity extraction model
to extract both entity and relationship in one shot. Hence, a separate relationship
model is not necessary when QA is applied. It can definitely simplify the architec-
ture of entity and relationship extraction solution and save the implementation time.
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Therefore, we use a similar solution as Avram et al.’s [24].

2.3.5 Conclusion of Related Work

We summarize the four types of entity extraction approaches, five kinds of relation-
ship extraction approaches, and three different interactions between entity extraction
and relationship extraction.

In entity extraction, rule-based approaches are based on domain-specific knowl-
edge and hand-crafted rules. They do not generalize well across domains. Un-
supervised learning approaches can not control the numbers and names of tags.
Feature-based supervised learning can extract entities and label them using prede-
fined tags but researchers suffer from how to construct a good feature set. Deep
learning approaches can process raw data and discover entities without effort on
designing features. Therefore, deep learning approaches are the best choice for our
problem.

Relationship extraction is similar to entity extraction. Ontology-based approaches
require much manual work to summarize the domain vocabularies and relationships.
Moreover, the domain vocabularies sometimes are hard to be exhaustively sum-
marized by humans. Rule-based approaches have a generalization problem when
applying a solution to another domain. Unsupervised learning can not label a re-
lationship as predefined relationship types. Feature-based supervised learning suf-
fers from feature construction. Deep learning is easy to be implemented because it
doesn’t require feature design.

There are four kinds of interaction between entity extraction and relationship ex-
traction. In pipeline approaches, entity extraction and relationship extraction are
separated models. It is easy to implement but they can not utilize the information
from another side. MRT approaches use a global loss function to optimize entity ex-
traction and relationship extraction models together. But it is not supported by major
machine learning libraries, like sklearn and keras. It costs much time on coding for
your training function. Parameter sharing is lighter than MRT. It only shares features
among models. However, naive parameter sharing can not fully utilize the inherent
connection between sub-models. The last type is joint extraction approaches. It
simultaneously encodes relations in entity extraction. It enables an entity extraction
model to extract relationships at the same time. It is the lightest approach but uti-
lizes the coherent information between relationship and entity. Therefore, we decide
to apply one of the Joint Extraction Approaches, Question-Answering in our thesis.
Meanwhile, Question-Answering doesn’t require a separate relationship model. We
don’t have to choose a relationship model for our solution.
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Method

3.1 Project Framework

Our research question is to extract two types of entities, the quantities and corre-
sponding measured properties, and link them in pairs. Therefore, there are two
main tasks, entity extraction and relationship extraction.

Because Question-Answering (QA) architecture can enable the entity extraction
model to extract both entity and relationship at the same time, it merges our two
tasks into one. We decide to apply QA in our system to make the framework simpler
and save much time for a separate relationship model training and testing.

QA asks sequential entity models to extract multiple entities because the former
extraction results will be filled in the question template as the input question for the
latter extraction model.

Therefore, we have two entity extraction models to extract quantity and measured
property respectively. After preprocessing the text and splitting it into sentences, the
Quantity extraction model goes first to extract as many as quantity entities in the
given text. Then, all the quantity spans are marked and the raw text and quan-
tity span are sent into the Question Answering processing. Question Answering
processing constructs the questions with the question template and each quantity
span. Every quantity span can be used to construct one question. After that, the
raw text and one question are sent to the Measured Property extraction model. The
Measured Property extraction model extracts the measured property span based
on the raw text and the question. The extracted measured property is linked to the
quantity indicated in the question naturally (see Fig.3.1).
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Quantity 1

SanieED ~ Concatenate, Measure d Property Measured
Spliter L Text Extraction Model Propel

Figure 3.1: The framework of the project

3.2 Preprocessing

Our corpus is drawn from scientific full texts. The input for the quantity model and QA
system can be a full document, a paragraph, or a sentence. To normalize the input
length, we assume that a quantity and its responding measured property should
occur in one sentence, so we split all the corpus into sentence-level input.

Then we use the spacy English tokenizer to tokenize the sentence-level text into
a list of tokens. Finally, we remove all the punctuation in the token list. The punctua-
tion removal must be done after the tokenization because there may be meaningful
punctuation in the quantities, such as ”1.89” or "3m/s”. These punctuations should
not be removed from the text.

3.3 Extraction model

The extraction model can be any models which are described in section 2.1. Ac-
cording to our study, deep learning approaches are the best choice for our prob-
lem. More specifically, unlike CNN, a bidirectional LSTM (bi-LSTM) can utilize the
evidence from the whole input sentence including past and future information in se-
quential data. Bi-LSTM can be a candidate of our entity extraction model. Moreover,
SciBERT [2] is quite popular when solving nlp tasks in the scientific domain. It can
be another candiate of our entity extraction model becasue it matches our domain
so well.

For bi-LSTM and SciBERT models, the input must be word representation. A
token list works for both models. Their output is in BILUO scheme. It uses B-, |-, L-
prefix to indicate the beginning, inside, last of a multi-token entity. The U- prefix is
used to label a single-token entity. O is for tokens outside any entity classes (see
Fig.3.2).
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3.4 Question Answering

Question Answering enables the entity extraction model to extract both entity and
relationship at the same time. It simplifies our architecture and replaces the archi-
tecture of separate entity and relationship models.

The core of Question Answering is to construct a question to indicate a known
entity span and its potential relationship. The question is appended before the origi-
nal text. For example, we have such a sentence as below. The quantity spans have
been labelled by the quantity extraction model in advance.

An efficient red-emitting LEC fabricated on a glass substrate achieved
a current efficiency (nC) of [7.18 cd/A](Quantity) and an external quantum
efficiency (next) of [9.32%] (Quantity) [3].

Then, we construct a question based on question template and quantity span.
Our question template is like below:

What is the measured property of _____ ?

Then, we fill one of the quantity spans into our question template. Then we have
a specific question:

What is the measured property of 7.18 cd/A?

After that, we concatenate the question with the raw text. The modified sentence
is the input of the measured property extraction model.

What is the measured property of 7.18 cd/A? An efficient red-emitting
LEC fabricated on a glass substrate achieved a current efficiency (nC) of

7.18 cd/A and an external quantum efficiency (next) of 9.32%.

Finally, the measured property extraction model extracts the measured property
and it is linked to the quantity span given by the question directly.

What is the measured property of 7.18 cd/A? An efficient red-emitting
LEC fabricated on a glass substrate achieved a [current efficiency] (Measured
Property) (nC) of [7.18 cd/A](Quantity) and an external quantum efficiency
(next) of 9.32%.
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Figure 3.3: Model Training for Question-Answering

[current efficiency] (Measured Property) <---> [7.18 c¢d/A] (Quantity)

This is how our system works. To make Question-Answering work as our expec-
tation, we have to train the entity extraction model with question template questions
too. We will discuss it in the next section.

3.5 Model Training for Question-Answering

In our training process, the quantity extraction model is trained by raw texts and
quantity spans without any modification. But we have to modify the training data for
the measured property extraction model because it mush understand questions and
give predictions like our design in the framework.

See Fig.3.3, the training data consists of three parts: raw text, entities, and re-
lationships. There are multiple pairs of quantity and measured property. For each
pair, we create a line of training data. We use the quantity span to fill the question
template "What is the measured property of XXX? ” and concatenate the question
with the raw text as the X input for measured property extraction model. Meanwhile,
the corresponding measured property entity is sent as the Y input for the model.

In this way, the measured property extraction model learns relationship in pairs.
When it extract a measured property with a question, it links to the span filled in the
question just like how we train it.
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Chapter 4

Dataset

Datasets that include quantities and measured properties are rare on the internet.
We only find one, which is MeasEval. But it covers 10 different scientific domains,
which doesn’t match our requirements. Our target is to build a system to extract
measured properties only in the engineering domain. Therefore, we annotate a new
dataset, MeasPro, to train our model.

4.1 MeasEval

MeasEval [24] is the dataset of the SemEval-2010 Task 8: extracting counts, mea-
surements, and related context from scientific documents. The task focused on
finding quantities, units, measured properties, measured entities and measurement
contexts. The task consists of five sub-tasks:

—

. Identify quantities (e.g. 12 kQ)
2. For each identified Quantity, identify the Unit of Measurement (e.g. kg)

3. For each identified Quantity, identify the Measured Entity (e.g. bed inventory)
and Measured Property (e.g. concentration)

4. Identify and mark the span of any Qualifier (e.g. after incubation)

5. Identify relationships between Quantity, Measured Entity, Measured Property,
and Qualifier spans using the HasQuantity, HasProperty, and Qualifies relation
types (see in Fig.4.1).

MeasEval is drawn from scientific papers from 10 different domains including
agriculture, astronomy, biology, chemistry, computer science, earth science, engi-
neering, materials science, mathematics and medicine. It has 1164 quantities, 911
measured entities, 651 measured properties and 278 qualifiers.
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Figure 4.1: The relationship of the entities in MeasEval [24]

Our problem only includes two entities, quantity and measured property, and
one relationship from quantity to measured property. Our task is a subset of the
MeasEval task (see the red frames in Fig.4.1). However, our solution will be used to
extract measured properties and quantities in engineering papers. The engineering
part of MeasEval only has less than 100 measured properties. It is not enough for
our model training.

MeaEval is still useful for us because there are over 75 submissions for its NLP
task. We can train our model based on MeasEval and compare our results with
the state-of-art models. Then we implement the best practice on MeasPro for the
final solution. In this thesis, we train measured property extraction model for the
comparison.

4.2 MeasPro: A newly annotated dataset

Because MeasEval can not match our needs, we construct a new dataset called
MeasPro (MeasuredProperty). We annotated 3300 sentences sampled from engi-
neering domain papers with two entities: Quantity and MeasuredProperty and one
relationship: HasProperty (Quantity - MeasuredProperty). Moreover, MeasPro has
more useful entities than MeasEval. MeasEval has only 1164 quantities and 651
measured properties in 10 domains. But MeasPro has 7316 quantities and 4606
measured properties in engineering domain.

4.2.1 Data Source

The sentences are drawn from the unitsOfMeasure database, Scopus 19-20, of
Elsevier. The database is sampled from engineering publications and it has over
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brat;

In this study, software are developed to analyse the radionuclides with a relative simple decay scheme, such as 22 Na, 60 Co and 88 Y, and a complex decay scheme, such as 125S b, 134
Cs, 152 Eu and 154 Eu.

perty] “Quantity)
The results indicated that in the reconstruct anticoincidence spectra the FEP restoration efficiency, both for minor and major peaks, is near 100%.

Figure 4.2: The Screenshot of an Example Annotation

Dataset Quantity MeasuredProperty
MeasPro  0.938 0.72
MeasEval 0.943 0.641

Table 4.1: Krippendorf’s Alpha scores in Inter-Annotator Agreement batch

700k sentences with quantities. The data structure includes id, concept url and
sample sentence. An example is shown below:

2001568977 https://data.elsevier.com/e/units0fMeasure/Concept-520274148

The introduction of the posttransition iridium(III) ion not only
significantly enhances the absorption intensity at the end of visible region,
but also displays efficient singlet oxygen quantum yield (76%), which is
applicable for photodynamic therapy in living cells.

The data has been processed and the units in the sentences have been extracted
and normalized according to Elsevier’s standard unit library. The normailized units
can be searched by the concept url like below:

https://data.elsevier.com/e/units0fMeasure/Concept-520407122

microwatt per cubic metre

4.2.2 Annotation Setting

To have a balanced dataset, we group sentences by their normalized unit given by
Elsevier unitsOfMeasure and sample an equal number of sentences, 100, from each
unit group. In result, we get 33 unique units and 3300 sampled sentences. Then we
randomly batch all the samples into 10 batches for task assignment.

Three colleagues from the demand department of Elsevier take charge of the
annotation task. We have 10 even batches in total. Batch 0 is annotated by all three
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annotators. Batch 0 is used to evaluate the consistency of annotation by different an-
notators. Then each annotator is assigned 3 non-overlapping batches respectively
to reduce the workload.

We used the brat annotation tool [25] to carry out our task. The screenshot of an
example annotation is in Fig.4.2.

4.2.3 Evaluation of the Annotations

There are variations when humans annotate data. The inter-annotator agreement
(IAA) is used to evaluate the consistency. Krippendorff’s alpha is a reliability coeffi-
cient developed to measure the IAA. Krippendorff suggests it is customary to require
a > 0.800. Where tentative conclusions are still acceptable, a > 0.667 is the lowest
conceivable limit [26].

The summary paper of MeasEval provides the Krippendorff’s alpha of each Mea-
sEval’s entity [24]. The comparison of Krippendorff’'s alpha between MeasPro and
MeasEval’s key entities is shown in Table.4.1. It shows that the consistency of Quan-
tity in both datasets is good enough. However, the consistency of MeasuredProperty
of MeasEval is unacceptable. The one of MeasPro is acceptable.



Chapter 5

Experiments of Measured Property
Extraction

5.1 The State-of-art Models trained on MeasEval

As we discuss in section 4.1, MeasEval is a dataset of the SemEval-2010 Task 8.
There are five sub-tasks in it:

—

. Identify quantities (e.g. 12 kg)
2. For each identified Quantity, identify the Unit of Measurement (e.g. kg)

3. For each identified Quantity, identify the Measured Entity (e.g. bed inventory)
and Measured Property (e.g. concentration)

4. ldentify and mark the span of any Qualifier (e.g. after incubation)

5. Identify relationships between Quantity, Measured Entity, Measured Property,
and Qualifier spans using the HasQuantity, HasProperty, and Qualifies relation

types.

We have the same goal to extract quantities and measured property, which
matches sub-task 1 and half of sub-task 3. Fortunately, Harper et al’'s summary

Results of ICP-MS flue gas analysis provided in Fig. 5 show that most of the major elements present in the carbonator flue gas increase with the

MeasuredEntity}’ HisCiints ty lQuantity

mass of the limestone in the reactor. However, some elements are only present for the largest bed inventory of 13kg e.g., Ti, Cr, and
MeasuredEntity}” a4 MeasuredProperty HasQuantity Quantity *
Mn. However, all elements included within Fig. 5 can be considered to be at very low concentrations of <2 ppm.

Figure 5.1: Example of a Quantity with related annotations in MeasEval [24]

27
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paper [24] makes a conclusion about the scores of quantities and measured prop-
erty extraction from different submissions. It enables us to compare our extraction
results with the state-of-art models.

However, their definitions of the relationships is different from ours. In their sum-
mary paper [24], there are only the scores of two relationships, HasQuantity and
HasProperty. From Fig.5.1, we can see HasProperty is the relationship from Mea-
suredEntity to MeasuredProperty. HasQuantity is a relationship from either Mea-
suredEntity or MeasuredProperty to Quantity. We can’t access the scores about the
relationship only from MeasuredProperty to Quantity. Hence, we can’t compare our
relationship extraction results with the state-of-art models.

In summary, we decide to only train two entity extraction models to extract quan-
tity and measured property respectively for comparison with the state-of-art models,
regardless of relationship extraction in this experiment phase.

In the summary paper [24], they use a single SQuUAD-style [27] F1 (Overlap)
score as the evaluation of entity extraction. The overlap F1 score is a metric which
measures the average overlap between the prediction and ground truth answer. If A
is the prediction, B is the ground truth answer, and A and B are both bags of tokens,
the overlap area is where the tokens from A match the tokens from B. Then, the
metric of overlap F1 can be performed as the following calculations:

F1 = (2xlength(Area of Overlap))/(length(A) + length(B))

The summary image (see Fig.5.2) and Harper et al.s paper [24] show almost all
participants have a high F1-score for Quantity extraction. Their median F1 score is
over 0.800. The highest score for Quantity extraction is 0.861 from team LIORI and
Counts@IITK. However, the scores for MeasuredProperty extraction are unsatisfac-
tory. The median score is less than 0.400. The two highest scores for Measured
Property extraction are 0.467 and 0.437 from team LIORI and jarvis@tencent.

5.2 Comparison of Measured Property Extraction Mod-
els

From Fig.5.2, we can easily see the scores for Quantity extraction are high enough.
On the other hand, there is a large space to improve in the extraction of measured
property where we should put more efforts on. Therefore, we mainly test our mea-
sured property extraction models by overlap F1-score regardless of Quantity extrac-
tion.

As we discuss in section 3.3, we select bi-LSTM and SciBERT as our candidate
models for entity extraction. We train and test these two models and compare them
with the best two state-of-art models in Measure Property extraction (from team
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Figure 5.2: Visualization of average scores for each scoring component across top
score for all participants [24]
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Parameters Value
Input_dim 125
Output_dim 125
Input_length 125
LSTM units 6

recurrent_dropout  1e-4
Tag decoder softmax

Table 5.1: Parameters of bi-LSTM

Parameters Value
bert_model scibert-scivocab-uncased
max_seq_length 125
epochs 10
gradient_accumulation_steps 20
learning_rate 3e-05
train_batch_size 32

Table 5.2: Parameters of SciBERT

LIORI and jarvis@tencent).

MeasEval's data is paragraph level. There are multiple sentences in each row of
data. According to our system design, we split them into sentences, then use the
sentence level data as new training data. Following the baseline notebook provided
by MeasEval dataset, we randomly split 70% of the dataset as the training data and
30% as the testing data.

The parameter values that we used for training our bi-LSTM model is shown in
Table .5.1. For SciBERT model, we use a scikit-wrapper SciBERT library' which
simplifies the parameters and makes finetuning the SciBERT model more easy. We
provide the parameter values we used for training our SCIBERT model (Table 5.2).

We summarize the results of bi-LSTM and SciBERT models and the results from
the best state-of-art models in the Table.5.3. We can see our SCiBERT model has
the highest performance (F1: 0.617) on measured property extraction, which is
much more than LIORI and jarvis@tencent’s models (0.467 and 0.437 respectively).
In contrast, bi-LSTM is the worst one. The F1 score is only 0.134.

We think the pretrained scientific vocabulary of SCiIBERT make it outstanding
among these models. SciBERT is a domain-related pre-trained model. It leverages
unsupervised pretraining on a large multi-domain corpus of scientific publications
(1.14M papers, 3.1B tokens), to construct a new scientific vocabulary (size: 30K)
called SCIVOCAB. There is only 42% overlap between BERT’s pretrained vocab-

'scikit-learn wrapper to finetune BERT, https:/github.com/charles9n/bert-sklearn
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Models MeasuredProperty
bi-LSTM 0.134
SciBERT 0.617

LIORI 0.467
jarvis@tencent 0.437

Table 5.3: F1-score of Measured Property Extraction from different models

ulary and SCIVOCAB. Beltagy et al. prove that SciBERT’s performance on NLP
problems in the scientific domain is better than the one of the BERT with base vo-
cabulary [2]. It indicates that scientific language has many domain-related words
and this vocabulary influences the performance on NLP task of the scientific pub-
lication. In contrast, bi-LSTM doesn’t have a pretrained vocabulary. Its vocabulary
is constructed only from the limited training data. For example, we train bi-LSTM
with 70% MeasEval of the dataset. There are only 4334 unique words to construct a
vocabulary. It limits the generalization of bi-LSTM on unknown tokens from scientific
publications. We think it is the main reason that SciBERT has a high score but the
performance of bi-LSTM is poor.

5.3 How the Input Length Influences the Score

MeasEval is a paragraph-level dataset. But in our system design, we split the para-
graphs into sentence-level for training. To figure out whether the sentence split is
the best choice for training, we train two SciBERT models based on two different
conditions: one is trained on paragraph level input, while for the other, we split the
corpus into sentences.

In MeasEval, there are 742 relationships between a quantity and a measured
property. Its maximum paragraph has 1780 tokens. After sentence splitting, the
maximum text length becomes 125 tokens. Besides, according to statistics, 95.7%
quantities and its responding measured properties occur in one sentence in MeasE-
val. It proves that our assumption in section 3.2 is valid.

The model testing results in paragraph level and sentence level are shown in
Table.5.4. It shows that the scikit-wrapper SCIBERT works badly on long input length.
The F1 score is only 0.062. However, if we use sentence-level input as training data,
the SciBERT model can reach 0.617 F1 score. Therefore, our best choice is to train
the model based on sentence-level input. That’s why we designed our system based
on sentence-level input in section 3. We also constructed the new dataset, MeasPro,
at sentence level from the beginning in section 4.2.
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Input level Max Input Length MeasuredProperty
Paragraph level 1780 0.062
Sentence level 125 0.617

Table 5.4: F1-score of Measured Property Extraction based on different input length

5.4 How the Parameters Influence the Score

There are several key parameters for finetuning the SciBERT model training, “gradi-
ent_accumulation_steps”, "learning_rate”, and "epoch”. "Gradient_accumulation_steps”
is the number of update steps to accumulate before performing a backward/update
pass. "Learning_rate” indicates how much the Bert Optimizer remembers from each
iteration. "Epochs” is the number of training iterations. We test multiple values to
find the best combination.

We find that as the learning rate grows, the F1 score increases first before
learning rate < le — 5, then keeps stable when learning rate € [le — 5,3e — 5],
and deceases to 0 from 3e — 5 to 7e — 5 (see Fig.5.3). In summary, the valid win-
dow of learning rate is quite narrow. F1 score is higher than 0.500 only when the
learning rate € [le — 5,3e — 5]. This phenomenon also occurs in other conditions,
for example, different ephoches and gradient accumulation steps. Learning rate is
about the remember rate of the optimizer. If it is too low, the optimizer almost re-
members nothing in each iteration. It causes underfit. On the contrary, if it is too
high, the optimizer remembers too much in the first few iterations. Then the model
gets overfit due to it. This is the reason why the valid window of learning rate is quite
narrow.

About the epochs, the F1-score increases when the epochs increase. However,
when the number of epochs is over 10, F1-score increases hardly (see Fig.5.4).
It is easy to understand why it happens because epochs is the number of training
iterations. More iterations make the model learn the same things more times. After a
certain number of iterations, the model has learned almost everything in the training
data. It can not learn much in the next iteration. This phenomenon also occur
in other conditions, for example, different learning rate and gradient accumulation
steps, even though the curve may move to the left or right to a certain extent in the
coordinates.

For the gradient accumulation steps aspect, it hardly influences the F1-score
(see Fig.5.5). Gradient accumulation is the number of update steps to accumulate
before performing a backward/update pass. Gradient accumulation is associated
with the batch size. The batch size is the number of samples which are sent to a
model in every single training step. Larger batch sizes need more GPU memory.
Gradient accumulation is used to split the batch of samples into a few mini-batches
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Figure 5.3: F1-score when epochs = 10 and gradient accumulation steps = 16

to reduce the storage in the training process. It is a technique which aims to reduce
the memory use but it doesn’t influence the training result.

In summary, learning rate must be in the zone € [le — 5,3e — 5|. 10-20 epochs
is enough for training. Gradient accumulation steps don’t influence the results. We
provide our best practice in Table.5.10. It is epochs: 10, gradient accumulation
steps: 20, learning rate: 3e-05.

5.5 Text Classification before Entity Extraction

When we observe the scores of the bi-LSTM model, we find that the precision of
bi-LSTM is extremely low. As we show in section 4.1, there are 1164 quantities
and 651 measured properties. After sentence splitting, there are only one fourth of
the sentences has at least one measured property. As the consequence, there are
many false positives in the predictions of bi-LSTM.

To reduce the false positives, we implement a text classification model which
detects if a sentence has measured property and gives a true or false tag. Only
sentences with a measured property tag are sent to the extraction model.

Firstly, we train two text classification models, Bernoulli Naive Bayes (BernoulliNB)
and SVM. We choose them because it is fast to train these two models. We can
quickly validate our idea of adding a text classifier before entity extraction. The pa-
rameters of BernoulliNB and SVM are shown in Table 5.5 and 5.6.
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Parameters Value
class_prior  [0.001,0.999]

Table 5.5: Parameters of BernoulliNB

Parameters Value

loss hinge
penalty 12

alpha le —3
max_iter 5

class_weight 0:0.25,1:0.75

Table 5.6: Parameters of SVM

The test results of the two models are shown in Table.5.7. From the F1-score,
BernoulliNB has a higher score. But from the confusion matrix of the two models
(see Table.5.8, we can see BernoulliNB model has less true positives which means
BernoulliNB drops more sentences with a measured property tag. We hope to re-
duce the sentences without a measured property tag not the opposite. Therefore,
we choose SVM model to join with the bi-LSTM model.

SciBERT supports text classification task too. We also train a SciBERT classfica-
tion model to join it with SCIBERT extraction model to compare with SVM + biLSTM
combination. The parameters of the SciBERT text classifier are shown in Table 5.10.
The evaluation of the SciBERT text classifier is shown in Table 5.7.

The result is shown in Table.5.9. The result shows that the classification model
increases the performance of bi-LSTM, but it doesn’t work on the SciBERT model.
The most likely reason why they are different is that the score of SciBERT is high
enough. The text classification model can not help to increase the precision.

tag BernouliNB SVM SciBERT

0 0.82 0.76 0.94
1 0.59 0.59 0.86
overall 0.75 0.69 0.91

Table 5.7: F1-scores of the Text Classifiers
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BernoulliNB SVM
Negative Positive | Negative Positive
0 286 75 239 122
1 54 92 33 113

Table 5.8: Confusion Matrix of BernoulliNB and SVM Text Classification Models

Models MeasuredProperty
bi-LSTM 0.134
CLS(SVM) + bi-LSTM 0.221
SciBERT 0.617
CLS(SciBERT) + SciBERT 0.609

Table 5.9: F1-score of two-step models

Parameters Value
bert_model scibert-scivocab-uncased
max_seq_length 125
epochs 10
gradient_accumulation_steps 20
learning_rate 3e-05
train_batch_size 32

Table 5.10: Parameters of SciBERT



Chapter 6

Result of Full Implementation

As we discuss in section 4, MeasEval doesn’t match the target domain in our project.
We created a new dataset, MeasPro, instead. The sampled data of MeasPro is
all cut from engineering papers. The annotation consistency of MeasPro is better
than MeasEval. MeasPro also contains more quantities and measured properties
of MeasPro than MeasEval. Therefore, we train our models based on MeasPro to
implement our final solution.

In our system design (see section 3), there are two entity extraction models,
including a Quantity extraction model and a MeasuredProperty extraction model.
We have proved that the SciBERT is better than the state-of-art extraction models
in a scientific context based on the MeasEval dataset. Hence, we directly apply
SciBERT to contruct our implementation on MeasPro.

There are 10 even batches in MeasPro. Because batch 0 is annotated by three
annotators and we don’t have extra huamn resources to solve the disagreement
inside, we use the batch 1-9 as our training dataset, which are annotated by only
one annotator respectively. We merge all batches and randomly split 80% data as
training data and the other 20% as the testing data. In the testing part, we continue
using the overlap F1-score as our main metric.

To evaluate every component in our system separately, firstly we train a Quantity
extraction model using SciBERT and MeasPro’s quantity entities. We simply use
the same as in Table 5.10. Using these parameters, SciBERT obtains 0.944 F1-
score (Table 6.1) on quantity extraction in MeasPro, which is significantly high. The
Quantity extraction model is good enough as the model before the QA processing.

Secondly, we train a Measured Property extraction model directly without QA pro-
cessing to validate the extraction efficiency. Still, we simply apply the same param-
eters as in Table 5.10. The model obtains 0.770 F1-score (Table 6.1) on measured
property extraction in MeasPro. Considering the experiments we did in the section
5, the SciBERT Measured Property extraction model obtains 0.617 on MeasEval
(Table 6.1) and is beyond the state-of-art models. 0.770 is good enough for our
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Models MeasPro MeasEval
Quantity Extraction 0.944 —
Measured Property Extraction 0.770 0.617

Measured Property Extraction with QA 0.811 -

Table 6.1: The Scores of Different ScCiBERT models

Model Type X Y
original model textl concentration
model with QA questionl + textl concentration

Table 6.2: Different training data after QA processing

project. In our dataset, SCIBERT can obtain a higher score, which means MeasPro
has better quality than the training dataset for this given task.

Moreover, with the same parameters, the transfer of SCIBERT between these two
datasets is very successful, which means SciBERT has high generalizability in the
transfer between the scientific datasets.

The next step is to apply QA processing before the Measured Property extraction
model. QA processing modifies the training data by appending a question about the
relationship before the raw text. Naturally, we have to retrain the Measured Property
extraction model to process the data after QA processing.

For example, text1 is the original text from MeasPro like below:

An efficient red-emitting LEC fabricated on a glass substrate achieved
a current efficiency (nC) of 7.18 ¢d/A and an external quantum efficiency
(next) of 9.32% I[3].

We know the 7.18 cd/A is the quantity so that we can construct questionl like
below:

What is the measured property of 7.18 cd/A?

Then, the differences between the original data and processed data can be rep-
resented like the Table 6.2.

We train a new SciBERT Measured Property extraction model based on the train-
ing data processed by QA. Still, we keep the same parameters while training the
SciBERT model. The model obtains 0.811 F1-score (Table 6.1). Comparing to the
former model (F1-score 0.770), it shows that if the information of the relationship
is indicated in the training data as a question format, the prediction performance
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Figure 6.1: Results of Our Final Implementation

increases. The entity extraction model utilizes the coherent information hiding be-
tween the entities and relationships. It is one of the advantages of joint extraction.

In summary, we apply SciBERT model with the parameters which have been
proved in our former experiments with MeasEval. The quantity extraction model
obtatins 0.944 F1-score and the measured property extraction model with QA data
obtains 0.811 F1-score. The final system with the evaluation from each components
is shown in the Fig.6.1. The scores show our system has high performance to solve
our research question.
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Chapter 7

Conclusion and Discussion

7.1 Summary

In this thesis, we present a system for measured property extraction in scientific
publications with SCIBERT and Question-Answering architecture. We also construct
a dataset, MeasPro, to train the models for our solution.

Our design of the system consists of two SciBERT extraction models which ex-
tract quantity and measured property respectively. These two models sequentially
process the data. Firstly, the quantity extraction model extracts all the quantities in a
sentence. For each extracted quantity, we follow a Question-Answering architecture
to append a question in front of the raw sentence. The question is in the format like
"what is the measured property of XXXX”. The quantity span is filled in the position
of "XXXX”. Then, the measured property model extracts measured property based
on the modified sentence. Because the question indicates the quantity span and
potential relationship, the extracted measured property is linked to the quantity span
naturally. The Question-Answering architecture makes the solution simpler because
it enables an extraction model to extract relationships at the same time without train-
ing another relationship extraction model.

We test different models and strategies on a public scientific measurement dataset,
MeaEval, to compare with the state-of-art model. It helps us to find the best model.

However, MeasEval covers 10 major scientific domains. It doesn’t have enough
data in the engineering domain. Therefore, we construct a new dataset, MeasPro,
for our training. MeasPro is annotated by three annotators from the demand de-
partment of Elsevier. It has much more entities in the engineering domain than
MeasEval. Training with MeasPro can provide a more valid model from the perspec-
tive of our problem. Therefore, we train our models based on MeasPro in the final
implementation.
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7.2 Conclusion

To answer our research question, how to extract what measured property a quantity
represents in scientific publications, we evaluate our solution from the following per-
spective: (1). the accuracy of our entity extraction models; (2). the accuracy of the
relationship extraction (QA); (3). Is MeasPro better than MeasEval for our task? (4).
Is our assumption that a quantity and its corresponding measured property occur in
one sentence valid?

Firstly, We test different models. Our best performance on MeasEval is 0.617
F1 score from a SciBERT model. The performance outperforms the existing state-
of-the-art models in the SemEval-2010 Task 8. We think SciBERT’s 30k pretrained
scientific vocabularies make it outstanding in the scientific extraction task. Then,
we train new SciBERT models for the final implementation on MeasPro. The quan-
tity extraction model obtains 0.944 F1-score and the measured property extraction
model obtains 0.770 F1-score. The scores are high enough. There is no doubt that
it is eligible to be applied in Elsevier’s search engine.

Secondly, we train and test two measured property extraction models with Question-
Answering processing or without it on MeasPro. The result shows that the one
without Question-Answering processing obtains 0.770 F1 score, but the one with
Question-Answering obtains 0.811, which can extract relationships simultaneously.
It shows that QA provides a high score solution for relationship extraction. More-
over, QA enables the entity extraction model to utilize the coherent information hid-
ing between the entities and relationships. In this way, the prediction performance
increases.

Thirdly, we compare MeasPro with MeasEval from the following perspectives.
MeasPro has 7316 quantities and 4606 measured properties in the engineering
domain, but MeasEval only has 1164 quantities and 651measured properties in 10
domains. Then, we use the Krippendorff’s alpha to evaluate the consistency of
annotations among different annotators. The Krippendorff’s alpha of MeasPro is
0.72 for measured property annotations, which is higher than 0.641 in MeasEval. It
shows that MeasPro has better consistency of the annotations. More importantly,
the SciBERT model for the measured property extraction trained on MeasPro is
higher than the one trained on MeasEval (0.77040.617). In summary, MeasPro is
better than MeasEval for our problem.

Lastly, we prove that our assumption that a quantity and its corresponding mea-
sured property occur in one sentence is valid. We analyze the data from MeasEval.
It shows that 95.7% quantities and its responding measured properties occur in one
sentence. Besides, we also prove that training with sentence-level data can get
higher scores than training with paragraph-level data. There is no doubt we should
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support this assumption.

In summary, we propose a simple but efficient extraction system for the mea-
sured property extraction problem in engineering papers for Elsevier and we con-
struct a new dataset MeasPro with a larger amount of data and better consistency
of human annotation than another public dataset, MeasEval.

7.3 Limitations

Our solution has four limitations. One of them is that our sentence splitting drop out
some relationships in the prepossessing. We calculate that 95.7% quantities and
their corresponding measured properties occur in one sentence in MeasEval. But
there are still 4.3% relationships occurring in two or more sentences. They are totally
ignored in our system. It may cause that some quantities miss their corresponding
measured properties.

Secondly, the QA processing totally ignore the measured properties which are
unable to match any quantities. Those measured properties can not be learned by
the model because QA is unable to construct a question for them. It is actually out
of our research question. Because our target is to find the measured properties for
the known quantities.

Thirdly, our solution and new dataset, MeasPro, is only able to extract measured
properties and quantity. Of course, it satisfies the requirements from Elsevier. How-
ever, if Elsevier wants to expand the solution for more entities, like measured entities,
it will be hard. Because MeasPro has no any annotations about measured entities.

7.4 Future Work

In the future, we can dive deeper into the extraction. Firstly, we can consider how
to solve the cases that a quantity and a measured property don’t occur in one sen-
tence. For example, we can send the former and latter sentences into model training
input. Secondly, for the measured properties which are not linked to any quantities,
we can provide an entity extraction model without QA to extract the missing entities
which are ignored in QA model. Thirdly, according to the requirements from Else-
vier, the annotators annotated the full span of measured properties rather than the
shorter one, e.g. reversible cycling capacity rather than capacity. This property can
be split hierarchically, e.g. capacity is the lowest hierarchy. It can enable users to
search for a full name or a short name of a measured property. Lastly, another direc-
tion could be to extract more entities that may be useful for the users in the future.
For example, we can extract measured entities, like gear, screw, etc.
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