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Abstract 

To adequately assess candidates’ competences, candidates must provide proof of 

performance through answering items on a test. These items are often assessed through 

rubric-based assessments (RBA) to provide test takers with a score that represents their 

understanding. However, studies have indicated that RBAs are not sufficiently reliable (< 0.7) 

for high-stake assessments. An alternative method, comparative judgement (CJ) had been 

introduced to tackle this reliability issue. CJ is based on the assumption that people are more 

reliable in comparing items, objects, or performances than in assigning scores to a single item, 

object, or performance.  Previous studies have indicated that CJ is a reliable, effective, and 

valid form of assessment.  

In this study, three exam items with a maximum score of 2, 3, and 4, that had already been 

assessed through RBA, were assessed through CJ. The results of this study indicated that the 

reliability of CJ for the item with the maximum score of 2 was the highest (0.86), followed by 

the reliability of CJ for the item with a maximum of score 4 (0.83). CJ yielded the lowest 

reliability for the item with a maximum score of 3 (0.77). The mean time investment for raters 

increased as the maximum score of the items increased. Furthermore, the rank correlations 

between RBA and CJ were moderately positive, and the correlation increased with the 

increase of the maximum score.  

Although these results indicate that CJ might be applicable for high-stake exam items that 

vary in maximum score, there are some considerations. First, this study focused on single 

items that were carefully selected. However, exams exist of multiple items that together form 

a balanced exam, and it seemed inefficient to apply CJ for every single item. Secondly, the 

assessment method of CJ does not offer transparency towards the candidates, which is 

essential for high-stake assessments. Lastly, it seems CJ is biased towards the differences in 

the candidate pool sample. Taking these ambiguities, it was concluded that CJ is an inefficient 

method of assessment that lacks transparency when applied to the high-stake assessment as 

researched within this study’s context. 
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Introduction 

Knowledge, skills, and abilities are crucial for a successful career, but how can these be 

assessed properly? Assessment refers to “the process of obtaining information that is used to 

make educational decisions about students; to give feedback to students about their progress, 

strengths, weaknesses; to judge instructional effectiveness and curricular adequacy; and to 

inform policy” (Sanders & Vogel, 1993, p. 41).  

Assessment is often performed by one or multiple raters. It is important that raters are 

consistent in how they assess a candidate’s performance, otherwise, the reliability will 

decrease. Although for low-stake assessments reliability is important, for high-stake 

assessments a high reliability is essential. It could be damaging for an organisation if 

educational decisions such as passing or failing an exam are based on unreliable assessment 

(Coenen et al., 2018). Therefore, it's important to determine the best method to assess 

candidate performance in high-stakes assessment reliably. 

There are two major approaches in assessment: analytic assessments and holistic 

assessments. In analytical assessments, candidate work is judged separately on pre-set 

criteria while in holistic assessments the raters assess the performance of a candidate based 

on the overall quality (Sadler, 2009). The focus of this study will be on the comparison of the 

predominantly used analytical assessment method of rubric-based assessment (RBA) and the 

emerging holistic assessment method of comparative judgement (CJ) when applied to high-

stake assessments.  

As mentioned, an often-used method of analytical assessment is the traditional RBA 

method. In this conventional approach, the examination exists of items to which the answers 

are measured against a rubric that consists of a set of criteria (Nasab, 2015). Jönsson and 

Panadero (2016) have concluded that a wide implementation of rubrics can have great 

potential for candidate performance. They described that rubrics support learning by facilitating 

self-regulated learning as well as facilitating the understanding and use of feedback. However, 

the use of rubrics has its disadvantages. The preparation, calibration, and monitoring of scores 

for the RBA method is a time-consuming, cognitively demanding, and resource-intensive 

process (Steedle & Ferrara, 2016). Furthermore, grades are often inconsistent across different 

raters resulting in a low reliability (Jones et al., 2019). For low-stake assessments, lower 

reliability values might be sufficient (Jönsson & Svingby, 2007). However, as already 

mentioned, for high-stakes assessments reliability is crucial which means that another 

assessment method might be more suitable.  

An alternative to RBA is the holistic assessment method CJ. The concept of CJ is based 

on the ‘Law of Comparative Judgement’ (Thurstone, 1927), which describes how people are 

more reliable in comparing items, objects, or performances than in assigning scores to a single 

item, object, or performance. In CJ, raters compare pairs of work to decide which one of them 
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is better. Based on these holistic judgements, an interval scale ranging from worst to best can 

be created which shows the relative quality of each candidate’s performance (Coertjens et al., 

2021; Pollitt, 2012).  

Studies have shown that CJ is more advantageous when compared to RBA. First, CJ has 

an increased validity when compared to RBA. This is because CJ is based on relative 

judgements which are more accurate than absolute judgements of candidate performance 

(Steedle & Ferrara, 2016). Secondly, CJ has a high reliability, which refers to the precision of 

measurement that it can deliver in any context in which subjective judgement is appropriate 

(Pollitt, 2012). The high reliability is caused by the principle that CJ is based on independent 

judgements. Raters can be asked to make more judgements, or to rate a particular exam that 

is close to a grade boundary, thus increasing the reliability. Thirdly, in RBA there are issues 

regarding raters that do not matter when CJ is applied (McMahon & Jones, 2015; Pollitt, 2012). 

Some raters can score stricter than others. Furthermore, although a rater may award the same 

average grades, this rater may discriminate more finely among individual exams, being more 

favourable to the better ones and harsher to the poorer, or vice versa. Lastly, when CJ is 

applied as an assessment method, there is a reduction in the time it takes to train raters, as 

well as a reduction in time spent on assessing (Steedle & Ferrara, 2016).  

CJ is found to be most useful when applied to assess competences that are too complex 

to assess through one aspect such as reflections (Coertjens et al., 2021), essays (Heldsinger 

& Humphry, 2010), and e-Portfolios (Kimbell, 2012). However, Jones et al. (2015) have also 

applied CJ to assess a single competence, namely mathematical problem-solving. In this 

study, CJ was applied to two individual mathematical items with an item maximum score of 4. 

The results indicate that even for assessing a single competence, CJ is a reliable and valid 

method of assessment. While this study focused on two items with the same maximum score, 

tests often consist of multiple items with varying maximum scores. No studies have been found 

that investigate CJ for items with varying maximum scores.  Therefore, this study will contribute 

to the scientific body concerning the applicability of CJ. This research aims to investigate how 

the item maximum score influences the reliability and efficiency of CJ.   

External Organisation 

This research is conducted on behalf of eX:plain. eX:plain is a professional exam institute 

that focuses on vocational assessment and certification testing for both the industry and 

education (eX:plain, n.d.). In cooperation with companies, sectors and educational 

organisations, the labour market needs are determined. Based on these needs, the 

educational standard is established and examined. Using practice-oriented, multimedia 

learning resources, eX:plain aims to help people to develop themselves. 

eX:plain offers services from training and consultancy to digital learning and test 

development opportunities to both lower and higher vocational education. Assessment 
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programmes are developed and support for the exams are built in areas varying from public 

security to salary administration.  

Several exam programmes are carried out at eX:plain, including the Exameninstelling 

Toezicht en Handhaving, the Safety, Health, and Environment Checklist for Contractors, and 

the Associatie voor Examinering (AvE).  

The AvE is one of the largest examination programmes in the Netherlands. They have 

been the experts in the field of exam development, assessment, and administration for 80 

years. This is reflected in the AvE diplomas that are valuable, retain their value, and are 

developed at every level (Associatie, n.d.).  

The AvE offers a variety of exams that combine multiple-choice items as well as open-

ended questions. The multiple-choice items have a maximum score of 1 and are automatically 

assessed through a digital system. The open-ended items differ in pre-determined maximum 

scores depending on the level of understanding that is needed to answer correctly. These 

items are currently assessed through RBA by external raters, but as mentioned the reliability 

of RBA is not sufficient for high-stake examinations. Since studies have indicated that CJ is a 

reliable and valid method of assessment (Pollitt, 2012; Steedle & Ferrara, 2016), this 

alternative assessment method of CJ might be more suitable for the high-stake exams of the 

AvE.  

Report Outline 

After the introduction, the report will continue with the Theoretical Framework. In this 

section, an overview of the theoretical perspectives and literature will be discussed. After the 

Theoretical Framework, the Method chapter will give insights into the followed method. The 

study design will be covered as well as the used instruments, participants, procedures, and 

data analysis. The Method chapter is followed by the Results chapter. After this, the 

Conclusion chapter will critically discuss the results. Moreover, this chapter will cover the 

limitations of the study, the conclusions that can be drawn from this study, and some 

recommendations for future research.  
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Theoretical Framework 

This section gives an overview of the theoretical perspectives and literature. Educational 

measurement is a broad topic with various views. However, to keep the information within the 

scope of this study, the topics will be discussed as related to high-stake assessments. An 

elaborate framework of the definitions of educational tests, educational assessments, and test 

item analysis has been added to Appendix A. In this section, the assessment method of RBA 

will be discussed as well as the alternative holistic assessment method of CJ. 

Rubric-Based Assessment 

The Use of Rubrics for Assessment 

An often-used method to determine candidate performance is using RBAs. As the name 

indicates, this method uses rubrics as an instrument to guide raters in judging candidate 

performance. A rubric can be defined as a series of statements that describe the levels of 

candidate performance (Almarshoud, 2011). It often includes a set of criteria to which learning 

outcomes can be linked to assess candidate performance. Based on the thoroughness or 

accurateness of the candidate’s answer, a numerical score is assigned to the answer. The 

candidate’s level of ability in the examination is based on the final cumulative score of each 

criterion (Kimbell, 2021; Marshall, 2017).  

Fundamentals of Rubrics 

Since a rubric is an instrument that assists raters in judging the quality of candidate 

performance, it needs to be well-designed. According to Jönsson and Panadero (2016), rubrics 

have three fundamental features. First, rubrics must include specific information about what 

aspects or criteria to look for in candidate performance. This is needed to ensure the correct 

candidate qualities are identified by raters. Second, the rubric must include descriptions of 

candidate performance of different levels of quality. With the description of the different levels 

of quality, it is tried to assist raters in assessing the candidate’s understanding. Lastly, a rubric 

must be accompanied by a scoring strategy. This last step ensures that candidates are 

rewarded with scores that correspond with the quality of their answer and thus the candidates’ 

level of understanding.  

Reliability of Rubric-Based Assessment 

Reliability is an important concern in any form of assessment. To determine to what extent 

RBA is reliable, the assessment scores through different raters as well as through the same 

rater at different points in time needs to be determined. For intra-rater reliability, Cronbach’s 

alpha is most widely used to estimate rater consistency. For determining the inter-rater 

reliability, the most frequently used methods are generalization theory and Rasch models 

(Jönsson & Svingby, 2007). 

Stellmack et al. (2009) studied the reliability and validity of a grading rubric applied for 

rating APA-style introductions. They found that both the intra- and inter-rater reliability values 
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were low but concluded that these low values of reliability were similar to values reported in 

the literature for comparable research. This is in line with the findings of Jönsson and Svingby 

(2007), who reviewed research on rubrics regarding their reliability and validity. They found 

that intra-rater reliability is not a major concern, as most of the studies had reported a 

Cronbach’s alpha larger than 0.7 which is sufficiently reliable. However, for inter-rater 

reliability, studies often reported an agreement consistency below 0.7. Although this is not 

sufficiently reliable in theory, studies have claimed these low-reliability values as satisfactory. 

Jönsson and Svingby (2007) indicated that these claims arise from the difference between 

low-stake and high-stake assessments. They explain that for high-stake assessments, 

reliability can be seen as a prerequisite for validity. However, for low-stake assessments, this 

is not necessarily true since the decisions made based on assessment can be easily changed 

if they appear wrong. Thus, for low-stake assessments, the low levels of reliability might be 

accepted as sufficient. For high-stake assessment, on the other hand, reliability is an important 

aspect and thus needs to be high to be sufficient. In the context of this study, and in line with 

Ursachi et al. (2015), reliability values of 0.8 and greater are found to be good.  

While studies may claim a sufficient reliability, the reliability estimates remain theoretically 

too low for traditional testing and would thus not suffice for high-stake assessments. Coenen 

et al. (2018) have stated that the higher the stakes of the assessment, the more damaging an 

unreliable assessment can be. It would be undesirable for an organisation to base educational 

decisions such as passing or failing an exam on unreliable assessments. 

Advantages and Disadvantages 

The use of rubrics has several advantages for both candidates and raters. Rubrics offer a 

clear and detailed framework for assessment, which offers candidates transparency of the 

assessment process (Schlitz et al., 2009). Rubrics, by definition, include descriptions of 

candidate performance at different levels of quality and studies have shown that this 

transparency improved candidate performance by reducing anxiety (Panadero & Jönsson, 

2013). Moreover, the specificity of rubrics helps to minimize inaccurate scoring or raters 

making biased judgements (Gantt, 2010; Shipman et al., 2012). Lastly, rubrics offer a 

standardized method of grading, which might come in useful when multiple raters assess 

candidate performance (Knight et al., 2010). However, Steedle and Ferrara (2016) have noted 

that the preparation, calibration, and monitoring of scores for RBA is a time-consuming, 

cognitively demanding, and resource-intensive process. Moreover, although the detailed rubric 

should eliminate bias, studies found that raters have different views regarding what constitutes 

an acceptable answer, which leads to unreliable scores (e.g., Gantt, 2010; Jones et al., 2019; 

Knight et al., 2010). Furthermore, as described by Pollitt (2004), when raters assess 

performance against a rubric, it is likely that raters remember other performances and compare 

the new performance to them. However, these other performances are unlikely to be truly 
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representative of the rubric and may vary for different raters. Therefore, it might be difficult for 

raters to assess candidate performance based on RBA.  

 Considering these ambiguities, an alternative and more reliable form of assessment 

method might be more suitable for high-stake assessments. 

Comparative Judgement 

Law of Comparative Judgement 

As mentioned shortly in the introduction, CJ is based on Thurstone’s Law of Comparative 

Judgement (Thurstone, 1927). CJ draws on the psychological rationale that humans are better 

at comparing objects than rating isolated objects. That is because with CJ a rater makes 

relative judgements instead of absolute judgements. Thurstone (1927) explained that 

someone perceiving a phenomenon will assign it a ‘value’. When comparing this instance to 

another phenomenon to choose the ‘better’ one, it is the two values that are compared.  

Take the following example as outlined by Kimbell (2012). If one imagines oneself in a 

house in which the rooms differ in temperature, one would have no difficulty stating that room 

x is relatively warmer than room y (assuming that it was). In contrast, when asked to determine 

the exact temperature on an absolute scale, this would be a lot more difficult. The same goes 

for educational assessment: a teacher is better at determining candidate A reads better than 

candidate B than to say candidate A reads at level 4.  

For educational measurement purposes, Pollitt (2004) reasoned that when two candidate 

performances are compared, the standard of the rater will be cancelled out. Kimbell (2021) 

illustrated this in the following example. Take a lenient rater, when exposed to two candidate 

products, the rater might think both products are thorough, but one of the two products as 

better. Similarly, a strict rater might think both products are not thorough, but still, one product 

will be more thorough than the other. In both instances, and despite personal standards, the 

more thorough performance will be identified as the better one (Kimbell, 2021). Thus, the 

personal or internalised standard will be cancelled out (Pollitt, 2004; Pollitt, 2012). It is through 

this reasoning that CJ can be described as an objective relative measurement method that will 

construct a true measurement scale depicting the relative true value of the candidate’s 

performances (Pollitt, 2004).  

Process of Comparative Judgement 

To assess candidate performance with CJ, raters make individual holistic judgements of 

dichotomous pairs of candidate products. The term product refers to any object that a 

candidate has submitted as proof of achievement. For each pair, the rater must indicate which 

candidate product is ‘better’, which is then translated in a binary decision matrix for each pairing 

outcome. Each candidate product is compared several times and by multiple raters. If many 

comparisons are made, this matrix can be fitted in the Bradley-Terry model (Bradley & Terry, 

1952), which is an often-used model for pairwise comparisons. The model will generate a rank 
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order scale of candidate products, which will rank from ‘worst’ to ‘best’ candidate performance. 

Because each candidate product is compared by multiple raters, this model will represent a 

shared consensus (Coertjens et al., 2021; McMahon & Jones, 2015; Pollitt, 2004; Pollitt, 2012; 

Steedle & Ferrara, 2016). In order to translate the rank order scale to grades, standard setting 

needs to be applied to determine the pass/fail boundary (Coertjens et al., 2021).  

Reliability of Comparative Judgement 

One of the most important advantages of CJ over RBA is the increased reliability. Often 

reliability measures estimate the extent to which differences in the observed scores can be 

attributed to differences in their true score. However, when CJ is used as an assessment 

method, each candidate performance is measured once and multiple raters assess each 

observation (Steedle & Ferrara, 2016). Therefore, the reliability of CJ will reflect the 

consistency between raters’ perceptions of relative quality, in other words, the inter-rater 

reliability.  

CJ uses the scale separation reliability (SSR) which is expressed as:  

𝑆𝑆𝑅 =
𝜎𝛽

2

𝜎𝑣
2  (1) 

where 𝜎𝛽
2 and 𝜎𝑣

2 are the variance of the true scores (𝛽) and the observed scores (𝑣), 

respectively.  

From CTT it is known that the variance of the true scores can be estimated from the 

variance of the observed scores using:  

𝜎𝛽
2 = 𝜎𝑣

2 − 𝑀𝑆𝐸 (2) 

where MSE is the mean squared error. The 𝜎𝑣
2 and MSE can be calculated from the person 

parameters and their standard errors of estimation, respectively. Thus, the SSR can be 

calculated with available software via:  

𝑆𝑆𝑅 =
𝜎𝑣

2 − 𝑅𝑀𝑆𝐸2 

𝜎𝑣
2  (3) 

Applicability of Comparative Judgement  

CJ has mostly been applied to assess competences that are too complex to assess through 

one aspect. However, CJ has also been applied for assessing single competences. In both 

instances, CJ has been found to be a reliable and valid method of assessment (Jones et al., 

2015; Pollitt, 2012; Steedle & Ferrara, 2016). However, there is one thing to consider when 

applying CJ. Raters might view CJ as a complex assessment method when exposed to 

products with similar quality (Benton, 2021; Gijsen et al., 2021; Van Daal et al., 2017). In CJ, 

raters must decide which of the two products is the ‘better’ one, which is a difficult task if two 

products are similar or even identical. In their study, Van Daal et al. (2017), found a negative 

relationship between rank-order distance and experienced complexity for accurate decisions. 

When the rank order distance between two candidate products increases, the experienced 
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complexity for raters decreases accordingly. Thus, if two products differ more in quality, raters 

experience less uncertainty in judging the ‘better’ product. Similarly, for products that are 

similar in quality, it becomes more difficult for raters to select the ‘better’ product. 
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Research Questions and Hypotheses 

Most studies have investigated the use of assessment through CJ compared to the same 

test or item assessed with RBA. Based on the results, the reliability of CJ was compared to 

the reliability of RBA and these studies have indicated that CJ is a reliable and valid form of 

assessment (Jones et al., 2015; Pollitt, 2012; Steedle & Ferrara, 2016). However, no studies 

have been found that investigated the use of CJ for items with varying maximum scores.  

A test often consists of multiple items that form a balanced exam in which some items 

assess higher levels of understanding and other items that assess lower levels of 

understanding (Swart, 2010; Ushiro et al., 2008). Combining these items helps raters to gain 

insights into a candidate’s ability. According to Jayakodi et al. (2015), items that assess lower 

levels of understanding can be considered as easier items than items that assess higher levels 

of understanding. While lower-level items may be relatively easy to answer, for higher-level 

items candidates must integrate a wider range of information to correctly answer the item. To 

account for the differences in complexity, tests often include several items for which the 

maximum scores differ according to the level of understanding that is needed to answer 

correctly. To investigate the reliability and efficiency of CJ for items with varying maximum 

scores, the following research questions (RQ) with hypotheses (H) have been formulated. 

 

RQ 1. How do items with varying maximum scores influence the reliability of CJ? 

RQ 2. How do items with varying maximum scores influence the efficiency of CJ?  

RQ 3. To what extent are the rank orders of the scores assessed through CJ and RBA 

correlated for items that vary in maximum scores? 

 

When raters assess a candidate’s performance on a test, they must assess answers to an 

exam that consists of both lower-level items and higher-level items. As the lower-level items 

can be considered to be easier (Jayakodi et al., 2015), these items assess a smaller range of 

candidate ability than higher-level items. Newton (1996) has stated that it might be more 

difficult for raters to discriminate accurately between candidate products when the range of 

candidates’ abilities is lower. This is in line with Jones et al. (2015), who mentioned that when 

more information is provided by candidates, this might inform raters better on candidates’ 

ability. Since for higher-level items with a higher maximum score, candidates must integrate a 

wider range of information, it might be easier for raters to assess these answers. Similarly, for 

lower-level items, a smaller range of ability is assessed thus increasing the difficulty for 

assessment.  

Furthermore, as for lower-level items the range of candidate ability is lower, it may occur 

for two or more candidates to give the correct answer. While through RBAs, these candidates 

would all be awarded the same score, in CJ the rater must decide which candidate’s answer 



17 

 

 

is the ‘better’ one. This might be difficult, or even impossible if the answers are similar or 

identical (Gijsen et al., 2021; Van Daal et al., 2017). 

 

H 1. It is hypothesised that the reliability of CJ will be higher for items with a higher 

maximum score compared to items with a lower maximum score because raters can 

discriminate more easily for high-level items. It is expected that if raters can discriminate more 

easily, the raters will choose the same candidate answer as the ‘better’ one, thus increasing 

the reliability. For lower-level items, raters might experience more difficulty deciding on the 

‘better’ answer, which is expected to result in a lower reliability.  

H 2. It is hypothesised that the efficiency of CJ differs for items with varying maximum 

scores, where items with a lower maximum score take less time to assess. It is expected that 

since high-level items assess a larger range of ability, the candidate answers will be more 

elaborate. Since the answers include more information, the answers are expected to be longer 

and thus the time investment for raters to choose the better answer are higher. Furthermore, 

it is expected to be inefficient to adopt CJ as an assessment method for assessing exams that 

consist of multiple items. Since raters go through multiple rounds of comparing dichotomous 

pairs, it is expected that the time investment for assessing candidates’ answers for a single 

item through CJ is higher than assessing the same answers through RBA. 

H 3. It is hypothesised that for high-level items the rank scale orders of CJ are similar to 

the rank orders of RBA. In contrast, for low-level items, it is expected that the rank orders are 

less correlated. This expectation is based on the assumption that raters experience more 

difficulty assessing the lower-level items which might result in rank orders that correlate less 

with the rank orders of the same products assessed through RBA.   

 

RQ 4. What are the practical implications of assessing high-stake exam items through CJ? 

H 4. Despite the promise of CJ, it is expected that it is difficult to adopt CJ as an assessment 

method for items that vary in maximum scores. When every single item needs to be assessed 

through CJ, this is expected to be inefficient. Moreover, since the research concerns high-

stake exams, it is expected that CJ’s lack of transparency will be problematic. When assessing 

answers through RBA, raters can refer to the rubric when awarding scores for answers. 

However, when CJ is applied, these judgements are made compared to other candidates, 

which may be less transparent. 
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Method 

Research Design 

This study had a quasi-experimental design in which the answers to items of the 

Bestuurlijke Informatievoorziening (BIV®) exam with maximum scores of 2, 3, and 4, were 

assessed through CJ. The answers to these items had already been assessed through RBA. 

This study aimed to clarify the efficiency and reliability of CJ for items that vary in maximum 

scores that can be awarded as compared to that of RBA.  

For this study, a selection of three items and 𝑛 = 15 respondents of the BIV® exam were 

used, made available by the AvE. The BIV® exam consists of items to which the maximum 

scores vary between 1 to 4 points. CJ could not be applied to the items with a maximum score 

of 1 since these items were multiple-choice questions. For multiple-choice questions, it follows 

logically that CJ cannot be applied since an answer is either correct or incorrect. Moreover, 

the multiple-choice items are automatically assessed, meaning that for multiple-choice items 

there will be no inconsistencies in rater scoring. 

For the items with maximum scores of 2, 3 and 4, three assessments were created in the 

Digital Platform for Assessing Competencies (D-PAC) tool, where each assessment 

represented one item. While the items of the BIV® exam were carefully selected as will be 

elaborated upon later, random sampling was used to select 𝑛 = 15 respondents for each 

assessment. The respondent’s answers, which are also called products, were selected for 

each of the three items. The products were uploaded in the assessments and raters were 

asked to go through 𝑛 = 57 comparisons for which they had to select the ‘better’ product. 

Afterwards, the Bradley-Terry-Luce model was automatically applied to generate a rank order 

of the candidate products. The reliability of all three assessments was calculated using the 

SSR, and the rank correlation between RBA and CJ was analysed using the Kendall Rank 

correlation. 

Instrumentation 

Various instruments were used in this study: the BIV® exam, specific items from the BIV® 

exam, and the D-PAC tool for assessment through CJ.  

BIV® Exam 

As the BIV® exam was designed to assess whether candidates possess the skills to 

properly inform management about internal affairs, reliability of management information plays 

an important role. Incomplete or incorrect information might lead to wrong policy decisions. 

Therefore, insight into the risks that threaten reliable management information is an important 

skill to possess. 

For the BIV® exam, no preliminary education is needed. The BIV® is an online examination 

that can be taken at multiple locations in the Netherlands. It is an exam that consists of both 

multiple-choice and open-ended items. The time allocated to finish the exam is 120 minutes. 
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In previous years the BIV® exam has been taken by 𝑛 = 148 candidates from the time that the 

examinations started in January 2018 up until October 2021. From these candidates, a total of 

𝑛 = 117 candidates passed the exam which entails a success rate of 79%. For the BIV exam, 

candidates need to obtain at least a 5.5 to be able to pass the exam which corresponds to 

obtaining 57% of the total number of points.  

Items of BIV® 

For this experiment, three items were selected from the BIV® exam. The item bank of the 

BIV® exam consists of a total of 𝑛 = 81 items. Within this item bank, the items with a maximum 

score of 1 denote 43%, items with a maximum score of 2 denote 6%, items with a maximum 

score of 3 denote 16%, and items with a maximum score of 4 denote 35%.  

To evaluate the quality of an item, the p-value, as well as the Rit-value, must be considered. 

The p-value denotes the proportion of candidate’s that answer an item correctly. The Rit-score 

indicates how the score of an item is related to the total exam score. An elaborate framework 

on item quality can be found in Appendix A. Since candidates must obtain 57% of total points 

to reach the passing grade of 5.5, the item’s ideal p-value lies around 0.57. Additionally, the 

higher the Rit-value, the better the item can discriminate between candidate’s ability. Based 

on these considerations, the items as outlined in Table 1 have been selected from the BIV® 

exam.  

Table 1 

Selected Items of the BIV® Exam 

Item Max. Score P-value Rit-value 

452532.1 2 0.63 0.41 

452495.1 3 0.56 0.53 

452515.1 4 0.57 0.68 

 

D-PAC Tool 

For the assessment of candidates’ exams through CJ, the web-based tool D-PAC was 

used. To assign the comparisons to the raters, the D-PAC tool used a quasi-random method. 

The algorithm of the D-PAC tool has two checks. First, to ensure each candidate is compared 

an equal number of times, the algorithm identifies the candidates that have been least 

compared and draws a candidate randomly from this group. Secondly, the algorithm selects 

the second candidate from the candidates that the first candidate has not yet been compared 

to, to ensure no duplicate pairs will be compared.  

The D-PAC tool keeps track of the comparisons per rater as well as how many products 

have been compared. This way, the evolution of the SSR could be calculated in Rstudio 
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(RStudio Team, 2021). Moreover, the time spent can be used to determine how items with 

varying maximum scores influence the efficiency.  

According to Comproved (n.d.), the guideline for a reliable assessment is 15 to 20 

assessments per product. As there was a selection of 𝑛 = 15 exams; this entails a total of 15 ∗

15 = 225 products had to be assessed. Since the examinations could be assessed in pairs, 

this entailed 225/2 = 112.5 comparisons. Lastly, as there were two raters, each rater had to 

assess 𝑛 = 57 pairs. 

Although the D-PAC tool has a function that as for raters to provide feedback for the 

comparisons, this option was disabled. The reasoning behind being that if raters would have 

to provide feedback for each of the 𝑛 = 57 comparisons, this would slow down the process of 

assessment.  

Participants 

The participants that were involved in this research were two raters. These raters assessed 

the candidate products through CJ for each of the three items that differ in maximum scores. 

The raters are the same raters that assess the current exams of BIV® through RBA. This 

ensured that the raters are familiar with the competences that are assessed through the BIV® 

exam. 

Procedure 

As this research concerned human participants, the research was submitted to the Ethics 

Committee. This research has been approved by the ethics departments of the Behavioural, 

Management, and Social Sciences (BMS) of the University of Twente under request number 

211180.  

Prior to the research, all raters had been informed about all aspects of the research to 

enable them to make an informed decision on their willingness to participate. Therefore, all 

raters had to sign an informed consent form. In this consent form, the purpose of the research 

was described as well as the risks of participating. Moreover, it was stated that participation is 

voluntary, and participants can withdraw at any given moment. To protect the participant’s 

privacy, personal data has been anonymised using pseudonyms such as rater1. Lastly, the 

consent form included the contact details of the researcher as well as the contact details of the 

BMS Ethics Committee of the University of Twente.  

Due to the Covid-19 regulations, this experiment took place online. A first online meeting 

was conducted to explain CJ, the research, and the D-PAC tool. Hereafter, raters were 

exposed to a test assignment as a means of training. This training was implemented to ensure 

raters are familiar with the D-PAC system and the rationale of CJ. Before the actual 

assessment started, the raters first had to look at the guidelines that candidates received for 

taking the BIV® exam. Raters additionally received the competence description, detailing the 

same dimensions as the rubric used for the RBAs. Each rater had a period of two weeks to 
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complete the assessments. This timeframe allowed for the raters to pause and continue the 

assessments whenever convenient. During the assessments, each rater had to keep in mind 

‘which answer is better?’.  

After the experiment, a second online meeting was planned. During this meeting, time was 

allocated for a discussion among the raters on their experiences regarding CJ, D-PAC tool, 

and the possible practical implications CJ for the AvE.  

In addition to the discussion among raters on their experience with CJ, an interview was 

conducted with the programme director of the AvE to gain insights into the applicability of CJ 

and its practical implications.  

Data Analysis 

The D-PAC tool analysed the comparisons using the Bradley-Terry-Luce model, which is 

a frequently used model for pair comparisons. This model generated a rank order of the CJ 

assessments from lowest to the highest score on the item.  

The reliability of CJ was determined by calculating the SSR. The SSR was calculated each 

time a comparison is made. The higher the SSR, the higher the level of agreement of the raters 

on the position of the candidate’s answer in the rank order. In addition to calculating the SSR, 

the evolution of the SSR was analysed. The D-PAC tool records the time spent per rater and 

the time spent per comparison. This allowed for data analysis to create an evolution graph of 

the SSR for each round of comparisons.  

Lastly, both CJ and RBA measure candidate performance on the items. Therefore, it was 

relevant to examine the correlation between both rank orders. The Kendall rank correlation, or 

Kendall’s τ coefficient, is a rank correlation coefficient that evaluates the degree of similarity 

between two sets of ranks. The Kendall’s τ coefficient can be calculated via:  

𝐾𝑒𝑛𝑑𝑎𝑙𝑙′𝑠 τ =  
𝐶 − 𝐷

𝐶 + 𝐷
 (4) 

in which 𝐶 represents the concordant pairs, and 𝐷 represents the discordant pairs. A 

concordant pair resembles the number of observed ranks below a particular rank that are 

larger than that particular rank and a discordant pair represents the number of observed ranks 

below a particular rank, that are smaller than that particular rank (Nelsen, 2002).  

The Kendall rank correlation coefficient was used to measure the ordinal scale association 

between RBA and assessment through CJ to evaluate the degree of concordance between 

the two assessment methods.   
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Results 

This section will elaborate on the results of the experiment. For each section, the results 

of the three items with maximum scores 2, 3, and 4 will be shown to allow for easy comparison. 

The colour palettes used in the graphs have been specifically selected as they are colour-blind 

friendly.  

Rubric-Based Assessments Rank Order 

For each of the three assessments, the rank order scale of the candidate products 

assessed through RBA has been determined. In selecting the candidate products, random 

sampling was applied to ensure the 𝑛 = 15 products form a representative candidate pool. 

Although the candidate products for each assessment are represented by letters A through O, 

these candidate products are not related. Random sampling was applied for each of the three 

assessments, so the letters A through O denote different candidate products for each 

assessment.  

Within the product pool, multiple candidates had received the same score through RBA. 

Therefore, the order of the products with identical scores has been randomly determined.  

Figure 1 visualizes the rank order scale of the candidate products assessed through RBA 

for the item with a maximum score of 2. In contrast to CJ where a candidate’s score is based 

on the rank order, the score for candidates assessed through RBA is identical to the number 

of points awarded to the candidates. For this assessment, seven candidates received the 

maximum score, four candidates received one point, and four candidates received zero points.  

Figure 1 

RBA Candidate Rank Order for Item With Maximum Score 2 

 

Figure 2 visualizes the rank order scale of the candidate products assessed through RBA 

for the item with a maximum score of 3. With RBA, four candidates have received the maximum 
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score, five candidates received two points, three candidates received one point, and three 

candidates received zero points.  

Figure 2 

RBA Candidate Rank Order for Item With Maximum Score 3 

 

Lastly, Figure 3 visualizes the rank order scale of the candidate products assessed through 

RBA for the item with a maximum score of 4. Although random sampling had been applied to 

form a representable candidate pool, only one candidate (i.e., candidate K) had been selected 

that received one point when assessed through RBA. Moreover, only two candidates received 

a total of four points (i.e., candidates A and B).  

Figure 3 

RBA Candidate Rank Order for Item With Maximum Score 4 
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Bradley-Terry-Luce Model 

The CJ rank order scale of the candidate products for each assessment has been created 

using the Bradley-Terry-Luce model. This model produced a rank order from ‘best to ‘worst’ 

candidate for the 𝑛 = 15 products for each assessment. Hereafter, based on the rank order, 

the score for each product could be assigned. This script that the D-PAC tool used, needed a 

certain level of freedom. It was recommended to select two products: one product on 1/3 and 

one product on 2/3 of the rank order scale. The score’s minimum was set to zero, and the 

maximum score was set corresponding to the item’s maximum score. Lastly, based on the 

rank scale position and corresponding score, the number of points the candidate would receive 

was determined. The points were rounded up or rounded down to the nearest whole integer. 

Figure 4 visualizes the rank order scale of the candidate products assessed through CJ for 

the item with a maximum score of 2. As can be seen, the method of CJ has yielded nine 

candidates that were awarded the maximum score of two points, while only one candidate 

received zero points (i.e., candidate O).  

Figure 4 

CJ Candidate Rank Order for Item With Maximum Score 2 

 

Figure 5 visualizes the rank order scale of the candidate products assessed through CJ for 

the item with a maximum score of 3. In this graph, ten candidates have been awarded the 

maximum score of three points, two candidates received two points (i.e., candidates H and M), 

one candidate received one point (i.e., candidate J), and two candidates received zero points 

(i.e., candidates O and N).  
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Figure 5 

CJ Candidate Rank Order for Item With Maximum Score 3 

 

Figure 6 visualizes the rank order scale of the candidate products assessed through CJ for 

the item with a maximum score of 4. In this graph, the scores seem to be balanced throughout 

the rank order. However, there is only one candidate (i.e., candidate N) that had received zero 

points for their answer.  

Figure 6 

CJ Candidate Rank Order for Item With Maximum Score 4 
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Kendall Rank Correlation  

In this section, the correlation between rank orders of candidates assessed through RBA 

and CJ is analysed.  

Figure 7 visualizes the correlation between points awarded through RBA and CJ for the 

item with a maximum score of 2. The assessment methods have yielded the same number of 

points to be awarded for 66.7% of the candidates. However, for three candidates the two 

assessment methods differ one point from each other (i.e., candidates F, J, and L), while for 

two candidates the methods differ two points (i.e., candidates M and N). These differences led 

to a Kendall Rank correlation of 𝜏 =  0.524 with 𝑧-𝑠𝑐𝑜𝑟𝑒 =  2.722.  

Figure 7 

Correlation RBA and CJ Points Awarded to Candidates for Item With Maximum Score 2 

 

 Figure 8 visualizes the correlation between points awarded through RBA and CJ for the 

item with a maximum score of 3. The assessment methods have yielded the same number of 

points to be awarded for 53.3% of the candidates. For four candidates, the methods differ one 

point from each other (i.e., candidates E, F, G, and I) and for three candidates the difference 

is two points (i.e., candidates K, L, and M). This resulted in a Kendall Rank correlation of 𝜏 =

 0.543 with 𝑧-𝑠𝑐𝑜𝑟𝑒 =  2.821. 
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Figure 8 

Correlation RBA and CJ Points Awarded to Candidates for Item With Maximum Score 3 

 

Lastly, Figure 9 visualizes the correlation between points awarded through RBA and CJ for 

the item with a maximum score of 4. The assessment methods have yielded the same number 

of points to be awarded for 53.3% of the candidates. For five candidates, the methods differ 

one point (i.e., candidates B, D, G, J, and M) and for two candidates the methods differ two 

points (i.e., candidates L and O). This resulted in a Kendall Rank correlation of 𝜏 =  0.615 with 

𝑧-𝑠𝑐𝑜𝑟𝑒 =  3.197. 

Figure 9 

Correlation RBA and CJ Points Awarded to Candidates for Item With Maximum Score 4 
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For all three assessments, it can be noted that the maximum difference in points that are 

awarded to candidates is two points. Moreover, when differences in points awarded occur, CJ 

yields a higher score than RBA for 88.2% of the candidates.  

Evolution SSR 

In this section, the evolution of the reliability for each assessment will be analysed. The 

reliability has been calculated by the SSR each time all products have been compared one 

additional time. Thus, the first round entails that all products have been compared once by the 

raters, the second round means that all products have been compared twice and so on. In the 

first few rounds for each assessment, the reliability was below 0. This is because during these 

rounds not enough data has been collected to result in a positive reliability. However, since 

reliability is expressed as a value between zero and one, and to increase interpretability, these 

graphs focus on the reliability values above zero.  

Figure 10 visualizes the evolution of the reliability for the item with a maximum score of 2. 

In round 4, the reliability exceeded zero and increased to a value of 𝑆𝑆𝑅 =  0.86.  

Figure 10 

Evolution of the Reliability of Item With Maximum Score 2 

 

Figure 11 visualizes the evolution of the reliability for the item with a maximum score of 3. 

The reliability of this assessment exceeded zero in the fifth round, and the reliability had been 

increasing in value until round 10, when it dropped significantly. Hereafter, the reliability slowly 

regained in value until 𝑆𝑆𝑅 =  0.77. 
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Figure 11 

Evolution of the Reliability of Item With Maximum Score 3 

 

Figure 12 visualizes the evolution of the reliability for the item with a maximum score of 4. 

For this assessment, the reliability exceeded zero in round four and encountered a small drop 

in reliability after round seven. Hereafter, the reliability increased again until it reached 𝑆𝑆𝑅 =

 0.83.  

Figure 12 

Evolution of the Reliability of Item With Maximum Score 4 

 

As visualized in Figure 10 and Figure 12, the reliability curve flattens out the more rounds 

the raters go through for the item with maximum a score of 2 and the item with a maximum 

score of 4. This entails that the gain for the SSR for these last rounds is small, meaning that if 

raters would have been exposed to more comparisons, this would not result in a much higher 

reliability. In contrast, as represented in Figure 11, the reliability curve does not flatten out as 
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clearly for the item with maximum score 3. It is unclear if more comparisons would have 

resulted in a higher reliability.  

Time Investment  

In this section, the time investment for the comparisons for each assessment is analysed. 

Since each rater made 𝑛 = 57 comparisons in each of the three assessments, the data 

comprised a total of 342 data points. In the data, there were five major outliers where raters 

took more than 300 seconds to rate the comparisons. This may have been caused by 1) taking 

small breaks during comparisons, 2) starting for the first time with comparisons and needing 

to read the rubric, and 3) by pausing the comparisons and resuming the next day. These 

outliers have been removed.  

Table 2 depicts the mean time investments and standard deviation of each rater as well as 

the average time investment for each assessment. These results indicate that rater1 invested 

more time than rater2 for assessing the products in each of the three assessments. Moreover, 

the results indicate that the least time was invested in assessing the candidate products for 

the item with maximum score 2. The time investment seems to only increase for rater2 and on 

average when the maximum assessment score increases. That is because the mean time 

investment for rater1 on assessing the products for the item with maximum score 3 is slightly 

higher than for the item with maximum score 4. 

Table 2 

Mean Time Investment (in s) and Standard Deviation per Rater for Each Assessment 

Statistic Rater Assessment maximum score 

  2 3 4 

Mean Rater1 33.6 55.1 53.0 

 Rater2 14.3 24.6 29.2 

 Average  24.1 39.8 41.2 

Standard deviation Rater1 22.8 34.9 34.4 

 Rater2 9.36 26.8 23.5 

 Average  19.9 34.6 31.7 
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Conclusion 

This study explored the applicability of CJ as an alternative to RBA for assessing high-

stake exam items that differ in the maximum score. A study was conducted in which two raters 

assessed candidate products for three items with different maximum scores through CJ. Based 

on the results, a rank order scale was produced which correlated moderately with the rank 

order of RBA. These results, in combination with high-reliability scores, suggest that CJ could 

be a feasible method for assessing candidate products. However, there are some practical 

implications to consider. In this section, the results of the study will be discussed as related to 

the RQs. Moreover, the limitations of this study will be elaborated upon as well as some 

suggestions for future research.  

Discussion 

This section will elaborate on the results of the study as related to the RQs.  

Reliability  

Regarding the first research objective, it was hypothesised that the reliability would be 

higher for items with a higher maximum score compared to items with a lower maximum score. 

To determine the reliability, the SSR had been calculated for each round for the three 

assessments. The reliability values for CJ are in line with the reliability values as reported in 

other studies (e.g., Coertjens et al., 2021; Jones et al., 2015; Keppens et al., 2019; McMahon 

& Jones, 2015; Van Daal et al., 2017). However, in contrast with the hypothesis, the results 

indicated that for the item with the highest maximum score the reliability (𝑆𝑆𝑅 = 0.83) was 

lower than for the item with the lowest maximum score (𝑆𝑆𝑅 = 0.87). Moreover, in contrast with 

the expectations, the item with a maximum score of 3 yielded the lowest reliability (𝑆𝑆𝑅 = 0.77).  

It is unsure as to why the item with a maximum score of 3 yielded the lowest reliability. 

However, it might be because this item was the first assessment for which the raters made the 

comparisons. When looking at the data, in round four, the items with a maximum score of 2 

and 4 (𝑆𝑆𝑅 = 0.19, 𝑆𝑆𝑅 = 0.17, respectively) have already exceeded zero, while the reliability 

of the item with a maximum score of 3 (𝑆𝑆𝑅 = −0.04) had not. Although raters went through 

an example as means of training, it might be that the raters were still unfamiliar with the CJ 

tool during the first rounds of the first assessment.  

Furthermore, the reliability of the item with a maximum score of 3 had a decrease of 

reliability (0.18) at round 11. It is unsure what caused this drop in reliability. It might be that if 

the raters had made additional comparisons, the reliability would have increased to similar 

reliability levels as the other two assessments.  

Lastly, it is uncertain what caused the difference in reliability where the item with a 

maximum score of 2 yielded a higher reliability than the item with a maximum score of 4. While 

it was expected that it would be more difficult for raters to discriminate between candidate 

products when lower-level items assess lower ability (Newton, 1996), it is encouraging that the 
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reliability of both assessments is sufficiently high. The difference in reliability might have been 

caused by a difference in the candidate product sample. While the candidate products as 

sampled for the item with a maximum score of 2 formed a balanced sample in which candidates 

received zero, one, and two points, the candidate sample for the item with a maximum score 

of 4 was disproportionate. Although random sampling had been applied, there was only one 

candidate that had received one point and only two candidates that had received the maximum 

score of 4 points. More research is necessary to address the difference in reliability for low-

level and high-level items.  

It can be concluded that although the reliability values are in line with CJ reliability values 

as presented in other studies, an increase in item maximum score does not necessarily result 

in an increase in reliability. 

Efficiency  

For the second research objective, it was hypothesised that the time investment would be 

higher for an item with a higher maximum score than for items with a lower maximum score. 

The time that raters invested in comparing the candidate products was tracked in the D-PAC 

tool. Based on the results, it can be determined that, in line with the hypothesis, the average 

time investment increases when the item maximum score increases. However, while the mean 

time investment for the average as well as for rater2 increases when the maximum score 

increases, for rater1 the mean time investment for the item with a maximum score of 3 was 

slightly higher (55.1) than for the item with a maximum of score 4 (53.0). When analysing the 

time investment data of rater1, it can be concluded that rater1 divided the comparisons over 

two moments. The first moment, rater1 compared 26.3% of the comparisons with an average 

time spent of 103.7 seconds. The second moment rater1 completed the remaining 73.7% of 

comparisons with a lower average of 43.9 seconds. As already mentioned, the item with a 

maximum score of 3 was for both raters the first assessment in which candidate products had 

been compared. Thus, the difference in average time investment between the two moments 

for rater1 may have been caused by inexperience with the D-PAC tool at the first moment, 

thus increasing the average time spent for comparing candidate products for the item with a 

maximum score of 3. 

It must be noted that to ensure a high reliability, raters had to assess 𝑛 = 57 pairs of 

candidate products. If more raters would have assessed the candidate products, each rater 

would have had to compare fewer items, thus decreasing individual time investment. However, 

even with more raters, it would still have been inefficient to assess candidate products for a 

single item, which will be elaborated upon later. An additional consideration is that while the 

tool tracked the time investment of raters, time was also invested regarding the preparation 

and analysis of the comparisons. The candidate products had to be exported to a usable 
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format, then uploaded in the tool, and based on the candidate rank order the item scores 

needed to be assigned. When applying RBA, this time investment is not needed.  

Therefore, it can be concluded that the time investment for assessing the candidate 

products increases if the maximum score of the item increases. 

Rank Order Correlation 

The goal of the third research question was to examine the rank order correlation between 

CJ and RBA for items that differ in maximum score. It was hypothesised that the correlation 

for lower-level items would be lower than the correlation for higher-level items. The rank orders 

for each of the three assessments have been calculated using Kendall’s τ rank correlation. 

The results indicate that the correlation for lower-level items is indeed lower than for higher-

level items, where the item with a maximum score of 2 resulted in the lowest correlation (𝜏 =

0.524), and the item with a maximum score of 4 resulted in the highest correlation (𝜏 = 0.615). 

Each of the three assessments shows a moderate positive correlation, for which Kendall’s τ 

increases slightly for each item with a higher maximum score.  

As mentioned, since multiple candidates received the same score through RBA, the order 

of these candidate products in the rank had been randomly determined. The analysis of the 

results revealed that the rank correlation would have been higher if responses of CJ had been 

paired more optimally with the responses of RBA. By pairing the responses more optimally, 

the rank order of the products assessed through RBA would have been determined based on 

the lowest difference in rank order when compared with the products assessed through CJ. 

When calculating Kendall’s τ rank correlation, the difference in concordant pairs and discordant 

pairs is calculated. Thus, when rearranging the RBA rank order to pair more optimally with the 

CJ order, the correlation value will increase. The differences in correlation between random 

pairing and optimal pairing has been added to Table 3. The results of optimal pairing are not 

in line with the expectation, since the item with a maximum score of 3 has yielded the lowest 

correlation (𝜏 = 0.676), and the item with a maximum score of 4 yielded the highest correlation 

(𝜏 = 0.733).  

Table 3 

Comparison of the Correlation between Random Pairing and Optimal Pairing   

 Kendall’s τ Z-Score 

Assessment Random pairing Optimal pairing Random pairing Optimal pairing 

Maximum score 2 0.524 0.712 2.722 3.697 

Maximum score 3 0.543 0.676 2.821 3.514 

Maximum score 4 0.615 0.733 3.197 3.811 
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The optimal correlation values are in line with other correlation values as reported in 

literature such as Coertjens et al. (2021) who have reported a correlation of 𝜏 = 0.74. However, 

other studies have reported similar or even higher correlation values by reporting the 

Spearman ρ correlation (e.g., Jones et al., 2015; McMahon & Jones, 2015). The Spearman 

and Kendall rank correlations are both suitable for ordinal data. However, as concluded by 

Puth et al. (2015), Kendall’s τ correlation produces narrower confidence intervals and might be 

preferred over Spearman’s ρ when there are no ties in the data.  

It must be noted that the small sample size could have affected the correlation. For small 

sample sizes, the correlation values can be substantially affected by any changes in scores 

(Goodwin & Leech, 2006). If the sample size would have been larger, the differences in rank 

position would have had less impact on the correlation, thus resulting in higher correlation 

values.  

Due to the differences between random pairing and optimal pairing, and the small sample 

size, no definite conclusion can be drawn regarding the rank order correlation between RBA 

and CJ for items with varying maximum scores. This should be investigated in further research.   

Practical Implications 

Besides determining the reliability, efficiency, and rank order correlation, the last research 

objective was to clarify the practical implications of CJ for assessing high-stake exam items. 

This study revealed that in addition to the expected inefficiency of assessing single items 

through CJ and the issues with transparency, the candidate pools of low-ability candidates, 

difficulties with similar candidate products, and the minimum number of candidates are 

shortcomings of CJ for high-stake item assessment as well. This section aims to elaborate on 

these limitations.  

Assessing Single Items. It was already expected that applying CJ to assess a candidate’s 

performance on single items was inefficient. Although the results have indicated that with 

regards to reliability and rank order correlation CJ would be a feasible assessment method, 

the total time investment for assessing answers through CJ was experienced as too high. In 

contrast to RBA, where raters go through a candidate’s answer once, in CJ multiple 

comparisons need to be made to produce a reliable rank order. The raters have indicated that 

CJ will take about two to three times longer than assessing the exam through RBA (Rater1, 

Rater2, personal communication, December 14, 2021). Therefore, applying CJ for assessing 

candidate’s performance on single items would be impractical.  

Transparency. Another limitation of CJ for high-stake assessments is the lack of 

transparency towards candidates. If the items are assessed through CJ, it is difficult for raters 

to inform candidates as to how their score has been determined. In contrast to RBA where 

raters can refer to the rubric dimensions, in CJ candidate performance has been determined 

holistically and in comparison with other candidates, which makes it difficult for raters to argue 
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how the score of the candidate has been determined. It is not practical for raters to go through 

all comparisons in order to elaborate how a candidate has performed compared to other 

candidates, and it is also not practical to eliminate the candidates’ right to appeal their scores. 

Thus, for high-stake assessments, CJ lacks transparency and RBA is better suitable. 

Candidate Pools. In addition to assessing candidates’ answers to single items, and CJ’s 

lack of transparency, another limitation is the possibility of having a low ability candidate pool. 

While this study applied random sampling to form a representable candidate pool, in practice 

it might occur for the candidate sample to consist of low ability candidates. In that case, the 

best performing candidate will have the highest rank position, resulting in receiving the 

maximum score of the item. However, if this candidate would have been assessed through 

RBA, this candidate might have received a much lower score. Thus, in CJ the maximum score 

is awarded to the best-ranked candidate of the pool, which not necessarily means the product 

has a high quality. Rather, the product is ranked highest relative to all products in the candidate 

pool. In contrast, in RBA the maximum score is awarded only when the candidate has included 

all dimensions of the rubric.  

Similarly, a candidate pool can consist of high-ability candidates. Then, a candidate might 

receive no points because the candidate’s answer is ‘worse’ relatively to the other candidates. 

In RBA the candidate may have received the same number of points as other candidates, but 

in CJ the candidate’s score is dependent on how other candidates have performed. Thus, CJ 

is biased towards the differences in the candidate pool sample.  

To counteract this limitation, it is necessary to have a large candidate pool or a candidate 

pool that is representative of all candidates. However, the simplest solution might be to assess 

candidate products individually, not based on the performance of other candidates. 

Similar Candidate Products. As elaborated upon in the theoretical framework, previous 

studies have described that CJ is a difficult assessment method when raters are exposed to 

products with similar quality (Benton, 2021; Gijsen et al., 2021; Van Daal et al., 2017). This is 

in line with the opinions of the raters, who have indicated that during the CJ assessment they 

often had to choose the ‘better’ candidate between two candidates with similar answers 

(Rater1, Rater2, personal communication, December 14, 2021). Although it is difficult to see it 

in the results, raters explained it was especially difficult to choose the better candidate between 

two products to which the raters would have awarded zero points when assessed through 

RBA. When looking at the results, it can be seen that CJ yielded far fewer candidates that were 

awarded zero points. Raters pointed out that it would be desirable if there was an option to 

select both answers or neither one as the better one, in case of similar answers.   

Number of Candidates. The last practical shortcoming for applying CJ for high-stake 

assessments is with regards to the number of candidate products that are needed for a reliable 

assessment. Since with CJ candidate products must be compared in dichotomous pairs, a 
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minimal selection of 𝑛 = 15 products should be considered. However, the exams of the AvE 

can be taken at any given time. With RBA, the exam answers can be sent directly to the rater, 

who then can assess the answers. However, when applying CJ, the raters must wait until the 

pool of products consists of at least 15 candidate products. Furthermore, in the specific case 

of the BIV® exam, there are roughly 𝑛 = 8 candidates that participate each month, which would 

entail that a candidate must wait two months before receiving their grade. Since this is 

undesirable, the current method of RBA is better suited for the current settings of the AvE.  

Additionally, the items for the exam are randomly assigned to each candidate from the item 

bank. It might be that in a period of two months the candidates are exposed to different items, 

making it difficult to reach the minimum number of candidate products that are needed to apply 

CJ as an assessment method.  

Limitations 

For this study, two limitations have to be mentioned. The first limitation is the small number 

of raters that participated in this study. Since this study had as goal to obtain reliable results, 

a total of 𝑛 = 113 comparisons had to be made. Since only two raters were willing to participate 

in the study, the total comparisons had to be divided over two raters. However, if more raters 

would have participated, each rater would have had to make fewer comparisons, which would 

have led to a lower individual total time investment. Moreover, CJ represents the combined 

raters’ perception of product quality, so if more raters would have participated the rank order 

would have considered the perceptions of all raters. However, it must be noted that even with 

more raters, assessing single exam items would still have been inefficient.  

Due to Covid-19, the study was not standardized. The raters worked from home, using 

their personal electronics, in their own environment. Although this environment is the same as 

when raters assess the candidate exams through RBA, the raters may have used a different 

approach to assess the candidate products through CJ which may have an unknown effect on 

the results. For instance, as mentioned, rater1 divided assessing the candidate products for 

the item with a maximum score of 3 over two moments, while rater2 did not. It is unsure what 

the impact of these kinds of differences in approach might have on the results.  

Suggestions for Future Research 

Although it may not be practical to adopt CJ as an assessment method for the AvE’s high-

stake exams, there may be other applications of CJ. This section will elaborate on suggestions 

for future research on CJ as well as suggestions for CJ within the context of the AvE.  

Determining Item Maximum Score 

First, CJ can be applied in the context of the AvE to determine the maximum score of an 

item. Items are created by external item writers that are knowledgeable in the concerning 

domain. Currently, the writers have to create an item with a pre-determined maximum score. 

The maximum score of an item is dependent on the difficulty of the item, and the amount of 
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information that candidates must integrate to answer correctly (Jayakodi et al., 2015). Instead 

of creating items based on the maximum score, it may be possible to use CJ to determine the 

maximum score of a new item. If item writers create a variety of items with varying levels of 

difficulty, these items can be uploaded into the D-PAC tool. Other writers and raters can go 

through pairs of comparisons to select the most difficult item. Based on these judgements, a 

rank order will be created that ranks the items on difficulty from ‘easy’ to ‘hard’. Similar to 

awarding scores to candidate products, based on the rank order the maximum scores of the 

items can be determined.   

Nevertheless, this application of CJ has a limitation. Although no issues with regards to 

transparency will arise, CJ will still be biased towards the sample of items. Similar to having a 

low or high ability candidate pool, a writer can have created multiple items that assess the 

same level of understanding. Although these items should theoretically have the same 

maximum score, one item might be ranked higher resulting in a higher maximum score whilst 

assessing the same level of difficulty. Research is necessary to determine to what extent this 

application of CJ is feasible within the AvE.  

Formative Application of CJ 

Lastly, as it may not be possible to adopt CJ for high-stake summative assessments, it 

may be possible to apply CJ formatively within the AvE. Bartholomew and Yoshikawa (2018) 

have stated that the use of CJ as tool in formative settings has shown potential in terms of 

candidate learning and achievement. Within the context of the AvE, the formative application 

of CJ might be applied in the form of a practice exam to which a variety of responses have 

been added. Candidates can take the practice exam and go through comparisons of responses 

while choosing the ‘better’ answer. This way, candidates may familiarize themselves with what 

a ‘good’ answer entails, which in turn might make it easier for them to articulate their own 

constructs of quality and apply this to their own work during the actual exam.  

The programme director of the AvE has stated that this application of CJ might be useful 

for candidates (Programme Director AvE, personal communication, January 26, 2022). She 

elaborates that currently candidates have access to a correction form that describes correct 

answers to the items on the practice exam. However, candidates are often under the 

impression that they have to answer in the exact same way. By including multiple responses 

to the item, candidates may get an idea of what must be included in an answer to be correct.  

An important aspect to include is the function of showing the correct response. This 

ensures candidates know whether their choice of the ‘better’ answer actually was the better 

answer. Otherwise, candidates may familiarize themselves with ‘good’ answers whilst 

unknowingly choosing the ‘worst’ answer.  

However, there are two limitations that must be noted. First, the same issue with 

inefficiency of rating answers for a single item will occur. Secondly, a possible limitation of this 
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application of CJ might be that candidates might get confused with the variety of correct 

answers to the item. Since multiple responses should be uploaded, it may occur that multiple 

answers are correct. As research has already indicated that it is difficult for raters to choose 

the better item when exposed to similar or equal answers (Benton, 2021; Gijsen et al., 2021; 

Van Daal et al., 2017), this might make it even more difficult for candidates to choose the 

correct answer. Therefore, research is needed to explore the applicability and shortcomings of 

this formative application of CJ. 

Adaptive Comparative Judgement  

Lastly, an emerging improvement on the CJ process is adaptive comparative judgement 

(ACJ). Through adaptivity, raters will have to compare less dichotomous pairs while 

maintaining a high reliability, thus increasing the efficiency (e.g., Newhouse, 2014; Whitehouse 

& Pollitt, 2012). Adaptivity refers to the choice of the dichotomous pairs to be compared being 

based on the outcomes of the judgements made previously. Its rationale is comparable to 

Computerized Adaptive Testing (CAT), where the choice of the next item in an exam is based 

on the candidate’s correct or incorrect answer to items. In CAT, the adaptiveness allows for 

better targeting of items to test takers and for a similar level of precision of a candidate’s 

estimated ability to be obtained through fewer items than a fixed-length test (Bramley & Vitello, 

2019). In CJ, the adaptiveness would entail that the products that have ‘won’ most of the 

comparisons will become increasingly unlikely to be paired with products that have ‘lost’ most 

of the comparisons. This way, by pairing the to be compared products more efficiently, the 

reliability can theoretically be increased whilst having fewer raters (Bramley & Vitello, 2019).  

However, ACJ might still not be applicable to high-stake exams since the same issue with 

transparency remains.  

Concluding Remarks 

The current research has investigated the applicability of CJ for high-stake exam items that 

differ in the maximum score. CJ has been compared as an alternative to the conventional 

approach of RBA because RBA yields lower reliability values than desired for high-stake 

examinations. Candidate products, previously assessed through RBA, were added to three 

assessments that represented items with a different maximum score. The results indicate a 

high reliability and rank orders similar to RBA rank orders. However, CJ has some practical 

implications including lack of transparency and inefficiency in applying CJ for single items, that 

lead to the conclusion that CJ is not suitable for assessing high-stake exams that combine 

multiple items. Since the reliability of RBA is still not desirable for high-stake assessments, an 

alternative method might be better suitable. More research is necessary to determine which 

assessment method has a high reliability, validity, efficiency, and transparency that is needed 

for assessing high-stake exams.   
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Appendix A 

Definitions Educational Tests, Educational Assessment, and Test Item Analysis 

Educational Tests 

An educational test refers to “the instrument for the measurement of a person’s 

performance under standardized conditions, where the performance is assumed to reflect one 

or more latent attributes” (Mellenbergh, 2011a, p. 19). This definition includes several 

statements.  

First, tests are instruments. This entails that the test is in itself a measurement instrument, 

other uses such as predicting or analysing a candidate’s performance, are applications of the 

instrument.  

Secondly, a test measures a candidate’s performance. Two types of performance can be 

distinguished: maximum and typical performance. Cronbach (1960) used these concepts to 

distinguish between ability performance and personality measures. He stated that maximum 

performance refers to what a person knows, or what a person can mentally do. In maximum 

performance, the correctness can vary as answers can be correct, partly correct, or incorrect. 

Typical performance, on the other hand, refers to a person’s affective traits or characteristics. 

Since these personality measures typify a person, a person’s typical performance cannot be 

evaluated on correctness. In this study, test performance will refer to the maximum 

performance of a candidate.  

Thirdly, a test should be applied under standardized conditions. Performances between 

candidates and occasions must be comparable, therefore the test should be applied under 

standard conditions to ensure fair comparisons (Mellenbergh, 2011a).  

Lastly, the definition states the assumption of the test performance reflecting one or more 

latent attributes of a candidate. As the name suggests, latent attributes, or latent traits, cannot 

be observed directly. Latent traits are assumed to have an effect on the candidate’s item 

response (Mellenbergh, 2011b). An item refers to the smallest possible subset of a test. A well-

constructed item can accurately discriminate between candidates with a high or low ability. If 

a candidate has a higher ability, it is more likely that the candidate will respond to an item 

correctly (Furr & Bacharach, 2013a).  

Educational Assessment 

After an educational test has been conducted, raters can assess the candidate’s 

responses. This section will elaborate on the definition of assessment and the type of 

assessment that is applied at the AvE. 

Definition 

Although assessment is a term that is often referred to, multiple definitions exist that 

encompass different views. Webber (2012) referred to assessment as a method of evaluating 

a candidate’s comprehension and achievement. Although this definition is the basis of 
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assessment, there are more aspects to assessment making this definition oversimplified. Erwin 

(1991, as cited in Anderson et al., 2005) defined assessment as “the systematic basis for 

making inferences about the learning and development of candidates. More specifically, 

assessment is the process of defining, selecting, designing, collecting, analysing, interpreting, 

and using information to increase candidates' learning and development”. This definition is 

more specific but mostly focuses on the formative goal of assessment. As this research 

focuses on the summative application of assessment, this report will refer to assessment as 

“the process of obtaining information that is used to make educational decisions about 

students; to give feedback to students about their progress, strengths, weaknesses; to judge 

instructional efficiency and curricular adequacy; and to inform policy” (Sanders & Vogel, 1993, 

p. 41). This definition of assessment encompasses the broad purposes of assessment. 

Summative Versus Formative Assessment 

As mentioned, this research focuses on the summative goal of assessment rather than 

formative assessment. Summative assessment is currently the most dominant method of 

assessment in education and is also referred to as assessment of learning. As the name 

implies, summative assessment aims to summarize the achievement of a candidate (Sadler, 

1989). Summative assessment occurs at the end of learning and aims to determine the 

outcome of an instructional program or of individual learners (Huhta, 2008). In contrast, 

formative assessment, which is also referred to as assessment for learning, aims for 

candidates to improve their learning, and for teachers to improve their teaching (Huhta, 2008). 

While formative assessment aims to provide feedback to improve, the main goal of 

summative assessment is comparing a candidate’s performance against a standard or 

benchmark. Therefore, summative assessment is benchmark-referenced. Summative 

assessments often have high stakes that determine a candidate’s grade for the purpose of 

certification (Sadler, 1989).  

Assessment Versus Evaluation 

Although related and sometimes used interchangeably, assessment differs from 

evaluation. Assessment focuses on whether candidates have displayed skills, abilities, or 

competencies towards stated educational outcomes. It highlights the relationship between 

educational programs and candidate learning and performance. The data collected during 

assessment can be used towards the evaluation process which helps to make judgements 

about quality or efficiency. Thus, evaluation goes beyond candidate performance to determine 

the impact of programs or curriculum (Anderson et al., 2005). 

Assessment Standards 

All forms of assessment need to adhere to certain standards. An assessment needs to be 

reliable as well as valid. 
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Reliability   

In its simplest definition, reliability refers to the consistency of assessment scores. If a test 

or measurement instrument is reliable, this would mean that a candidate would attain the same 

score regardless of where the test was taken, when the scores were obtained, or who 

assessed the test (Moskal et al., 2002). The current study concerns two specific types of 

reliability which is the inter- and intra-rater reliability and internal consistency.  

Inter- and Intra-Rater Reliability. The rater reliability refers to the consistency of 

assessment scores through two aspects. First, inter-rater reliability refers to the consistency of 

the scores of candidates across two or more independent raters. Secondly, intra-rater reliability 

refers to the consistency of a single rater to one assessment at different points in time (Moskal 

et al., 2002; Picardi & Masick, 2014). 

Internal Consistency. The internal consistency is most widely expressed as Cronbach’s 

alpha, or the coefficient alpha (𝛼). Cronbach’s alpha was introduced to determine the reliability 

of a measurement instrument at the test level. It can be defined as “a unitless index assigned 

to a measurement instrument, taking its value on the interval [0,1], for the extent to which the 

measurement instrument is free from error, with the values 0 and 1 corresponding the extreme 

cases of “pure error” and “no error” respectively (Li, 2003, p. 91). If test items are correlated, 

Cronbach’s alpha will increase. Thus, if a higher value of Cronbach’s alpha is needed, more 

correlated items need to be added. Generally, a Cronbach’s alpha value of higher than 0,7 

would be sufficient, while a Cronbach’s alpha of higher than 0.8 would be considered great. 

However, it is important to note that if Cronbach’s alpha is too high, this might indicate 

redundancy in items (Tavakol & Dennick, 2011).  

Validity  

Although it is often said that a test is valid, this formulation is confusing. That is because a 

measure as such is neither valid nor invalid. Rather, validity concerns how the test scores are 

used and interpreted (Furr & Bacharach, 2013b). In the domain of measurement, validity can 

be used in two ways. First, validity can be used to show how an interpretation is justified. In 

this sense, evidence should be collected that supports the interpretation. Secondly, validity 

can be used to evaluate an interpretation’s overall plausibility. Then, it should be evaluated to 

what extent the proposed interpretations are plausible and appropriate (Kane, 2006). In both 

definitions, the validity of a test’s interpretations should be based on evidence and theory.  

In this report, validity will refer to “the degree to which evidence and theory support the 

interpretations of test scores for proposed uses of tests” source (AERA, APA, & NCME, 2014, 

p. 11).  

Assessment Purpose 

Educational assessment can serve different purposes on different levels. In the context of 

this study, the purposes concern the candidate level and the organisational level. 
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Candidate Level  

On the level of the candidate, assessment can serve the following purposes. First of all, 

assessment describes a candidate’s understanding, and it diagnoses learning problems. 

Candidates can use this information to help them learn. Moreover, assessment can serve as 

a motivation to achieve goals. Additionally, assessment can serve to certify one’s 

competences, which in turn can help candidates to select a job or to select the next level of 

the educational system (Kellaghan & Greaney, 2001; Newton, 2007).  

Organisational Level 

On the organisational level, assessment can serve as a judgement about the efficiency of 

an institution, and to reach a judgement about the adequacy of the performance of an 

educational system (Kellaghan & Greaney, 2001; Newton, 2007). The assessment results of 

candidates can be used to decide whether the standards of the organisation are rising or falling 

over time. Moreover, when item analysis is applied, organisations can gain insights into the 

quality of items and thus the test. Additionally, this information can identify needs which can 

help administrators to decide how to allocate resources. 

Item Analysis 

As mentioned, assessments are useful on the organisational level. Organisations can 

apply item analysis to gain insights into candidates’ responses to each test item. Based on 

these results, decisions can be made regarding the quality of an item. Two approaches to item 

analysis are Item Response Theory (IRT) and Classical Test Theory (CTT). IRT attempts to 

model the relationship between a respondent’s latent ability called theta (𝜃) and the probability 

of the candidate correctly answering a test item (Harris, 1989; Olmuş et al., 2017). Although 

IRT is a more realistic approach than CTT, it involves large scale test development and scoring 

(Thissen & Orlando, 2001). Since the AvE exams do not involve large scale testing, CTT is 

more suitable for item analysis. Therefore, this section will elaborate more on item analysis 

through CTT.  

CTT constitutes a series of concepts and related techniques that forms the base for various 

measurement theories and approaches. It concerns using observable information such as test 

scores, to gain insights into unobservable information such as a candidate’s ability or the 

quality of items (Alagumalai & Curtis, 2005; DeVellis, 2006). To determine the quality of items, 

CTT uses the difficulty of an item as well as the item discrimination.  

Item Difficulty  

To determine the difficulty of an item in CTT, the p-value is used. The p-value is the 

proportion of candidate’s that answer an item correctly. Generally, an item with a p-value 

between 0.3 and 0.7 is considered to be acceptable. Within this range, the items with a p-value 

between 0.5 and 0.6 are considered to be ideal (Mehta & Mokhasi, 2014; Rao et al., 2016). A 

high p-value, more than 0.7, indicates that many candidates answered the item correctly, which 
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suggests that the item may be too easy. Similarly, a low p-value, lower than 0.3, suggest that 

the item is too difficult (Alagumalai & Curtis, 2005; DeVellis, 2006).  

Item Discrimination  

The Rit-score indicates how the score of an item is related to the total exam score. In other 

words, the Rit-score is the correlation (𝑟) between an item score (𝑖) and the total score (𝑡). It 

indicates to what extent an item can discriminate between high ability candidates and low 

ability candidates. If the Rit-score of an item is high, this means the item is strong and positively 

related to the rest of an exam. So, an item with a high Rit-score indicates that candidates who 

answered the item correctly, also did well on the total exam (Alagumalai & Curtis, 2005; Cito, 

2018; DeVellis, 2006; Muntinga & Schuil, 2007). Generally, a Rit-value between 0.2 and 0.4 is 

considered as good while values higher than 0.4 are excellent. For Rit-values lower than 0.2, 

the item discriminates poorly (Mehta & Mokhasi, 2014; Rao et al., 2016).  

Rit-values might take a negative value. For negative Rit-values, low ability candidates 

answer an item correctly while high ability candidates answer the item incorrectly. If this 

happens, the item needs to be critically examined, since a negative Rit-value might indicate a 

defective item, a trick question, or a mistake in the answer key (Rao et al., 2016). 

 


